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Abstract

We consider two canonical approaches to imperfect information based on either the presence of noise that blurs the observation of fundamental shocks or, alternatively, the existence of compounded noiseless shocks whose distinct realizations remain unknown to agents. We establish that compounded noiseless shocks replicate closely observed co-movements in survey data for the universe of Japanese firms across 20 sectors that the alternative approaches of information with noise and perfect information fail to reproduce. We incorporate information frictions based on compounded noiseless shocks in the Calvo model of nominal price rigidities and establish an inverse relationship between the degree of shock heterogeneity and the response of inflation to changes in demand. We use Japanese industry-level data to estimate the degree of shock heterogeneity by applying principal component analysis, and we show that the observed increase in shock heterogeneity plays a significant role for the reduced sensitivity of inflation to movements in real activity since the late 1990s.

JEL Classification: E31, D82, C72.
Keywords: Imperfect information, Shock heterogeneity, Inflation dynamics.

*We would like to thank Jesus Fernandez-Villaverde, Gaetano Gaballo, Nobuhiro Kiyotaki, Alistair Macaulay, Sophocles Mavroeidis, Taisuke Nakata, Shigenori Shiratsuka, Chris Sims, Wataru Tamura, Xiaowen Lei, and seminar participants at the University of Oxford, SWET 2018, and 2018 JEA autumn meeting for extremely valuable comments and suggestions. Views expressed in the paper are those of the authors and do not necessarily reflect the official views of the Bank of Japan.
†Bank of Japan, Research and Statistics Department: tatsushi.okuda@boj.or.jp.
‡Bank of Japan, Institute for Monetary and Economic Studies: tomohiro.tsuruga@boj.or.jp.
§University of Oxford, Department of Economics: francesco.zanetti@economics.ox.ac.uk.
1 Introduction

A tenet of modern macroeconomics is the rational expectation paradigm, which postulates that agents make decisions based on current economic conditions and expectations of future economic outcomes.\(^1\) Several recent studies show that information frictions that limit knowledge of fundamental shocks are central to the formation of expectations and critical for models of rational expectations to explain aggregate fluctuations.\(^2\) Canonical approaches to introduce imperfect information in structural models are either the presence of noise that blurs the observation of fundamental shocks, or alternatively, the existence of compounded noiseless shocks whose separate realizations remain unknown to agents.\(^3\) In this paper, we assess the empirical relevance of these alternative approaches using unique survey data from Japanese firms. We develop a theoretical framework consistent with the empirical findings that establishes a negative relationship between the degree of shock heterogeneity and the sensitivity of inflation to real activity. We then empirically test and corroborate this relationship using Japanese industry-level data.

To formalize the alternative approaches of imperfect information and confront them with the empirical evidence, we assume that firms face a demand that comprises aggregate and idiosyncratic components. Firms can observe either a signal of each of the two separate components that is blurred by noise, or alternatively, a signal that compounds the noiseless components together, making each separate component indistinguishable. A direct method for assessing these alternative approaches to imperfect information requires quantitative surveys on firms’ expectations about aggregate and sectoral demand. While such survey data is unavailable for the United States, it is available for the universe of firms across 20 sectors in Japan in the Annual Survey of Corporate Behavior since 2004.\(^4\) By comparing survey data with observed data on aggregate and sectoral demand, we establish that expectations about changes in aggregate and idiosyncratic components of demand are strongly correlated.

---

\(^1\) See seminal article by Muth (1961) and the recent review on the literature by Angeletos (2018).

\(^2\) Seminal studies by Mankiw and Reis (2002), Sims (2003), and Woodford (2003) establish the importance of imperfect information. Coibion et al. (2018) provide a recent overview of the literature.

\(^3\) Both approaches are used to include imperfect information in structural models. Lorenzoni (2009), Blanchard et al. (2013), and Cobbion and Gorodnichenko (2015a), among others, show that the noise approach is successful to describe changes in expectations about inflation and output. The approach based on existence of compounded shocks in the absence of noise was originally formulated in Phelps (1969) and Lucas (1972, 1973), and subsequently used in several studies to formalize important aspects of information frictions, as in Amador and Weill (2010) and Gaballo (2018), among others.

\(^4\) See Section 2 for a full description of the data.
We show that this finding is consistent with information frictions that originate from compounded, noiseless shocks. In the presence of separately indistinguishable noiseless shocks, firms cannot disentangle movements in the distinct aggregate and idiosyncratic components of sectoral demand. Consequently, they evenly attribute any expected change in sectoral demand to each of the two components. Therefore, expected changes in aggregate and idiosyncratic components of demand become strongly correlated, consistent with the empirical evidence. The alternative approaches of information with noise or perfect information fail to generate the observed strong co-movement between expectations about aggregate and idiosyncratic components of demand because firms’ expectations about both components are independent of each other and firms more successfully disentangle the effect of the distinct shocks on sectoral demand, dampening the co-movement between the distinct components of demand.

We apply the empirically successful approach based on compounded noiseless shocks to investigate the diminished sensitivity of inflation to changes in real activity.\(^5\) We establish that compounded and noiseless shocks introduce a link between the degree of shock heterogeneity—represented by the ratio of the volatility of idiosyncratic shocks to the volatility of aggregate shocks—and the response of agents to exogenous disturbances, which can be directly measured in the data, without facing the difficult task of disentangling noise from fundamental shocks.\(^6\) We enrich an otherwise standard Calvo model of nominal price rigidities by assuming that each firm observes a sectoral demand that compounds distinct aggregate and idiosyncratic components, whose separate realizations remain unknown to the firm. The interplay between perfect unobservability of distinct shocks and nominal price rigidities makes changes in aggregate prices dependent on past prices. Their relevance is inversely proportional to the frequency of price adjustment, as in the standard Calvo model, and on present and past movements in aggregate demand, which the firms fail to observe and instead infer from changes in sectoral demand that reflect simultaneous movements in aggregate and idiosyncratic components. Because of compounded noiseless shocks, the larger the volatility of exogenous changes in idiosyncratic demand relative to the volatility of aggregate demand, the more each firm attributes observed changes in sectoral demand to movements


\(^6\)Fernandez-Villaverde et al. (2007) establish that noise prevents the precise identification of macroeconomic shocks.
in idiosyncratic demand that in expectations are equal to zero. Thus, the firm expects that aggregate prices remain almost unchanged. Therefore, the model predicts that an increase in shock heterogeneity decreases the response of inflation to changes in economic activity.

A critical dimension to empirically quantifying the relevance of this mechanism relies on the quantitative assessment of the degree of heterogeneity on changes of idiosyncratic demand relative to changes in aggregate demand, which requires sector-level data. Such data is available from the Ministry of Finance of Japan, which has comprised quarterly data on sector-level sales for the universe of Japanese firms in 29 sectors since 1975.\(^7\) Using principal component analysis, we disentangle the volatility of exogenous movements in idiosyncratic demand relative to the volatility of exogenous movements in aggregate demand. We establish that shock heterogeneity—proxied by the volatility of idiosyncratic shocks standardized by the volatility of aggregate shocks—has steadily increased over the sample period, with the ratio of variance of idiosyncratic demand relative to the variance of aggregate demand increasing from 2 in the mid-1970s to 4 in the late-2000s.\(^8\)

The theoretical framework provides a robust and testable implication on the inverse relationship between the degree of shock heterogeneity and the sensitivity of prices to changes in demand, which rationalizes the observed reduction in the sensitivity of inflation to demand observed in Japan and several industrialized economies.\(^9\) To assess whether our proxy for shock heterogeneity is powerful for the empirical assessment of the positive effect of shock heterogeneity on reduction in the sensitivity of inflation to demand, we conduct a Monte Carlo experiment. We use the model to generate artificial data on inflation and aggregate demand for different degrees of shock heterogeneity and estimate the sensitivity of prices to aggregate demand with several representative versions of the Phillips curve (i.e., a New Keynesian Phillips curve with forward-looking expectations and a hybrid Phillips curve with both forward- and backward-looking expectations). The estimation on artificial data shows that estimates of Phillips curves robustly attribute an increase in shock heterogeneity to a significant reduction in the sensitivity of prices to aggregate demand, therefore validat-

---

\(^7\)Comparable U.S. data are: (i) the Quarterly Financial Report, published by the Census Bureau that includes data on sector-level sales and (ii) GDP data provided by the Bureau of Economic Analysis that contains sector-level national income. Owing to significant changes in industry classification, the sample periods of both datasets are restricted to the sample period 2000-2017, which is short for reliable empirical inference.

\(^8\)We show that the aggregate shock series extracted from sector-level data are consistent with a more classical measure of aggregate shocks, as proxied by the output gap (see Appendix E).

\(^9\)See Mavroeidis et al. (2014) for a recent review of the evidence.
ing the approach of estimating a Phillips curve to assess the empirical link between shock heterogeneity and the diminished relationship between prices and aggregate demand.

We then empirically test the implication of the model by estimating standard Phillips curve regressions that include our estimated measure of shock heterogeneity, as extracted by principal component analysis. We establish that the data robustly support a significant inverse relationship between shock heterogeneity and the sensitivity of prices to movements in real activity. The empirical results show that the sensitivity of inflation to aggregate demand has halved since the late 1990s, coinciding with a period of substantial increase in shock heterogeneity.

Our analysis connects with two strands of literature on imperfect information. First, it relates to studies that develop models with nominal price rigidities and imperfect information such as those of Fukunaga (2007), Nimark (2008), Angeletos and La’O (2009), Melosi (2017), and L’Huillier (2017). However, our research differs from those studies by relaxing the assumption that imperfect information disappears after one period, and instead assuming persistent imperfect knowledge. Second, it relates to studies that assume long-lasting imperfect information under flexible prices such as those of Woodford (2003), Hellwig and Venkateswaran (2009), Mackowiak et al. (2009), Crucini et al. (2015), and Kato and Okuda (2017). Third, it relates to studies that allow for coexistence of idiosyncratic and aggregate shocks in presence of costly information acquisition, as in Veldkamp and Wolfers (2007) and Acharya (2017). Our focus is different from those studies, since we empirically assess alternative approaches to information frictions, and study the interplay between imperfect information and shock heterogeneity for the relationship between inflation and real activity.

The analysis relates to the literature that investigates the effect of imperfect information on the empirical performance of the Phillips curve. Mankiw and Reis (2002) and Dupor et al. (2010) develop sticky-information models to investigate the effect of informational frictions on the empirical performance of the Phillips curve. Coibion and Gorodnichenko (2015b) establish that information frictions are critical in generating an empirically-consistent formation of expectations that explains the missing disinflation between 2009 and 2011. Mackowiak and Wiederholt (2009) investigate the effect of rational inattention on the Phillips curve and they establish a positive relationship between the variance of aggregate demand and the sensitivity of inflation to real activity. Unlike these studies, our analysis focuses on the effect of imperfect information on the sensitivity of inflation to changes in real activity. In this
respect, our analysis is closely related to studies that investigate changes in the relationship between inflation and real activity, as generated by the anchoring effect of inflation targets (Roberts (2004)), increasing competition in the goods market (Sbordone (2008), Zanetti (2009), IMF (2016), and Riggi and Santoro (2015)), downward wage rigidities (Akerlof et al. (1996)), structural reforms (Thomas and Zanetti (2009), Zanetti (2011), Cacciatore and Fiori (2016)), and lower trend inflation (Ball and Mazumder (2011)). Unlike these studies, our focus is on the relationship between information frictions and the sensitivity of inflation to real activity.

The remainder of the paper is organized as follows. Section 2 provides evidence from survey data for Japan. Section 3 lays out and assesses the empirical performance of the model with unobservability of separate and noiseless shocks. Section 4 considers alternative models with noisy and perfect information. Section 5 introduces unobservability of noiseless shocks in a prototype Calvo model with nominal price rigidities to establish the theoretical relationship between shock heterogeneity and the sensitivity of inflation to real activity. It uses industry-level data to test theoretical predictions. Section 6 concludes.

2 Evidence from Survey Data

Assessing the empirical relevance of the different ways to include information frictions requires quantitative survey data of expectations on aggregate and sectoral demands. While such survey data is unavailable for the United States, the Annual Survey of Corporate Behavior—a survey conducted by the Cabinet Office of Japan across 20 sectors since 2004—makes this data available for Japanese firms. We measure aggregate and sectoral demand from yearly data on gross domestic product in the National Accounts of Japan.

We study key relationships in the co-movements between survey data on expectations in

---

10 The Economic and Social Research Institute in the Cabinet Office of Japan directly surveys approximately 1,000 public-listed Japanese firms on nominal and real growth rates of the Japanese economy as well as nominal and real growth rates of demand in their respective sectors. Sectoral averages are publicly available at: \texttt{http://www.esri.cao.go.jp/en/stat/ank/ank-e.html}. The survey is conducted each January, and questionnaires are available at: \texttt{http://www.esri.cao.go.jp/en/stat/ank/h28ank/h28ank_questionnaire.pdf}. We proxy expectations on aggregate demand with survey data on expectations on one-year-ahead GDP growth, and we proxy expectations on sectoral demand with survey data on expectations on one-year-ahead growth rate in sectoral demand.

11 The national account data is available at: \texttt{http://www.esri.cao.go.jp/jp/sna/menu.html}. We use the GDP growth rate as a proxy for aggregate demand and the growth rate in sectoral gross output as a proxy for sectoral demand.
We focus on correlations between aggregate and sectoral demand instead of correlations between aggregate and idiosyncratic demand since the former correlations are immune from pessimism bias on their own sectoral demand conditions.
and sectoral demand that removes the influence of persistent shocks on the co-movement in expectations between aggregate and sectoral demand. We consider the correlation coefficient of the differences between expectations at period $t - 1$ about changes in aggregate demand and sectoral demand (i.e., $\rho_2$) and those at period $t - 2$ (i.e., $\rho_3$). If $\rho_3 < \rho_2$, the persistence of aggregate demand shocks is an important driver of the strong co-movement between changes in aggregate and sectoral demand whereas if $\rho_3 = \rho_2$, the persistence of shocks is unimportant. Likewise, the large correlation of $\rho_2$ is an empirically important feature for the formation of expectations.

Panel (b) in Figure 1 shows on the y-axes the correlation coefficient of expected changes in aggregate demand with expected changes in sectoral demand, $\rho_2$, and on the x-axes the correlation coefficient of the difference in expected changes of aggregate demand with the difference in expected changes of sectoral demand, $\rho_3$. The figure reveals that the values of the correlation coefficients $\rho_2$ and $\rho_3$ are large and generally equal to each other, with most of the observations close to the value of 1, implying that $\rho_2 \approx \rho_3 \approx 1$. The next proposition summarizes the empirical relationships across correlation coefficients of observed and survey data.

Proposition 1 (Empirical relation across correlation coefficients). Define the following correlation coefficients:

- $\rho_1$: Correlation of observed changes in aggregate and sectoral demand.
- $\rho_2$: Correlation of expected changes in aggregate and sectoral demand.
- $\rho_3$: Correlation of the difference in expected changes of aggregate and sectoral demand.

Empirical evidence from observed and survey data shows the following fundamental relationships across correlation coefficients hold:

$$\rho_1 < \rho_2 = \rho_3.$$
shocks whose distinct realizations remain unknown to agents. We implement it by assuming that sectoral demand additively combines unobservable disturbances to aggregate and idiosyncratic demand. Second, we assume that distinct disturbances continue to remain unknown to agents in the aftermath of their realization instead of becoming perfectly known in the subsequent period, in line with the empirical evidence on large and persistent forecast errors in Coibion and Gorodnichenko (2015b), Melosi (2014), and Fuhrer (2017).

The economy is populated by a representative household and a continuum of firms that produce differentiated goods indexed by \( i \in [0,1] \). Each representative household consumes the whole income, and there is no saving in equilibrium. Time is discrete and indexed by \( t \in \{0,1,2,...\} \).

**Households.** Preferences of the representative household are described over consumption, \( C_t \), and labor, \( N_t \), by the utility function:

\[
\sum_{t=0}^{\infty} \beta^t (\log C_t - N_t) ,
\]

where \( \beta \in (0,1) \) is the discount rate. The household’s consumption is described by the CES consumption aggregator:

\[
C_t = \left[ \int_0^1 (C_t(i) \Theta_t(i))^{\frac{n-1}{\eta}} di \right]^{\frac{\eta}{n-1}} ,
\]

where \( n > 1 \) is the elasticity of the substitution across goods, \( C_t(i) \) is the consumption of each good \( i \), and \( \Theta_t(i) \) is the idiosyncratic preference shocks.

**Firms.** Preferences of the representative household imply the following demand for each firm \( i \):

\[
C_t(i) = \Theta_t^{n-1}(i) \left( \frac{P_t(i)}{P_t} \right)^{-\frac{\eta}{n}} C_t, \tag{1}
\]

where \( P_t \equiv \left[ \int_0^1 P_t^{1-\eta}(i) \Theta_t^{\eta-1}(i) di \right]^{\frac{1}{1-\eta}} \) is the aggregate price index and the idiosyncratic preference shock, \( \Theta_t(i) \), acts as an exogenous, idiosyncratic demand shifter.\(^{14}\)

Each firm \( i \) manufactures a single good \( i \), according to the production technology:

\[
Y_t(i) = AL_t^\epsilon(i), \tag{2}
\]

where \( A \) is aggregate productivity and \( \epsilon \in (0,1) \) is the degree of diminishing returns.

\(^{14}\)See Appendix A for the derivation of the demand function for each firm \( i \).
Market Clearing. Market clearing implies \( Y_t(i) = C_t(i) \) for each firm \( i \in [0,1] \), and \( Y_t = C_t \) in the economy. Aggregate nominal demand, \( Q_t \), is given by the following cash-in-advance constraint:

\[
Q_t = P_tC_t.
\]

In the subsequent analysis, we use lower-case variables to indicate logarithms of the corresponding upper-case variables (i.e., \( x_t \equiv \log X_t \)).

Optimal Price Setting. We first derive the optimal price setting rule with flexible prices, assuming perfect information about the current nominal shocks. We then describe the change in the environment under imperfect information. During each period \( t \), firm \( i \) sets the optimal price:

\[
p_t(i) = \mu + mc_t(i),
\]

where \( \mu \equiv \eta / (\eta - 1) > 0 \) is the mark-up and \( mc_t(i) \) is the nominal marginal cost faced by firm \( i \). The nominal marginal cost is the difference between the nominal wage, \( w_t \), and the marginal product of labor:

\[
mc_t(i) = w_t + (1 - \epsilon) l_t(i) - a - \log(\epsilon).
\]

Using the production technology in equation (2), we express labor input as: \( l_t(i) = [y_t(i) - a] / \epsilon \), which we use in equation (4) to rewrite the nominal marginal cost as:

\[
mc_t(i) = w_t + \frac{1 - \epsilon}{\epsilon} y_t(i) - \frac{1}{\epsilon} a - \log(\epsilon).
\]

The optimal labor supply condition for the representative household is:

\[
w_t - p_t = c_t \quad \text{(5)}
\]

and the consumer demand in equation (1) is:

\[
c_t(i) = -\eta (p_t(i) - p_t) + c_t + (\eta - 1) \theta_t(i),
\]

where the idiosyncratic, demand shock, \( \theta_t(i) \), is normally distributed with mean zero.

We derive the optimal price-setting rule for firm \( i \) by using equations (5), (6), the equilibrium conditions, \( y_t(i) = c_t(i) \) and \( y_t = c_t \), and the cash-in-advance constraint, \( y_t = q_t - p_t \), which yields:

\[
p_t(i) = rp_t + (1 - r) [q_t + v_t(i)] + \xi \quad \text{(7)}
\]

Appendix B shows the derivation of the price setting rule.
where

\[ r \equiv \frac{(\eta - 1)(1 - \epsilon)}{\epsilon + \eta(1 - \epsilon)}, \quad (8) \]

\[ \xi \equiv \left( \frac{\epsilon}{\epsilon + \eta(1 - \epsilon)} \right) (\mu - \log(\epsilon)) - \left( \frac{1}{\epsilon + \eta(1 - \epsilon)} \right) a, \quad (9) \]

\[ v_t(i) \equiv (1 - \epsilon)(\eta - 1)\theta_t(i), \quad (10) \]

where \( p_t = \int_0^1 p_t(i)di \). Equation (7) shows that the optimal pricing rule for firm \( i \) is a weighted average of aggregate prices and sectoral demand, which comprises aggregate and idiosyncratic components. The weight is determined by the parameter \( r \), which reflects the dependence of the optimal decision rules on average prices, namely the degree of strategic complementarity among firms.\(^{17}\)

We normalize the distribution of the idiosyncratic shock such that \( v_t(i) \sim N(0, \tau^2) \).\(^{18}\) The parameter \( \xi \), defined in equation (9), is a linear transformation of the level of aggregate productivity, \( a \), and without loss of generality we normalize aggregate productivity such that \( \xi = 0 \).

**Shocks and Information Structure.** Aggregate nominal demand, \( q_t \), follows the random walk process:

\[ q_t = q_{t-1} + u_t, \quad (11) \]

where \( u_t \sim N(0, \sigma^2) \) is the exogenous disturbance to nominal demand. We assume that each firm \( i \) observes a sectoral demand, \( x_t(i) \), that comprises movements in aggregate demand, \( q_t \), and idiosyncratic demand, \( v_t(i) \), according to:

\[ x_t(i) = q_t + v_t(i), \quad (12) \]

where \( v_t(i) \sim N(0, \tau^2) \) is the exogenous disturbance to sectoral demand.\(^{19}\)

---

\(^{16}\)Appendix C shows the derivation of the index of aggregate prices.

\(^{17}\)Equation (7) shows that if the production technology converges to constant returns (i.e., \( \epsilon \to 1 \)), average prices become less important in the determination of the price for firm \( i \) (i.e., \( r \to 0 \)) since the marginal cost converges to the aggregate nominal wage across firms (i.e., \( mc_t(i) \to w_t \)) and heterogeneity in firms’ prices decreases. The magnitude of the idiosyncratic shock converges to constant returns (i.e., \( v_t(i) \to 0 \)) as the production technology converges to constant returns (i.e., \( \epsilon \to 1 \)). As a result, in the limiting case of a linear production technology (i.e., \( \epsilon = 1 \)), the optimal pricing rule is \( p_t(i) = q_t + \xi \).

\(^{18}\)The normalization implies \( \theta_t(i) \sim N(0, (1 - \epsilon)^{-2}(\eta - 1)^{-2}\tau^2) \).

\(^{19}\)To retain direct comparability with related studies and maintain analytical tractability, we assume no persistence in the shocks. An appendix that shows the robustness of results to the inclusion of persistent shocks is available from the authors on request.
The information structure prevents each firm $i$ from separately observing aggregate demand, $q_t$, and idiosyncratic demand, $v_t(i)$, which are central to the price setting rule in equation (7). Indistinguishability of distinct fundamental shocks requires inference of these variables from the observation of sectoral demand, $x_t(i)$, as described in equation (12), which has distribution:

$$x_t(i) \sim N(q_t, \tau^2),$$

where $x_t(i)$ is the unbiased signal of aggregate demand.\footnote{We derive the signal structure as follows. From equation (12), we know that $q_t = x_t(i) - v_t(i)$. Since agents observe $x_t(i)$ and the average of $v_t(i)$ is zero, $E[q_t|x_t(i)] = x_t(i)$. Therefore $\text{V}[q_t|x_t(i)] = \text{V}[v_t(i)] = \tau^2$.}

To retain indistinguishability of distinct shocks, we assume that distinct realizations of $q_t$ and $v_t(i)$ remain unknown, and the information set of firm $i$ in period $t$ comprises the infinite sequence of present and past realizations of sectoral demand (i.e., $\mathcal{H}_t(i) \equiv \{x_{t-s}(i)\}_{s=0}^{\infty}$). This assumption requires us to track the infinite sequence of changes in past sectoral demand.

**Mapping between model and data.** We now describe the mapping between the model and measurement in the data. Equation (11) shows that the exogenous disturbance to aggregate demand, $u_t$, is tracked by changes in aggregate demand (i.e., $u_t = q_t - q_{t-1}$), and similarly, we assume that the exogenous disturbance to idiosyncratic demand is tracked by changes in idiosyncratic demand (i.e., $\tilde{v}_t(i) = v_t(i) - v_{t-1}(i)$). To retain a general specification of exogenous disturbances, we allow persistence in changes of aggregate demand and idiosyncratic demand by assuming:

$$u_t = \rho_u u_{t-1} + e_t,$$

$$v_t(i) = \rho_v v_{t-1}(i) + \epsilon_t(i),$$

where $0 \leq \rho_u < 1$, $0 \leq \rho_v < 1$, and $e_t \sim N(0, \sigma^2)$. Equation (14) implies the following change in idiosyncratic demand:

$$\tilde{v}_t(i) = \rho_v \tilde{v}_{t-1}(i) + \tilde{\epsilon}_t(i),$$

where $\tilde{\epsilon}_t(i) = \epsilon_t(i) - \epsilon_{t-1}(i)$, and $\tilde{v}_t(i) \sim N(0, \tau^2)$. We make standard assumptions that exogenous innovations $e_t$ and $\tilde{\epsilon}_t(i)$ are independent of each other, and $\tilde{\epsilon}_t(i)$ is independent from $\tilde{v}_{t-1}(i)$. Using equation (12) and equations (13)-(15), the change in sectoral demand,
\( \tilde{x}_t(i) \), depends on the change in aggregate demand, \( u_t \), and the change in idiosyncratic demand, \( \tilde{v}_t(i) \), according to:

\[
\tilde{x}_t(i) = u_t + \tilde{v}_t(i).
\] (16)

Equation (16) provides a direct mapping between the model and observed variables. We measure observed changes in aggregate demand, \( u_t \), and observed changes in sectoral demand, \( \tilde{x}_t(i) \), with yearly data on gross domestic product from the National Accounts of Japan, and we measure expectations about sectoral demand, \( \mathbb{E}_{t-1}[\tilde{x}_t(i)] \), and expectations about aggregate demand, \( \mathbb{E}_{t-1}[u_t] \), with survey data from the Annual Survey of Corporate Behavior.\(^\text{21}\)

**Correlation Coefficients under Noiseless Shocks.** This section investigates whether the model with noiseless shocks replicates the observed co-movements across correlation coefficients reported in Proposition 1. When distinct realizations of shocks remain constantly unknown to agents, the formation of expectations is complex, requiring each firm to infer the value of distinct shocks from observing changes in sectoral demand, \( \tilde{x}_t(i) \), that fail to reveal the separate realizations of aggregate and idiosyncratic demand. The next proposition characterizes the recursive law of motion that tracks expectations on changes in aggregate and idiosyncratic demand, \( \mathbb{E}_t[u_t] \) and \( \mathbb{E}_t[\tilde{v}_t(i)] \), respectively.\(^\text{22}\)

**Proposition 2 (Expectations on changes in aggregate and idiosyncratic demand).**

Define the vector of expectations on changes in aggregate and idiosyncratic demand as:

\[
\mathbf{E}_t \equiv \begin{bmatrix} \mathbb{E}_t[u_t] \\ \mathbb{E}_t[\tilde{v}_t(i)] \end{bmatrix}.
\]

Expectations on aggregate and idiosyncratic demand follow the law of motion:

\[
\mathbf{E}_t = \Lambda \tilde{x}_t(i) + A \mathbf{E}_{t-1} = \Lambda \tilde{x}_t(i) + A \Lambda \tilde{x}_{t-1}(i) + A^2 \Lambda \tilde{x}_{t-2}(i) + \ldots,
\] (17)

where \( \Lambda \equiv \begin{bmatrix} \frac{\lambda}{1-\lambda} \\ 1-\lambda \end{bmatrix} \) tracks the Kalman gains for changes in aggregate and idiosyncratic demand, and \( A \equiv \begin{bmatrix} (1-\lambda) \rho_u & -\lambda \rho_v \\ -\lambda \rho_v & \frac{\lambda \rho_u}{1-\lambda} \end{bmatrix} \) tracks the dependency of expectations on aggregate and idiosyncratic demand, \( \mathbb{E}_t[u_t] \) and \( \mathbb{E}_t[\tilde{v}_t(i)] \), on the ex-ante expectations of these components, \( \mathbb{E}_{t-1}[u_t] \) and \( \mathbb{E}_{t-1}[\tilde{v}_t(i)] \).

\(^{21}\)The national account data is available at: http://www.esri.cao.go.jp/jp/sna/menu.html. We use GDP growth rate as a proxy for \( u_t \), and the growth rate in sectoral gross output as a proxy for \( \tilde{x}_t(i) \). We proxy \( \mathbb{E}_{t-1}[u_t] \) with survey data on expectations on one-year ahead GDP growth, and we proxy \( \mathbb{E}_{t-1}[u_t + \tilde{v}_t(i)] \) with survey data on expectations on one-year ahead growth rate in sectoral demand.

\(^{22}\)We assume the situation that the information structure converges to the steady state.
revealed by iterating equations (13) and (14) backwards, yielding:  

\[ u_i \text{ and } \tilde{v}_i \] (i.e., channel involves the mapping from past changes in aggregate and idiosyncratic demand \( E_t = \Lambda \tilde{x}_t(i) \)), the vector of expectations depends on the observation of current sectoral demand. The presence of persistence in \( u_t \) and \( \tilde{v}_t(i) \), outlined in equations (13) and (14), generates two complementary channels whereby changes in sectoral current sectoral demand. The presence of persistence in \( u_t \) and \( \tilde{v}_t(i) \), respectively. The first channel involves the mapping from past changes in aggregate and idiosyncratic demand (i.e., \( u_{t-s} \) and \( \tilde{v}_{t-s}(i) \), for \( s \in \{1,2,3,...\} \)) to current changes in those demands, as revealed by iterating equations (13) and (14) backwards, yielding:  

\[ u_t = \rho_u u_{t-s} + \Sigma_{j=0}^{s-1} \rho_s^j \epsilon_{t-j}(i) \]

and  

\[ \tilde{v}_t(i) = \rho_i^s \tilde{v}_{t-s}(i) + \Sigma_{j=0}^{s-1} \rho_i^j \epsilon_{t-j}(i) \] for \( s \in \{1,2,3,...\} \). This channel creates a strong link between expectations of current and past changes in aggregate and idiosyncratic demand (the diagonal elements of the matrix A), respectively. The second channel depends on the relevance of ex ante knowledge of \( u_t \) and \( \tilde{v}_t(i) \). Since \( u_t = \tilde{x}_t(i) - \tilde{v}_t(i) \), the firm uses ex ante expectations \( E_{t-1}[\tilde{v}_t(i)] = \rho_v E_{t-1}[\tilde{v}_{t-1}(i)] \) to extract accurate information on \( u_t \) from \( \tilde{x}_t(i) \). Similarly, the firm forms expectations on \( \tilde{v}_t(i) \) with ex ante expectations \( E_{t-1}[u_t] = \rho_u E_{t-1}[u_{t-1}] \) to extract accurate information on \( \tilde{v}_t(i) \) from \( \tilde{x}_t(i) \). This channel generates a strong link between expectations of current changes in aggregate (idiosyncratic) demand and past changes in idiosyncratic (aggregate) demand (the non-diagonal elements of matrix A). The matrix A in equation (17) captures these two complementary channels.

Proposition 2 shows that perfect unobservability of indistinguishable fundamental shocks generates serially-correlated expectations on changes in aggregate and idiosyncratic demand, \( E_t[u_t] \) and \( E_t[\tilde{v}_t(i)] \). The general intuition for this result is straightforward. Equation (17) shows that under perfect unobservability of indistinguishable fundamental shocks each firm \( i \) forms expectations about distinct shocks using information contained in present and past changes of sectoral demand (i.e., \( \tilde{x}_{t-s}(i) \), for \( s \in \{0,1,2,...\} \)). The inference process generates a strong co-movement between expected changes in aggregate demand and idiosyncratic demand. To outline the intuition, consider the following simple example. Suppose that the firm at time \( t - 1 \) expects exogenous disturbances in aggregate and idiosyncratic demand to

**Proof:** See Appendix [F.1] □
be equal to zero at time $t$ (i.e., $E_{t-1}[u_t] = E_{t-1}[\tilde{v}_t(i)] = 0$), and instead the realizations for these exogenous changes are $u_t > 0$ and $\tilde{v}_t(i) = 0$, respectively. In this example, the change in sectoral demand is positive (i.e., $\bar{x}_t(i) > 0$). Once the firm updates expectations on the distinct components, it attributes positive values to both components $E_t[u_t]$ and $E_t[\tilde{v}_t(i)]$ despite the realized value for the single idiosyncratic component $\tilde{v}_t(i)$ being zero. Perfect unobservability of indistinguishable fundamental shocks generates a strong co-movement between expected changes in aggregate demand and idiosyncratic demand.

The complexity of the system prevents the derivation of a general solution for the correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$. Thus, we derive an analytical solution for the correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ in the special case of equal persistence in changes in aggregate and idiosyncratic demand (i.e., $\rho_u = \rho_v$) and then resort to numerical simulations to study the more general case (i.e., $\rho_u \neq \rho_v$).

Corollary 1 (Correlation coefficients under perfect unobservability of indistinguishable fundamental shocks for $\rho_u = \rho_v$). Assume the same persistence in changes of aggregate and idiosyncratic demand, $\rho_u = \rho_v$. The correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ have the following relationship:

$$\rho_1 < 1 \text{ and } \rho_2 = \rho_3 = 1,$$

which is consistent with the empirical relationships across correlation coefficients in Proposition 1.

Proof: See Appendix F.2 \hfill \Box

Corollary 1 shows that in the special case of the same persistence in changes in aggregate and idiosyncratic demand (i.e., $\rho_u = \rho_v$), the relationships across correlations coefficient $\{\rho_1, \rho_2, \rho_3\}$ are consistent with the fundamental relationship outlined in Proposition 1 (i.e., $\rho_3 = \rho_2 > \rho_1$).

To assess the quantitative performance of the model and ensure results hold for the general case of $\rho_u \neq \rho_v$, we resort to numerical simulations. We choose numerical values for the persistence of changes in aggregate and idiosyncratic demand, $\rho_u$ and $\rho_v$, respectively, to ensure the critical condition $\rho_1 < \rho_2$ holds in the model of perfect information and information with noise (i.e., $\rho_u \in [\rho_v, 0.99]$, see Proposition 4 and 3). We calibrate the set of parameters.
\[ \{\tau/\sigma, \rho_v\} \in \{0.5,1,2,3,4,5\} \times \{0.01,0.02,\ldots,0.98,0.99\} \] to minimize the distance between the observed correlation coefficients \(\{\rho_1,\rho_2\}\) in panel (a) of Figure 1 and the equivalent statistics in the model. In the case of perfect unobservability of indistinguishable fundamental shocks, the calibration procedure shows that the model replicates the observed statistics in panel (a) for a wide range of parameter values, which is consistent with the finding that unobservability of indistinguishable fundamental shocks without presence of noise generates a high correlation between expectations about changes in sectoral and aggregate demand. Thereby, we set the benchmark value of \(\tau/\sigma = 3\) and \(\rho_v = 0.44\) to facilitate comparison with the alternative information structures considered in the next section.

Figure 2 shows numerical simulations. Panels (a) and (b) show that the predictions from the simulated model are consistent with the observed relation across correlation coefficients in the data \(\rho_1 < \rho_2 = \rho_3\) in Proposition 1.

4 Information with Noise and Perfect Information

In this section, we use the empirical results established in Proposition 1 to assess whether the alternative approaches of information with noise or perfect information replicate the empirical correlation coefficients.

Information with Noise. In an environment containing information with noise, each firm \(h \in [0,1]\) in industry \(i\) observes aggregate demand \((u_t)\) with a noise \((\delta_{1,t}(i,h))\) and idiosyncratic demand \((\tilde{v}_t(i))\) with a noise \((\delta_{2,t}(i,h))\), such that the signals observed by the firm are:

\[
\begin{align*}
y_t(i,h) &= u_t + \delta_{1,t}(i,h), \\
z_t(i,h) &= \tilde{v}_t(i) + \delta_{2,t}(i,h),
\end{align*}
\]

where \(\delta_{1,t}(i,h) \sim N(0,\sigma_y^2)\) and \(\delta_{2,t}(i,h) \sim N(0,\tau_z^2)\) are noise shocks orthogonal to each other.\(^{23}\)

\(^{23}\)We normalize the parameter \(\sigma\) equal to one. Excluding several outliers, the number of samples for the calibration is 15 sectors.

\(^{24}\)This approach to introduce information noise, in which the values of noises are heterogeneous across firms, is similar to Woodford (2003), Angeletos and La’O (2009), or rational inattention models by Mackowiak and Wiederholt (2009).
The information structure in equations (18) and (19) requires each firm $i$ to infer the precise realization of fundamental shocks, $u_t$ and $\tilde{v}_t$, from observed noisy signals $y_t(i, h)$ and $z_t(i, h)$, respectively. We solve the inference problem by applying the Kalman filter. Defining the Kalman gains for the filtering processes for $u_t$ and $\tilde{v}_t(i)$ as $\tilde{\lambda}_u$ and $\tilde{\lambda}_v$, respectively, the following analytical results hold.

**Proposition 3 (Correlation coefficients under information with noise).** If $\tilde{\lambda}_u = \tilde{\lambda}_v \equiv \tilde{\lambda}$, the values for the correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ satisfy the following relations:

\[
\begin{align*}
\rho_1 &< \rho_2 > \rho_3 \quad \text{if} \quad \rho_u > \rho_v, \\
\rho_1 &= \rho_2 = \rho_3 \quad \text{if} \quad \rho_u = \rho_v, \\
\rho_1 &> \rho_2 < \rho_3 \quad \text{if} \quad \rho_u < \rho_v,
\end{align*}
\]

which are equivalent to the perfect information case in Proposition 4 and inconsistent with empirical evidence in Proposition 1. If $\tilde{\lambda}_u < \tilde{\lambda}_v$, the values for the correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ satisfy the following relations:

\[
\begin{align*}
\rho_1 &< \rho_2 > \rho_3 \quad \text{if} \quad \rho_u > \rho_v + \varepsilon, \\
\rho_1 &\geq \rho_2 > \rho_3, \quad \text{or} \quad \rho_1 \geq \rho_2 = \rho_3, \quad \text{or} \quad \rho_1 \geq \rho_2 < \rho_3, \quad \text{where} \quad \varepsilon > 0 \text{ satisfies } \rho_1 < \rho_2 \text{ under } \tilde{\lambda}_u < \tilde{\lambda}_v \text{ and is increasing in } \tilde{\lambda}_u \text{ and decreasing in } \rho_v \text{ and } \tilde{\lambda}_u. \quad \text{These predictions are inconsistent with the empirical evidence in Proposition 7.}
\end{align*}
\]

**Proof:** See Appendix F.4. □

Proposition 3 shows that in a noise information environment with $\tilde{\lambda}_u = \tilde{\lambda}_v \equiv \tilde{\lambda}$, the relationship among correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ is the same as in the case of imperfect information. In the limiting case of the Kalman gains converging to unity (i.e. $\tilde{\lambda}_u = \tilde{\lambda}_v \equiv \tilde{\lambda} \to 1$), the information with noise produces the same correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ as in the case of perfect information.

Proposition 3 shows that if $\tilde{\lambda}_u < \tilde{\lambda}_v$, the noise information model also is unable to replicate the observed correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ in Proposition 1. The assumption of $\tilde{\lambda}_u < \tilde{\lambda}_v$ is strongly supported by the data across several dimensions. It is consistent with studies on rational inattention, which establish that firms are more attentive to idiosyncratic shocks than aggregate shocks, as shown in Mackowiak and Wiederholt (2009). Foerster et al.
2011 and Garin et al. (2018) show that idiosyncratic shocks are more volatile and play a critical role in explaining fluctuations in real activity in U.S. data, and that firms’ pricing decisions are more responsive to idiosyncratic shocks than aggregate shocks. Kumano et al. (2014) establish that sectoral idiosyncratic shocks are critical in explaining fluctuations in Japanese industrial production.\footnote{25}

Figure 3 shows numerical simulations for the correlation coefficients under information with noise. We set $\sigma_y^2 = 1$ and $\tau_z^2 = 1$ to equate the degree of noise on current changes in aggregate and idiosyncratic demand and ensure condition $\tilde{\lambda}_u < \tilde{\lambda}_v$ holds. The minimum distance estimator selects $\tau/\sigma = 3$ and $\rho_v = 0.43$, and the figure shows numerical simulation for values of $\rho_u$ within the range $[\rho_u, 0.99]$. Panel (a) shows the relationship between $\rho_1$ (y-axes) and $\rho_2$ (x-axes), and panel (b) shows the relationship between $\rho_2$ (y-axes) and $\rho_3$ (x-axes). By comparing the entries against those in Figure 1, we see that the model of information with noise consistently generates co-movements between correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ that are inconsistent with the empirical relationships outlined in Proposition 1.

[Figure 3 about here.]

**Perfect Information.** Under perfect information, each firm $i$ perfectly observes the sequence of changes in aggregate and sector-specific demand $u_{t-s}$ and $\tilde{v}_{t-s}(i)$, for $s \in \{0, 1, 2, \ldots\}$, respectively. The persistence of the autoregressive parameters $\rho_u$ and $\rho_v$, described in equations (13) and (15), is critical in replicating the empirical values of correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$, as outlined in the next proposition.

**Proposition 4 (Correlation coefficients under perfect information).** Under perfect information, the values for the correlation coefficients $\{\rho_1, \rho_2, \rho_3\}$ satisfy the following relations:

\begin{align*}
\rho_1 < \rho_2 > \rho_3 \quad & \text{if} \quad \rho_u > \rho_v, \\
\rho_1 = \rho_2 = \rho_3 \quad & \text{if} \quad \rho_u = \rho_v, \\
\rho_1 > \rho_2 < \rho_3 \quad & \text{if} \quad \rho_u < \rho_v.
\end{align*}

\footnote{25}Consistent with this evidence, sectoral price changes in Japan are largely heterogeneous. In the economy, the proportion of goods that increase prices from the previous year minus the proportion of goods that decrease prices from the previous year falls within the range of only 40 to -40 percent. See https://www.boj.or.jp/en/research/research_data/cpi/cpirev.pdf
Proof: See Appendix F.3. □

Proposition 4 shows that under perfect information, the model fails to replicate the fundamental relation across correlation coefficients outlined in Proposition 1. If the persistence of the change in aggregate demand is larger than the persistence of the change in idiosyncratic demand (i.e., $\rho_u > \rho_v$), changes in aggregate demand are important for expectations in the next period and therefore $\rho_1 < \rho_2$. However, under the same condition aggregate shocks are less relevant for the correlation coefficient for the difference in expected changes of aggregate and sectoral demand, such that $\rho_3 < \rho_2$, which is inconsistent with the empirical findings in Proposition 1. An equivalent result holds for the case of a smaller persistence of change in aggregate demand than persistence of change in idiosyncratic demand (i.e., $\rho_u < \rho_v$).

In summary, the model with perfect information is inconsistent with the empirical relation across correlation coefficients outlined in Proposition 1.

Figure 4 shows numerical simulations for the model with perfect information. The minimum distance estimator selects $\tau/\sigma = 3$ and $\rho_v = 0.44$, and the figure shows numerical simulations for the values of $\rho_u$ within the range $[\rho_v, 0.99]$. Panel (a) shows the relation between $\rho_1$ (y-axes) and $\rho_2$ (x-axes), and panel (b) shows the relation between $\rho_2$ (y-axes) and $\rho_3$ (x-axes). Comparing the entries against those in Figure 1 shows that the model with perfect information consistently generates the observed relation, $\rho_1 < \rho_2$, as reported in panel (a), but it fails to generate the observed relation, $\rho_2 = \rho_3$. The model with perfect information fails to replicate the co-movements in the data.

[Figure 4 about here.]

5 Compounded Noiseless Shocks and Inflation

Motivated by the results in the proceeding sections, we now investigate the effect of compounded noiseless shocks for the sensitivity of price changes to movements in aggregate demand. We derive the standard New Keynesian Phillips curve under information frictions with noiseless shocks and study the theoretical link between the degree of information heterogeneity and the sensitivity of prices to aggregate demand. We use sector-level data for 29

---

26Our findings based on survey data for Japan corroborate the recent results in Coibion and Gorodnichenko (2015a) on the large persistent in forecast errors on inflation based on survey data for the U.S. Several studies establish implausibility of perfect information. See, for example, Jonung (1981), Jonung and Laidler (1988), Mankiw et al. (2003), Carroll (2003), Kiley (2007), Fuhrer (2012), and Fuhrer et al. (2012).
major sectors in Japan to quantify the degree of shock heterogeneity and test the empirical relationship between the sensitivity of prices to changes in aggregate demand.

The optimal price-setting rule in equation (7) under imperfect information is:

\[
p_t(i) = r \mathbb{E}[p_t|\mathcal{H}_t(i)] + (1 - r) \mathbb{E}[q_t + v_t(i)|\mathcal{H}_t(i)] = r \mathbb{E}[p_t|\mathcal{H}_t(i)] + (1 - r) x_t(i),
\]

where \( r = \frac{(\eta - 1)(1 - \epsilon)}{\epsilon + \eta(1 - \epsilon)} \) and \( \mathbb{E}[\cdot|\mathcal{H}_t(i)] \) represents the expectations, which are conditional on the information set of firm \( i \) in period \( t \). Equation (20) shows that the information set is critical in the formation of expectations, and it plays an important role in the optimal pricing rule.

To embed nominal price rigidities in the model, we follow Calvo (1983) and assume that each firm \( i \) retains the same price with an exogenous probability \( \theta \in (0, 1) \). The optimal price for firm \( i \) (i.e., \( p_t^*(i) \)) is equal to current expectations of the weighted average of present and future prices, as expressed by the following pricing rule:

\[
p_t^*(i) = \sum_{j=0}^{\infty} (\beta \theta)^j \mathbb{E}[p_{t+j}(i)|\mathcal{H}_t(i)]
\]

Equation (21) shows that each firm \( i \) sets prices as a weighted average of the firm’s expectations about current and expected future prices (i.e., the optimal price under flexible prices) based on the current information set (\( \mathcal{H}_t(i) \)).

The Equilibrium Average Price. By solving equation (21), we derive the equilibrium average price. Since disturbances to present and past aggregate demand (i.e., \( q_{t-s} \) for \( s = 1, 2, 3, \ldots \)) remain unknown to the firm in each period \( t \), we infer expectations about \( q_t \) from present and the infinite past sectoral demand (i.e., \( x_{t-s}(i) \) for \( s = 0, 1, 2, \ldots \)). The next proposition characterizes the equilibrium average price.

Proposition 5 (Analytical solution to the equilibrium average price).

The equilibrium average price is given by

\[
p_t^* = \left[ \theta + (1 - \theta)a_1 \right] p_{t-1} + (1 - \theta) \sum_{j=0}^{\infty} a_{2+j} q_{t-j},
\]

where for \( j \in \{4, 5, 6, \ldots \} \),

\[
a_0(j) = 1 - [(1 - \beta \theta)r + \beta \theta a_1] (1 - \theta) \lambda (1 - \kappa_{j-2}),
\]
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price (i.e., \( p \)) that determines the informativeness of sectoral demand for \( j \) for heterogeneity, which requires the characterization of the infinite sequence of coefficients relating to current prices depends on the degree of shock heterogeneity.

\( \frac{\tau}{\sigma} \) is inversely related to the ratio \( \frac{\lambda_0}{\lambda_k} \) is caused by \( a \), \( \lambda_j = a \). The parameter \( \lambda \in (0, 1) \) is the Kalman gain on \( q_t \) in the filtering process that determines the informativeness of sectoral demand \( x_t(i) \) about aggregate demand \( q_t \) and is inversely related to the ratio \( \tau/\sigma \). \( \) Proposition 5 shows that past shocks to aggregate demand are important since their distinct realizations remain unknown to the firm and their relevance to current prices depends on the degree of shock heterogeneity.

Using the average price defined in equation (22), we derive the inflation rate, \( \pi_t \), as the change in the average price from period \( t \) to period \( t - 1 \), which yields:

\[
\pi_t = [\theta + (1 - \theta)a_1] \pi_{t-1} + (1 - \theta) \sum_{j=0}^{\infty} a_{2+j} u_{t-j}. \tag{23}
\]

Equation (23) is the Phillips curve that accounts for imperfect information resulting from indistinguishability of distinct shocks. Since the infinite number of unknown coefficients \( \{a_1, a_2, a_3, \ldots\} \) are highly non-linear and mutually dependent, as shown in Proposition 5.

\( \) The negative relationship shows that if the ratio \( \tau/\sigma \) is large, on average, a large portion of changes in \( x_t(i) \) is caused by \( \nu_t(i) \) and therefore unrelated to changes in aggregate demand \( q_t \).
we cannot analytically characterize the relationship between the structure of information and inflation. We therefore resort to numerical approximation of the analytical solution in Proposition 5.

5.1 Quantitative Assessment

An analytical solution for the Phillips curve in equation (23) is not feasible since it involves tracking the infinite sequence of past demand shocks. To implement the solution in a tractable way, we assume that the effect of exogenous disturbances to changes in aggregate demand becomes negligible after a large but finite number of $N$ periods. The assumption enables us to recursively solve the system with the algorithm described in the next corollary.

**Corollary 2 (Numerical approximation of the equilibrium average price).**

Suppose $a_{N+1} = 0$. The equilibrium average price is given by

$$p_t^* = \left[ \theta + (1 - \theta)a_1 \right] p_{t-1} + (1 - \theta) \sum_{j=0}^{N-2} a_{2+j} q_{t-j},$$

where

$$a_1 = \left[ \theta + (1 - \theta)a_1 \right] \left[ (1 - \beta\theta) r + \beta\theta a_1 \right],$$

$$\begin{bmatrix}
a_2 \\
a_3 \\
a_4 \\
\vdots \\
a_N
\end{bmatrix} = \begin{bmatrix}
1 & -K_{2,3} & -K_{2,4} & \ldots & \ldots & -K_{2,N} \\
-K_{3,2} & 1 & -K_{3,4} & \ldots & \ldots & \vdots \\
-K_{4,2} & -K_{4,3} & 1 & -K_{4,5} & \ldots & -K_{N-2,N} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
-K_{N,2} & -K_{N,3} & \ldots & \ldots & -K_{N,N-1} & 1
\end{bmatrix}^{-1} \begin{bmatrix}
k_2(1 - \beta\theta)(1 - r) \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix},$$

and,

$$K_{2,3} \equiv k_2 [\beta\theta + k_0 (1 - \theta) \kappa_1 \lambda_0], K_{2,4} \equiv k_2 k_0 (1 - \theta) \lambda \kappa_2 (1 - \lambda_1) \lambda_0,$$

$$K_{2,N} = k_2 k_0 (1 - \theta) \kappa_{N-2} (1 - \lambda_{N-3}) \ldots (1 - \lambda_1) \lambda_0, K_{3,2} \equiv k_3 k_1 (1 - \lambda),$$

$$K_{3,4} \equiv k_3 [\beta\theta + k_0 (1 - \theta) \kappa_2 \lambda_1], K_{4,2} \equiv k_4 k_1 (1 - \lambda)^2,$$

$$K_{4,3} \equiv k_4 k_0 (1 - \theta) (1 - \kappa_1) \lambda (1 - \lambda), K_{4,5} \equiv k_4 [\beta\theta + k_0 (1 - \theta) \kappa_3 \lambda_2 (1 - \lambda_2) (1 - \lambda_3)],$$

$$K_{N-2,N} \equiv k_{N-2} k_0 (1 - \theta) \kappa_{N-2} (1 - \lambda_1) \lambda_0, K_{N-1,N} \equiv k_{N-1} [\beta\theta + k_0 (1 - \theta) \kappa_{N-2} \lambda_1],$$

$$K_{N,2} \equiv k_N k_1 (1 - \lambda)^{N-2}, K_{N,3} \equiv k_N k_0 (1 - \theta) \lambda (1 - \lambda)^{N-3},$$

$$K_{N,N-1} \equiv k_N k_0 (1 - \theta) (1 - \kappa_{N-3}) \lambda (1 - \lambda).$$
for
\[
k_0 \equiv (1 - \beta \theta) r + \beta \theta a_1, k_1 \equiv [(1 - \theta)k_0 + \beta \theta] \lambda,
\]
\[
k_2 = [a_0(2) - \beta \theta \lambda]^{-1}, k_3 = a_0^{-1}(3), k_j = a_0^{-1}(j),
\]
\[
a_0(j) = 1 - [(1 - \beta \theta) r + \beta \theta a_1] (1 - \theta) \lambda (1 - \kappa_{j-2}),
\]
\[
\lambda = \frac{-\frac{\sigma^2}{\tau^2} + \sqrt{\left(\frac{\sigma^2}{\tau^2}\right)^2 + 4\frac{\sigma^2}{\tau^2}}}{2}, \lambda_s = \frac{\lambda_{s-1}\tau^2 + \sigma^2}{\lambda_{s-1}\tau^2 + \sigma^2 + \tau^2}, \lambda_0 = 1, \kappa_s = \frac{\tau^2 \lambda}{\tau^2 \lambda_{s-1} + \sigma^2 + \tau^2 \lambda}, \kappa_0 = 0.
\]

**Proof:** See Appendix F.6. □

Corollary 2 provides a numerical algorithm to approximate the analytical solution of the equilibrium average price in Proposition 5 that enables us to investigate numerically the interplay between shock heterogeneity, described by the ratio $\tau/\sigma$, and the degree of nominal price rigidity, described by the parameter $\theta$, on the slope coefficient of the Phillips curve. In the numerical implementation of the model, we set the length of the approximation equal to 98 quarters (i.e., $N = 100$) and describe the approximate equation (23) as:

\[
\pi_t = [\theta + (1 - \theta)a_1] \pi_{t-1} + (1 - \theta)a_2 u_t + (1 - \theta)\sum_{j=1}^{98} a_{2+j} u_{t-j},
\]

\[
\pi_t = \alpha_1 \pi_{t-1} + \alpha_2 u_t + (1 - \theta)\sum_{j=1}^{98} a_{2+j} u_{t-j},
\]

(24)

where $\alpha_1 = \theta + (1 - \theta)a_1$ and $\alpha_2 = (1 - \theta)a_2$. We consider shocks that occurred earlier than 98 quarters as negligible to the change in the response of current inflation. Using equation (24), we investigate the effect of parameters $\tau/\sigma$ and $\theta$ on the coefficients $\alpha_1$ and $\alpha_2$ that determine the response of inflation to past inflation and movements in demand (given that equation (11) provides $u_t = q_t - q_{t-1}$), respectively.

**The Slope of the Phillips Curve.** To simulate the system and study the theoretical properties of the model, we calibrate the Phillips curve with standard parameter values. We set $\eta = 2$, $\epsilon = 2/3$, $r = [(\eta - 1)(1 - \epsilon)]/[\epsilon + \eta(1 - \epsilon)] = 0.5$, and $\beta = 0.99$. While we estimate the degree of shock heterogeneity (i.e., $\tau/\sigma$) in the next section, to investigate the properties of the model, we allow the ratio $\tau/\sigma$ to cover the wide range of values $[0, 3]$, and similarly, we allow the degree of nominal price rigidity (i.e., $\theta$) to cover the whole range of admissible values $[0, 1]$. 22
Panel (a) in Figure 5 shows the sensitivity of parameters $\alpha_1$ and $\alpha_2$ in the Phillips curve equation (24) to the degree of nominal price rigidity, $\theta$. As expected from the Calvo price setting mechanism, the increase in nominal price rigidities generates a rise in the coefficient $\alpha_1$ since a low frequency of price changes increases the importance of past inflation in the determination of current inflation. The increase in the degree of nominal price rigidity also generates a decrease in the coefficient $\alpha_2$ since the sensitivity of individual prices to the current aggregate shock is lowered by less sensitive average prices, and the sensitivity of average prices to the same shock is directly dampened by the increase in Calvo parameter ($\theta$). Panel (b) shows that the coefficient $\alpha_2$ depends on the changes in information (shock) structures (i.e., $\tau/\sigma$). The larger the degree of dispersion in idiosyncratic demand shocks relative to aggregate demand shocks, the more each firm attributes changes in sectoral demand to movements in idiosyncratic demand that are expected to be equal to zero on average in the aggregate economy, and therefore unimportant in the determination of aggregate prices. Therefore, an increase in shock heterogeneity decreases the response of aggregate prices to changes in aggregate demand, as encapsulated by the negative relationship between $\tau/\sigma$ and $\alpha_2$. Individual prices become less sensitive to the current aggregate shock (i.e., $\alpha_2$ decreases), and consequently, the average price becomes less sensitive to aggregate shocks.

Response of Inflation to Shocks. How does the degree of shock heterogeneity influence the response of inflation to aggregate demand? To address this question, we simulate the model to determine the response of inflation to a one-period, negative aggregate demand shock. Figure 6 shows that the degree of imperfect information is critical in the response of inflation to the aggregate shock. The larger the degree of information heterogeneity, as represented by the ratio $\tau/\sigma$, the lower the response of inflation to changes in current demand. Indistinguishability of distinct shocks dampens the response of inflation to changes in aggregate demand and increases the persistence of the adjustment of inflation to the aggregate shock. The intuition behind this result is straightforward. Given the impossibility of disentangling changes in aggregate and idiosyncratic demand, each firm conjectures that changes in sectoral demand, caused fully by changes in aggregate demand in this case, are

---

$^{28}$Note that $\alpha_1$ is independent from information frictions because firms’ filtering process about $q_t$ is assumed to depend only on $x_{t-s}(i)$ for $s \in \{0, 1, 2, \ldots\}$, and firms are assumed not to extract information about $q_t$ from $p_{t-1}$. 
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partially caused by changes in idiosyncratic demand. This misperception induces the firms to decrease the response to aggregate shocks. If the ratio of $\tau/\sigma$ is large, firms conjecture that a large portion of the sectoral demand shock occurs due to idiosyncratic shock and aggregate demand does not change. Consequently, firms expect that the average price in the period is almost the same as that in the previous period, and prices are less sensitive to aggregate shocks.

[Figure 6 about here.]

5.2 Empirical Assessment

In this section, we provide an empirical evaluation of the relevance of the degree of information rigidity to inflation dynamics using Japanese data. We investigate the effect of information frictions with noiseless shocks for the diminished response of inflation to changes in aggregate demand.

Monte Carlo Experiment. To ensure our empirical analysis is powerful in estimating the effect of shock heterogeneity on the sensitivity of inflation to real activity, we conduct a Monte Carlo experiment. We use the theoretical model as the data-generating process and feed the system with aggregate shocks, $u_t$, to generate data series for inflation, $\pi_t$, for 10,000 periods, allowing for different degrees of information heterogeneity, as represented by the ratio, $\tau/\sigma$, within the range of values $[0, 3]$ and for the range of degrees of nominal price rigidity $[0.25, 0.5]$. To ensure results are consistent across alternative specifications of the Phillips curve, we estimate the slope coefficient that captures the sensitivity of prices to real activity for two representative versions of the Phillips curve. First, we examine a New Keynesian Phillips curve that features forward-looking expectations on inflation, and second, a hybrid Phillips curve with backward- and forward-looking expectations on inflation. The two specifications are:

\[
\pi_t = \beta E[\pi_{t+1} | \mathcal{H}_t(i)] + \kappa y_t,
\]

\[
\pi_t = (1 - \gamma) E[\pi_{t+1} | \mathcal{H}_t(i)] + \kappa y_t + \gamma \pi_{t-1},
\]

where $y_t \equiv \sum_{j=0}^{2} (u_{t-j} - \pi_{t-j})$, consistent with the definition of aggregate demand in equation (3).

Panels (a) and (b) in Figure 7 show estimates for the coefficient $\kappa$ in the New Keynesian

\[29\]

\[\text{In the estimation, we set } \beta = 0.99 \text{ and estimate parameters } \gamma \text{ and } \kappa \text{ using GMM with lagged inflation. Although not the main focus of this study, } \gamma \text{ changes only slightly along with } \tau/\sigma \text{ and } \theta.\]
and hybrid Phillips curve, respectively, for values of $\tau/\sigma$ within the range $[0, 3]$ (on the x-axes) and different degrees of nominal price rigidity ($\theta$, different lines). For both specifications, the slope coefficient $\kappa$ is monotonically decreasing in $\theta$ and $\tau/\sigma$, indicating that econometric estimates correctly attribute the increase in information heterogeneity to a reduction in the sensitivity of inflation to real activity, irrespective of the degree of nominal price rigidity, as predicted by the theoretical model.

[Figure 7 about here.]

**Estimation of Information Heterogeneity.** The estimation of shock heterogeneity requires detailed sector-level data. We use the Financial Statements Statistics of Corporations by Industry, compiled by the Ministry of Finance of Japan, which provide publicly available quarterly data on sector-level sales of Japanese firms.\(^{30}\) Data cover the sample period 1975:Q1-2017:Q3 for 29 major sectors in the economy and we proxy aggregate shocks by the principal component of movements in sales growth across sectors, similar to the approach in Foerster et al. (2011) and Garin et al. (2018). To implement the procedure, we estimate changes in aggregate sales, $u_t$, as the principal (first) component of $\tilde{x}_t(i)$ across sectors, $i \in \{1, 2, \ldots, 29\}$, by calculating it as $u_t = \sum_{i=1}^{29} \Lambda_i \tilde{x}_t(i)$, where $\Lambda_i$ is the loading factor of $\tilde{x}_t(i)$.\(^{31}\) We proxy changes in idiosyncratic demand, $\tilde{v}_t(i)$, by subtracting the estimated principal component from changes in sectoral demand: $\tilde{x}_t(i) - (\sum_{i=1}^{29} \Lambda_i)^{-1} u_t = \tilde{x}_t(i) - (\sum_{i=1}^{29} \Lambda_i)^{-1} \sum_{i=1}^{29} \Lambda_i \tilde{x}_t(i)$, where the term $(\sum_{i=1}^{29} \Lambda_i)^{-1}$ normalizes $u_t$.\(^{32}\)

We proxy the variance of the aggregate shock, $\sigma^2_t$, with the average of the square of the extracted principle component for alternative moving windows of size $2k + 1$:

$$\sigma^2_t = \frac{1}{2k + 1} \sum_{s=-k}^{k} (\sum_{i=1}^{29} \Lambda_i \tilde{x}_{t+s}(i))^2. \quad (25)$$


\(^{31}\)The proportion of the variance of the first component is around 20%, which is considerably larger than the variance of the second component (7%), suggesting that the second principal component plays a limited role in aggregate shocks.

\(^{32}\)To ensure results are robust to alternative normalizations, we implement alternative specifications. First, we define $u_t = \sum_{i=1}^{29} \Lambda_i \tilde{x}_t(i)$ and $\tilde{x}_t(i) - u_t$, and second, we define $u_t = (\sum_{i=1}^{29} \Lambda_i)^{-1} \sum_{i=1}^{29} \Lambda_i \tilde{x}_t(i)$ and $\tilde{x}_t(i) - u_t$. Results remain unchanged across different normalization assumptions.

\(^{33}\)Since the proxy for aggregate shock is $u_t = \sum_{i=1}^{29} \Lambda_i \tilde{x}_t(i)$ and the sectoral shock is $\tilde{x}_t(i)$, the scale of aggregate shocks $\sum_{i=1}^{29} \Lambda_i$ may differ from the scale of sectoral shocks. Estimation results reveal that $\sum_{i=1}^{29} \Lambda_i \approx 4.7$, which we use to normalize $u_t$.
Similarly, we proxy the variance of the sectoral shock, $\tau^2$, with the average of the square of the proxy of idiosyncratic demand for alternative moving windows of size $2k + 1$:

$$
\tau^2_t = \frac{1}{2k + 1} \sum_{s=-k}^{k} \sum_{i=1}^{29} \left[ \tilde{x}_{t+s}(i) - \left( \sum_{i=1}^{29} \Lambda_i \right)^{-1} \sum_{i=1}^{29} \Lambda_i \tilde{x}_{t+s}(i) \right]^2.
$$

We compute the variance of each of the shocks in equations (25) and (26) using four alternative time windows: two-years ($k = 4$), three-years ($k = 6$), five-years ($k = 10$), and ten-years ($k = 20$), excluding the upper and lower 10% of the samples as outliers. We calculate the shock heterogeneity ($\frac{\tau_t}{\sigma_t}$) as the ratio of the square root of the estimate of the variance of idiosyncratic shocks ($\tau^2_t$) to that of aggregate shocks for each period ($\sigma^2_t$).

Panel (a) in Figure 8 shows the estimated series for shock heterogeneity, defined as the ratio of the variance of idiosyncratic shocks to the variance of aggregate shocks ($\frac{\tau_t}{\sigma_t}$), for alternative time windows. Entries show that the degree of information heterogeneity has steadily increased throughout the sample period, with the ratio $\frac{\tau_t}{\sigma_t}$ rising from a value of 2 in the early 1980s to 4 in the mid-2000s, subsequently reaching a value of approximately 3 after 2010 in the 10-year window. Shorter time windows show similar dynamics, despite increasing volatility. Overall, the analysis detects a robust increase in information heterogeneity in the post-2008 period.

**Estimation of the Phillips Curve.** In this section, we use the proxy for information heterogeneity to assess the empirical importance of shock heterogeneity for the reduced sensitivity of inflation to changes in demand over time.

To implement the estimation of the Phillips curve, we use insights from the theoretical model encapsulated in equation (24). Thus, we regress current inflation on past inflation ($\pi_{t-1}$), changes in current aggregate demand ($u_t$) and an interaction term between changes in current aggregate demand and the degree of shock heterogeneity ($u_t \times \frac{\tau_t}{\sigma_t}$) that captures the differential effect of shock heterogeneity for the effect of aggregate demand on current inflation. Since the response of prices to aggregate demand is dependent on past demand,

---

34Movements in $\frac{\tau_t}{\sigma_t}$ are primarily driven by changes in $\tau_t$ since the value for $\sigma_t$ remains broadly stable across the sample period, except during the period of the global financial crisis (2007:4Q to 2010:1Q). Appendix E shows that the aggregate shock series extracted from industry-level data are consistent with measures of aggregate shocks as proxied by the output gap.
we include aggregate demand with eight lags. Table 1 shows the estimates for the Phillips curve with measures of shock heterogeneity based on time windows of two years (column (1)), three years (columns (2)), five years (column (3)) and ten years (column (4)), respectively. All entries show that current inflation is positively correlated with past inflation and current demand, in line with the fundamental prediction of the Phillips curve. The interaction term is negative, implying that a rise in shock heterogeneity reduces the positive correlation between inflation and aggregate demand, in accordance with the results of the analysis, showing that shock heterogeneity plays an empirically significant part in the reduced sensitivity of inflation to real activity.

The theoretical analysis in section 5.1 shows that the degree of nominal price rigidity is positively related to the flattening of the Phillips curve. To ensure empirical results are unbiased by the reduced degree of nominal price rigidity over the sample period, we control the estimation for the degree of nominal price rigidity by using a dummy variable equal to 1 for the period 2000-2017 when nominal price rigidities decreased (see evidence in Sudo et al. (2014) and Kurachi et al. (2016)). Table 2 reports the results. We enrich the estimation of the Phillips curve with two additional interaction terms. The first term interacts the dummy variable for nominal price rigidities with past inflation ($\pi_{t-1} \times dummy$) to capture the interplay between the degree of nominal price rigidity and the effect of past inflation on current inflation. The second term interacts the dummy variable for nominal price rigidities with current aggregate demand ($u_t \times dummy$) to capture the interplay between nominal price rigidities and current aggregate demand. Columns (1) to (4) show that the coefficient for the interaction term of past inflation with the dummy variable ($\pi_{t-1} \times dummy$) is negative, indicating that the positive correlation between current inflation and past inflation decreases with a decline in nominal price rigidities, in line with the predictions of our model outlined in section 5.1. The estimates for the interaction term of changes in demand with the dummy variable ($u_t \times dummy$) are either remarkably close to zero (column (1)) or insignificant (columns (2)-(4)), showing that the relationship between inflation and changes in aggregate demand remains broadly unchanged across periods with different degrees of nominal price rigidity. This finding corroborates the empirical evidence in Sudo et al. (2014) and Kurachi et al. (2016), which shows a consistent rise in the frequency of price adjustment across the universe of Japanese firms since the early 2000s. Important for our analysis, the interaction

35The results continue to hold if we include no lags or if we include additional lags of aggregate demand.
term between aggregate demand and the degree of nominal price rigidity ($u_t \times \tau_t/\sigma_t$) remains negative and retains the same magnitude as the estimates in Table 1, showing that the effect of the degree of shock heterogeneity is broadly similar across periods with different degrees of nominal price rigidity.\(^{36}\)

6 Conclusion

This paper assesses the empirical relevance of two canonical approaches to imperfect information based on either presence of noise that blurs the observation of fundamental shocks or alternatively, the existence of compounded noiseless shocks whose distinct realizations remain unknown to agents. We find that information frictions, based on the indistinguishability of distinct shocks in absence of noise, outperform models with information noise and perfect information in replicating the persistence of expectations about changes in aggregate and sectoral demand from survey data for the universe of firms across 20 sectors in Japan.

We embed information frictions based on compounded noiseless shocks in an otherwise standard general equilibrium model with nominal price rigidities, and we establish a negative relationship between the degree of shock heterogeneity—represented by the ratio of the volatility of idiosyncratic shocks to the volatility of aggregate shocks—and the sensitivity of inflation to real activity. We test the theoretical implication using Japanese industry-level data, finding that the observed increase in shock heterogeneity plays a statistically significant role for the reduced sensitivity of inflation to changes in aggregate demand.

The analysis can be extended across several dimensions. Within the realm of models with information frictions, an interesting extension of this study would be to endogenize the acquisition of information, which is likely to interact with the degree of shock heterogeneity in determining the reaction of aggregate variables to exogenous disturbances, thereby having a non-trivial role for the sensitivity of inflation to aggregate demand. Two promising approaches to endogenize the information structure are the rational inattention approach (Mackowiak and Wiederholt (2009), Mackowiak et al. (2009), and Matejka et al. (2017)) and the choice of information acquisition (Hellwig and Veldkamp (2009) and Myatt and Wallace (2012)). Another interesting extension would be to use the theoretical framework to assess the effect of compounded noiseless shocks for optimal monetary policy to assess whether re-

\(^{36}\)Results continue to hold if we use changes in real aggregate demand. An appendix that details results is available from the authors on request.
results are different from those of alternative models of imperfect information (Adam (2007), Lorenzoni (2010), Angeletos et al. (2016), and Tamura (2016)). Extending the analysis across these important dimensions remains an open task for future research.
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A Derivation of the Demand Function

Define the expenditure level by $Z_t \equiv \int_0^1 P_t(i)C_t(i)di$. We then set the Lagrangean as follows.

$$L = \left[ \int_0^1 \left( C_t(i)\Theta_t(i) \right)^{\frac{n-1}{\eta}} di \right]^{\frac{\eta}{n-1}} - \lambda \left( \int_0^1 P_t(i)C_t(i)di - Z_t \right).$$

The first-order conditions are,

$$C_t(i)^{-\frac{1}{\eta}} C_t^\eta \left( \Theta_t(i) \right)^{\frac{\eta-1}{\eta}} = \lambda P_t(i).$$

Thus, for any two goods, the following relationship holds.

$$C_t(i) = C_t(j) \left( \frac{P_t(i)}{P_t(j)} \right)^{-\eta} \left( \frac{\Theta_t(i)}{\Theta_t(j)} \right)^{\eta-1}.$$

By substituting the equations into the expression for consumption expenditures, we have

$$\int_0^1 P_t(i) \left[ C_t(j) \left( \frac{P_t(i)}{P_t(j)} \right)^{-\eta} \left( \frac{\Theta_t(i)}{\Theta_t(j)} \right)^{\eta-1} \right] di = Z_t$$

$$\Leftrightarrow C_t(j) = P_t^{-\eta}(j)\Theta_t^{\eta-1}(j)Z_t \frac{1}{\int_0^1 P_t^{1-\eta}(i)\Theta_t^{\eta-1}(i)di}.$$

Finally, using

$$\int_0^1 P_t(i)C_t(i)di = Z_t = P_tC_t,$$

we have

$$C_t(i) = \Theta_t^{\eta-1}(i) \left( \frac{P_t(i)}{P_t} \right)^{-\eta} \frac{P_t^{1-\eta}}{\int_0^1 P_t^{1-\eta}(i)\Theta_t^{\eta-1}(i)di}.$$

Define $P_t \equiv \left[ \int_0^1 P_t^{1-\eta}(i)\Theta_t^{\eta-1}(i)di \right]^{\frac{1}{1-\eta}}$. We then have,

$$C_t(i) = \Theta_t^{\eta-1}(i) \left( \frac{P_t(i)}{P_t} \right)^{-\eta} C_t.$$
B Derivation of the Price Setting Rule

From
\[ p_t(i) = \mu + mc_t(i), \]
\[ c_t(i) = -\eta (p_t(i) - p_t) + c_t + (\eta - 1) \theta_t(i), \]
and
\[ mc_t(i) = w_t + \frac{1 - \epsilon}{\epsilon} y_t(i) - \frac{1}{\epsilon} a - \log(\epsilon), \]
\[ p_t(i) \]
is given by,
\[ p_t(i) = \mu + mc_t(i) \]
\[ = \mu + y_t + p_t + \frac{1 - \epsilon}{\epsilon} \left[ -\eta (p_t(i) - p_t) + y_t + (\eta - 1) \theta_t(i) \right] - \frac{1}{\epsilon} a - \log(\epsilon) \]
\[ = \left( \frac{\epsilon}{\epsilon + \eta (1 - \epsilon)} \right) (\mu - \log(\epsilon)) - \left( \frac{1}{\epsilon + \eta (1 - \epsilon)} \right) a + \left( \frac{1}{\epsilon + \eta (1 - \epsilon)} \right) q_t \]
\[ + \left( \frac{(\eta - 1) (1 - \epsilon)}{\epsilon + \eta (1 - \epsilon)} \right) p_t + \left( \frac{(\eta - 1) (1 - \epsilon)}{\epsilon + \eta (1 - \epsilon)} \right) \theta_t(i). \]

C Derivation of the Index of Aggregate Prices

First, \( P_t \equiv \left[ \int_0^1 P_t^{1-\eta} \Theta_t^{\eta-1}(i) di \right]^{\frac{1}{1-\eta}} \) can be expressed as, \( P_t = \left[ \int_0^1 \left( \frac{P_t(i)}{\Theta_t(i)} \right)^{1-\eta} di \right]^{\frac{1}{1-\eta}} = \left[ \int_0^1 \left( \bar{P}_t(i) \right)^{1-\eta} di \right]^{\frac{1}{1-\eta}} \) where \( \bar{P}_t(i) \equiv \frac{P_t(i)}{\Theta_t(i)} \). We then define \( p_t \equiv \int_0^1 \bar{P}_t(i) di \). Finally,
\[ p_t \equiv \int_0^1 \bar{P}_t(i) di = \int_0^1 p_t(i) di - \int_0^1 \theta_t(i) di = \int_0^1 p_t(i) di, \]
holds because \( \theta_t(i) \sim \mathcal{N}(0, (1 - \epsilon)^{-2} (\eta - 1)^{-2} \tau^2) \) results in \( \int_0^1 \theta_t(i) di = 0 \).

D Correlation Coefficients for Real Demand

In Figure 1, we examine the correlation coefficients for nominal demand and establish Proposition. Figure A1 conducts the same exercise for real demand and confirms that the results of Proposition remain intact for real demand.

Panel (a) in Figure A1 shows that the correlation coefficient \( \rho_1 \) is large across different sectors with median value equal to 0.67. The correlation coefficient \( \rho_2 \) that captures equivalent co-movements in the expectations of changes in aggregate demand and sectoral demand
is larger, with a median value of 0.90. Comparison between the two correlation coefficients \( \rho_1 \) and \( \rho_2 \) shows that the co-movement in expectations is stronger than the co-movement in the observed data (i.e. \( \rho_2 > \rho_1 \)), as most of the points lie below the 45-degree line. Panel (b) in Figure A1 shows that the values of the correlation coefficients \( \rho_2 \) and \( \rho_3 \) are large and generally equal to each other, with most of the points close to the value of 1, such that \( \rho_2 = \rho_3 \approx 1 \). These results are consistent with Proposition \( \text{[1]} \).
F Proofs

F.1 Proof of Proposition 2

The filtering process by firms in industry $i$ is given by,

$$
\mathbb{E}_t[u_t] = \lambda [\tilde{x}_t(i) - \mathbb{E}_{t-1} [\tilde{v}_t(i)]] + (1 - \lambda) \mathbb{E}_{t-1} [u_t]
$$

$$
= \lambda [\tilde{x}_t(i) - \rho_v \mathbb{E}_{t-1} [\tilde{v}_t(i)]] + (1 - \lambda) \rho_u \mathbb{E}_{t-1} [u_{t-1}]
$$

$$
= \lambda \tilde{x}_t(i) - \lambda \rho_v \mathbb{E}_{t-1} [\tilde{v}_t(i)] + (1 - \lambda) \rho_u \mathbb{E}_{t-1} [u_{t-1}],
$$

$$
\mathbb{E}_t[\tilde{v}_t(i)] = (1 - \lambda) [x_t(i) - \mathbb{E}_{t-1} [u_t]] + \lambda \mathbb{E}_{t-1} [\tilde{v}_t(i)]
$$

$$
= (1 - \lambda) [\tilde{x}_t(i) - \rho_u \mathbb{E}_{t-1} [u_{t-1}]] + \lambda \rho_v \mathbb{E}_{t-1} [\tilde{v}_{t-1}(i)]
$$

$$
= (1 - \lambda) \tilde{x}_t(i) - (1 - \lambda) \rho_u \mathbb{E}_{t-1} [u_{t-1}] + \lambda \rho_v \mathbb{E}_{t-1} [\tilde{v}_{t-1}(i)],
$$

$$
\mathbb{E}_t[u_t] + \mathbb{E}_t[\tilde{v}_t(i)] = \tilde{x}_t(i),
$$

where $\mathbb{E}_t$ means the expectations on information set in period $t$ and $\lambda$ is determined as follows.

The relationship between $\mathbb{E}_t[u_t]$ and $\mathbb{E}_t[\tilde{v}_t(i)]$ are given by,

$$
\mathbb{E}_t[u_t] = \lambda \tilde{x}_t(i) + \lambda(1 - \lambda)(\rho_u - \rho_v) \sum_{j=0}^{\infty} [(1 - \lambda) \rho_u + \lambda \rho_v] j \tilde{x}_{t-j-1}(i)
$$

$$
\mathbb{E}_t[\tilde{v}_t(i)] = (1 - \lambda) \tilde{x}_t(i) - \lambda(1 - \lambda)(\rho_u - \rho_v) \sum_{j=0}^{\infty} [(1 - \lambda) \rho_u + \lambda \rho_v] j \tilde{x}_{t-j-1}(i)
$$

$$
= \tilde{x}_t(i) - \mathbb{E}_t[u_t].
$$

Denote $\mathbb{V}_t[u_t]$ in the steady state information structures by $\mathbb{V}_u$. Then, the steady state $\mathbb{V}_t[\tilde{v}_t(i)] \equiv \mathbb{V}_v$ is expressed as follows. From

$$
\mathbb{E}_t[\tilde{v}_t(i)] = \tilde{x}_t(i) - \mathbb{E}_t[u_t] = \tilde{v}_t(i) + [u_t - \mathbb{E}_t[u_t]],
$$

$$
\mathbb{V}_v = \mathbb{V}_u \equiv \mathbb{V} \text{ and } \frac{\partial \mathbb{E}_t[u_t]}{\partial \mathbb{E}_t[\tilde{v}_t(i)]} = -1 \text{ hold. Next, given this relationship, we find the Kalman gain } \lambda \text{ in the filtering process. } \lambda \text{ minimizes the imprecision of }
$$

$$
\mathbb{E}_t[u_t] = \lambda [\tilde{x}_t(i) - \mathbb{E}_{t-1} [\tilde{v}_t(i)]] + (1 - \lambda) \mathbb{E}_{t-1} [u_t]
$$

$$
= u_t + \lambda [\epsilon_t(i) + \rho_v [\tilde{v}_{t-1}(i) - \mathbb{E}_{t-1} [\tilde{v}_{t-1}]]] + (1 - \lambda) [\rho_u (\mathbb{E}_{t-1} [u_{t-1}] - u_{t-1}) - e_t]
$$

Therefore, $\lambda$ minimize $\mathbb{V}$ which is given by,

$$
\mathbb{V} = \lambda^2 \sigma^2 + (1 - \lambda)^2 \sigma^2 + [\lambda \rho_v + (1 - \lambda) \rho_u]^2 \mathbb{V} \tag{27}
$$
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By taking first derivative of $V$ with respect to $\lambda$, we obtain the optimal $\lambda$ as follows.

$$
\lambda = \frac{\sigma^2 + (\rho_u - \rho_v) \rho_u V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V}
$$

This equation can be expressed as,

$$
V = \lambda^2 \tau^2 + (1 - \lambda)^2 \sigma^2 + [\lambda \rho_v + (1 - \lambda) \rho_u] V
$$

$$
\Leftrightarrow \lambda^2 \tau^2 + \lambda^2 \sigma^2 - 2 \lambda \sigma^2 + \sigma^2 + \lambda^2 (\rho_u - \rho_v)^2 V - 2 \lambda (\rho_u - \rho_v) \rho_u V + \rho_u^2 V - V = 0
$$

$$
\Leftrightarrow (\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V) \lambda^2 - 2 (\sigma^2 + (\rho_u - \rho_v) \rho_u V) \lambda + \sigma^2 + \rho_u^2 V - V = 0
$$

$$
\Leftrightarrow \lambda^2 - \frac{2 (\sigma^2 + (\rho_u - \rho_v) \rho_u V)}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V} \lambda + \frac{\sigma^2 + \rho_u^2 V - V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V} = 0
$$

Then, we obtain

$$
0 = - \left( \frac{\sigma^2 + (\rho_u - \rho_v) \rho_u V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V} \right)^2 + \frac{\sigma^2 + \rho_u^2 V - V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V}
$$

$$
= - \left( \frac{\sigma^2 + (\rho_u - \rho_v) \rho_u V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V} \right)^2 + \left( \frac{\sigma^2 + \rho_u^2 V - V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V} \right)
$$

$$
= - \sigma^4 + (\rho_u - \rho_v)^2 \rho_u^2 V^2 - 2 \sigma^2 (\rho_u - \rho_v) \rho_u V
$$

$$
+ \sigma^2 \tau^2 + \rho_u^2 V \tau^2 - \sqrt{\tau^2 + \sigma^4 + \rho_u^2 V - \sigma^2 V}
$$

$$
+ \sigma^2 (\rho_u - \rho_v)^2 V + \rho_u^2 (\rho_u - \rho_v)^2 V^2 - (\rho_u - \rho_v)^2 V^2
$$

$$
= - (\rho_u - \rho_v)^2 V^2 + [\sigma^2 (\rho_u - \rho_v) \rho_u + \sigma^2 (\rho_u - \rho_v) + (\tau^2 + \sigma^2) \rho_u^2 - 1] V + \sigma^2 \tau^2
$$

$$
= \frac{\sigma^2 (\rho_u^2 - \rho_v^2) + (\tau^2 + \sigma^2) (1 - \rho_u^2)}{(\rho_u - \rho_v)^2} V - \frac{\sigma^2 \tau^2}{(\rho_u - \rho_v)^2}
$$

$$
= \frac{\sigma^2 (1 - \rho_u^2) + \tau^2 (1 - \rho_u^2)}{(\rho_u - \rho_v)^2} V - \frac{\sigma^2 \tau^2}{(\rho_u - \rho_v)^2}
$$

Therefore,

$$
V = \frac{- \sigma^2 (1 - \rho_u^2) + \tau^2 (1 - \rho_u^2)}{(\rho_u - \rho_v)^2} + \frac{\sqrt{\frac{\sigma^2 (1 - \rho_u^2) + \tau^2 (1 - \rho_u^2)}{(\rho_u - \rho_v)^2}}^2}{(\rho_u - \rho_v)^2} + \frac{4 \sigma^2 \tau^2}{(\rho_u - \rho_v)^2}
$$

and

$$
\lambda = \frac{\sigma^2 + (\rho_u - \rho_v) \rho_u V}{\tau^2 + \sigma^2 + (\rho_u - \rho_v)^2 V}
$$

Note that

$$
E_t[\bar{v}_t(i)] = (1 - \lambda)[\bar{x}_t(i) - E_{t-1}[u_t]] + \lambda E_{t-1}[\bar{v}_t(i)]
$$

$$
= \bar{v}_t(i) + (1 - \lambda)[u_t - E_{t-1}[u_t]] + \lambda E_{t-1}[\bar{v}_t(i)] - \bar{v}_t(i)
$$

$$
= \bar{v}_t(i) + (1 - \lambda)[e_t + \rho_u (u_{t-1} - E_{t-1}[u_{t-1}])] + \lambda [\rho_u (E_{t-1}[\bar{v}_{t-1}(i)] - \bar{v}_{t-1}(i)) - e_t(i)]
$$
holds, and thus
\[ V = \lambda^2 \tau^2 + (1 - \lambda)^2 \sigma^2 + [\lambda \rho_v + (1 - \lambda) \rho_u]^2 V \]
holds, which is consistent to \( V_v = V_u \).

Therefore,
\[
\mathbb{E}_t [u_t] = \lambda \tilde{x}_t(i) - \lambda \rho_v \left( (1 - \lambda) \tilde{x}_{t-1}(i) - (1 - \lambda) \rho_u \mathbb{E}_t [u_{t-2}] + \lambda \rho_v \mathbb{E}_t [\tilde{v}_{t-2}(i)] \right) \\
+ (1 - \lambda) \rho_u \left( \lambda \rho_v \mathbb{E}_t [\tilde{v}_{t-2}(i)] + (1 - \lambda) \rho_u \mathbb{E}_t [u_{t-2}] \right) \\
= \lambda \tilde{x}_t(i) + [(1 - \lambda) \rho_u \lambda - \lambda \rho_v (1 - \lambda)] \tilde{x}_{t-1}(i) \\
+ [(1 - \lambda) \rho_u (1 - \lambda) \rho_u + \lambda \rho_v (1 - \lambda) \rho_u] \mathbb{E}_t [u_{t-2}] \\
- [\lambda \rho_u \lambda \rho_v + (1 - \lambda) \rho_u \rho_v] \mathbb{E}_t [\tilde{v}_{t-2}(i)] \\
= \lambda \tilde{x}_t(i) + (1 - \lambda) (\rho_u - \rho_v) \lambda \tilde{x}_{t-1}(i) + (1 - \lambda) \rho_u [(1 - \lambda) \rho_u + \lambda \rho_v] \mathbb{E}_t [u_{t-2}] \\
- \lambda \rho_v [\lambda \rho_v + (1 - \lambda) \rho_u] \mathbb{E}_t [\tilde{v}_{t-2}(i)] .
\]

Define \( E_t \equiv \left[ \begin{array}{c} \mathbb{E}_t [u_t] \\ \mathbb{E}_t [\tilde{v}_t(i)] \end{array} \right] \), \( \Lambda \equiv \left[ \begin{array}{c} \lambda \\ 1 - \lambda \end{array} \right] \), \( A \equiv \left[ \begin{array}{cc} (1 - \lambda) \rho_u & - \lambda \rho_v \\ - (1 - \lambda) \rho_u & \lambda \rho_v \end{array} \right] \). Then, finally the expectations are obtained as,
\[
E_t = \Lambda \tilde{x}_t(i) + AE_{t-1} = \Lambda \tilde{x}_t(i) + A \Lambda \tilde{x}_{t-1}(i) + A A E_{t-2} \\
= \Lambda \tilde{x}_t(i) + A \Lambda \tilde{x}_{t-1}(i) + A^2 \Lambda \tilde{x}_{t-2}(i) + ... \Box
\]

### F.2 Proof of Corollary 1

We have the following equations:
\[
A^k = [(1 - \lambda) \rho_u + \lambda \rho_v]^{k-1} \left[ \begin{array}{cc} (1 - \lambda) \rho_u & - \lambda \rho_v \\ - (1 - \lambda) \rho_u & \lambda \rho_v \end{array} \right],
\]
\[
A^k \Lambda = [(1 - \lambda) \rho_u + \lambda \rho_v]^{k-1} \left[ \begin{array}{cc} \lambda (1 - \lambda) (\rho_u - \rho_v) \\ - \lambda (1 - \lambda) (\rho_u - \rho_v) \end{array} \right].
\]

Thereby, we observe that \( A^k \Lambda = 0 \) for \( k \in \{1, 2, 3, \ldots\} \) if \( \rho_u = \rho_v \), and then \( E_t \) depends only on \( x_t(i) \).

In such a case,
\[
\mathbb{E}_t [u_t] = \lambda \tilde{x}_t(i), \quad \mathbb{E}_t [\tilde{v}_t(i)] = (1 - \lambda) \tilde{x}_t(i), \lambda = \frac{\sigma^2}{\tau^2 + \sigma^2},
\]
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holds. Therefore, correlations \((\rho_2, \rho_3)\) are given as follows.

\[
\rho_2 = \rho \left( \mathbb{E}_{t-1} [u_t], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)] \right) = \rho (\rho_u \mathbb{E}_{t-1} [u_{t-1}], \rho_u \mathbb{E}_{t-1} [u_{t-1}] + \rho_v \mathbb{E}_{t-1} [\tilde{v}_{t-1}(i)])
\]

\[
\rho_2 = \rho (\rho_u \lambda \tilde{x}_{t-1}(i), [\rho_u \lambda + \rho_v (1 - \lambda)] \tilde{x}_{t-1}(i))
\]

\[
\rho_2 = \frac{\rho_u \lambda [\rho_u \lambda + \rho_v (1 - \lambda)] \sqrt{\mathbb{V} [\tilde{x}_{t-1}(i)]}}{\sqrt{\rho_u^2 \lambda^2 \mathbb{V} [\tilde{x}_{t-1}(i)]} \sqrt{[\rho_u \lambda + \rho_v (1 - \lambda)]^2 \mathbb{V} [\tilde{x}_{t-1}(i)]}} = 1.
\]

\[
\rho_3 = \rho \left( \mathbb{E}_{t-1} [u_t] - \mathbb{E}_{t-2} [u_t], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)] - \mathbb{E}_{t-2} [u_t + \tilde{v}_{t-1}(i)] \right)
\]

\[
\rho_3 = \rho (\rho_u [\mathbb{E}_{t-1} [u_{t-1}] - \mathbb{E}_{t-2} [u_{t-2}]], \rho_u [\mathbb{E}_{t-1} [u_{t-1}] - \mathbb{E}_{t-2} [u_{t-2}]] + \rho_v [\mathbb{E}_{t-1} [\tilde{v}_{t-1}(i)] - \mathbb{E}_{t-2} [\tilde{v}_{t-2}(i)]])
\]

\[
\rho_3 = \rho (\lambda \rho_u [\tilde{x}_{t-1}(i) - \tilde{x}_{t-2}(i)], [\lambda \rho_u + (1 - \lambda) \rho_v] [\tilde{x}_{t-1}(i) - \tilde{x}_{t-2}(i)])
\]

\[
\rho_3 = \frac{\rho_u \lambda [\rho_u \lambda + \rho_v (1 - \lambda)] \sqrt{\mathbb{V} [\tilde{x}_{t-1}(i) - \tilde{x}_{t-2}(i)]}}{\sqrt{\rho_u^2 \lambda^2 \mathbb{V} [\tilde{x}_{t-1}(i) - \tilde{x}_{t-2}(i)]} \sqrt{[\rho_u \lambda + \rho_v (1 - \lambda)]^2 \mathbb{V} [\tilde{x}_{t-1}(i) - \tilde{x}_{t-2}(i)]}} = 1.
\]

**F.3 Proof of Proposition 4**

The Value of \(\rho (u_t, u_t + \tilde{v}_t(i))\)

\[
\rho_1 = \rho (u_t, u_t + \tilde{v}_t(i)) = \frac{\mathbb{V} [u_t]}{\sqrt{\mathbb{V} [u_t]} \sqrt{\mathbb{V} [u_t + \tilde{v}_t(i)]}} = \frac{\sqrt{\sigma^2}}{\sqrt{\sigma^2 + \frac{1 - \rho_u^2}{1 - \rho_v^2} \sigma^2}}.
\]

Note that this value is the same under any information structures because here we assume that the fluctuations are exogenous.

The Value of \(\rho (\mathbb{E}_{t-1} [u_t], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)])\)

\[
\rho_2 = \rho \left( \mathbb{E}_{t-1} [u_t], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)] \right) = \rho (\rho_u u_{t-1}, \rho_u u_{t-1} + \rho_v \tilde{v}_{t-1}(i))
\]

\[
\rho_2 = \frac{\rho_u^2 \mathbb{V} [u_t]}{\sqrt{\rho_u^2 \mathbb{V} [u_t]} \sqrt{\rho_u^2 \mathbb{V} [u_t] + \rho_v^2 \mathbb{V} [\tilde{v}_t(i)]}} = \sqrt{\frac{\sigma^2}{\sigma^2 + \frac{1 - \rho_u^2}{1 - \rho_v^2} \sigma^2}}.
\]

The Value of \(\rho (\mathbb{E}_{t-1} [u_t] - \mathbb{E}_{t-2} [u_t], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)] - \mathbb{E}_{t-2} [u_{t-1} + \tilde{v}_{t-1}(i)])\)

\[
\rho_3 = \rho \left( \mathbb{E}_{t-1} [u_t] - \mathbb{E}_{t-2} [u_{t-1}], \mathbb{E}_{t-1} [u_t + \tilde{v}_t(i)] - \mathbb{E}_{t-2} [u_{t-1} + \tilde{v}_{t-1}(i)] \right)
\]

\[
\rho_3 = \frac{\rho_u [\rho_u u_{t-2} + \epsilon_{t-1} - u_{t-2}], \rho_u [\rho_u u_{t-2} + \epsilon_{t-1} - u_{t-2}] + \rho_v [\rho_u \tilde{v}_{t-2}(i) + \epsilon_{t-1}(i) - \tilde{v}_{t-2}(i)]}{\sqrt{\rho_u^2 \mathbb{V} [\epsilon_{t-1} - (1 - \rho_u) u_{t-2}]} \sqrt{\rho_u^2 \mathbb{V} [\epsilon_{t-1} - (1 - \rho_u) u_{t-2}] + \rho_v^2 \mathbb{V} [\epsilon_{t-1}(i) - (1 - \rho_v) \tilde{v}_{t-2}(i)]}} = \frac{\sqrt{\sigma^2}}{\sqrt{\sigma^2 + \frac{1 - \rho_u^2}{1 - \rho_v^2} \sigma^2}}.
\]
Comparative Static  Now we have

\[
\rho_1 = \sqrt{\frac{\sigma^2}{\sigma^2 + \frac{1-\rho_u^2}{\rho_u^2} \tau^2}}, \quad \rho_2 = \sqrt{\frac{\sigma^2}{\sigma^2 + \frac{1-\rho_u^2}{\rho_u^2} \tau^2}}, \quad \rho_3 = \sqrt{\frac{\sigma^2}{\sigma^2 + \frac{1-\rho_u^2}{\rho_u^2} \tau^2}}.
\]

Therefore \( \rho_1 \leq \rho_2 \) if \( \rho_v \leq \rho_u \) and \( \rho_2 \leq \rho_3 \) if \( \rho_v \leq \rho_u \). □

F.4 Proof of Proposition

Using the notation about \( \mathbb{E}_t [\tilde{v}_t(i)] \) and \( \mathbb{E}_t [u_t] \), we can express \( \{\rho_1, \rho_2, \rho_3\} \) as follows.

\[
\rho_1 = \sqrt{\frac{1}{1 + \text{Var}[\tilde{v}_t(i)]/\text{Var}[u_t]}}, \quad \rho_2 = \sqrt{\frac{1}{1 + \rho_u^2 \text{Var}[\tilde{v}_t(i)}/\text{Var}[u_t]]},
\]

\[
\rho_3 = \sqrt{\frac{1}{1 + \rho_u^2 \text{Var}[\tilde{v}_t(i) - \mathbb{E}_t-1[\tilde{v}_t-1(i)]]/\text{Var}[u_t-1]}} = \sqrt{\frac{1}{1 + \rho_u^2 (1-\rho_u^2) \mathbb{E}_t-1[\tilde{v}_t(i)]/\text{Var}[u_t]}}.
\]

where \( \rho_{[\tilde{v}_t(i)]} \) and \( \rho_{[u]} \) indicate correlation of \( \mathbb{E}_t [\tilde{v}_t(i)] \), \( \mathbb{E}_t-1[\tilde{v}_t-1(i)] \) and that of \( \mathbb{E}_t [u_t] \), \( \mathbb{E}_t-1 [u_t-1] \), respectively. Next, the following equalities hold.

\[
\text{Var} [\mathbb{E}_t [\tilde{v}_t(i)] - \mathbb{E}_t-1 [\tilde{v}_t-1(i)]] = 2 \text{Var} [\mathbb{E}_t [\tilde{v}_t(i)]] - 2 \text{Cov} [\mathbb{E}_t [\tilde{v}_t(i)], \mathbb{E}_t-1 [\tilde{v}_t-1(i)]]
\]

\[
= 2 \left( 1 - \rho_{[\tilde{v}_t(i)]} \right) \text{Var} [\mathbb{E}_t [\tilde{v}_t(i)]],
\]

\[
\text{Var} [\mathbb{E}_t [u_t] - \mathbb{E}_t-1 [u_t-1]] = 2 \left( 1 - \rho_{[u]} \right) \text{Var} [\mathbb{E}_t [u_t]].
\]

The average expectations across firms in one sector, \( \mathbb{E}_t [u_t] \) and \( \mathbb{E}_t [\tilde{v}_t(i)] \), are given as,

\[
\mathbb{E}_t [u_t] = \lambda_u u_t + \left( 1 - \lambda_u \right) \mathbb{E}_t-1 [u_t] = \lambda_u u_t + \left( 1 - \lambda_u \right) \rho_u \mathbb{E}_t-1 [u_t-1]
\]

\[
= \lambda_u u_t + \left( 1 - \lambda_u \right) \rho_u \lambda_u u_{t-1} + \left( 1 - \lambda_u \right)^2 \rho_u^2 \lambda_u u_{t-2} + \ldots
\]

\[
= \lambda_u e_t + \lambda_u \rho_u \left[ 1 + \left( 1 - \lambda_u \right) \right] e_{t-1} + \lambda_u \rho_u^2 \left[ 1 + \left( 1 - \lambda_u \right) \right] e_{t-2} + \ldots
\]

\[
= \sum_{j=0}^{\infty} \rho_u^j \left[ 1 - \left( 1 - \lambda_u \right) \right] e_{t-j}, \mathbb{E}_t [\tilde{v}_t(i)] = \sum_{j=0}^{\infty} \rho_v^j \left[ 1 - \left( 1 - \tilde{\lambda}_v \right) \right] \tilde{e}_{t-j}(i),
\]

where

\[
\tilde{\lambda}_u = \frac{\rho_u^2 \mathbb{E}_t-1 [u_t-1] + \sigma^2}{\sigma^2 + \rho_u^2 \mathbb{E}_t-1 [u_t-1] + \sigma^2}, \quad \tilde{\lambda}_v = \frac{\rho_v^2 \mathbb{E}_t-1 [\tilde{v}_t-1(i)] + \tau^2}{\tau^2 + \rho_v^2 \mathbb{E}_t-1 [\tilde{v}_t-1(i)] + \tau^2},
\]

\[
\mathbb{V}_t-1 [u_t-1] = \frac{\left( 1 - \rho_u^2 \right)^2 \sigma_y^2 + \sigma^2 + \sqrt{\left[ \left( 1 - \rho_u^2 \right)^2 \sigma_y^2 + \sigma^2 \right]^2 + 4 \sigma_y^2 \sigma^2}}{2 \rho_u^2},
\]

\[
\mathbb{V}_t-1 [\tilde{v}_t-1(i)] = \frac{\left( 1 - \rho_v^2 \right)^2 \tau_z^2 + \tau^2 + \sqrt{\left[ \left( 1 - \rho_v^2 \right)^2 \tau_z^2 + \tau^2 \right]^2 + 4 \tau_z^2 \tau^2}}{2 \rho_v^2}.
\]
Here, because

$$\rho_{\tilde{\mathbf{v}}[u]} = \frac{C [\tilde{\lambda}_u u_t + \rho_u (1 - \tilde{\lambda}_u) \mathbb{E}_{t-1}[u_{t-1}], \mathbb{E}_{t-1}[u_{t-1}]]}{\mathbb{V}[\mathbb{E}_t[u_t]]} = \rho_u \left[ \tilde{\lambda}_u C [u_t, \mathbb{E}_t[u_t]] + (1 - \tilde{\lambda}_u) \right],$$

$$\rho_{\tilde{\mathbf{v}}[\tilde{v}(i)]} = \frac{\rho_v \left[ \tilde{\lambda}_v - \frac{C [v_t(i), \mathbb{E}_t[\tilde{v}_t(i)]]}{\mathbb{V}[\mathbb{E}_t[\tilde{v}_t(i)]]} + (1 - \tilde{\lambda}_v) \right]}{\mathbb{V}[\tilde{\mathbf{v}}_t[i]]}, \mathbb{V}[u_t] = \frac{1}{1 - \rho_u^2} \mathbb{V}[\tilde{\mathbf{v}}_t[i]],$$

$$\mathbb{V} [\mathbb{E}_t[u_t]] = \rho_u \left[ \frac{1}{1 - \rho_u^2} \mathbb{V}[u_t] \right] - \frac{2 (1 - \tilde{\lambda}_u)}{1 - \rho_u^2 (1 - \tilde{\lambda}_u)} + \frac{(1 - \tilde{\lambda}_u)^2}{1 - \rho_u^2 (1 - \tilde{\lambda}_u)^2} \right] \sigma^2,$$

$$\mathbb{V} [\mathbb{E}_t[\tilde{v}_t(i)]] = \rho_v \left[ \frac{1}{1 - \rho_v^2} \mathbb{V}[\tilde{v}_t(i)] \right] - \frac{2 (1 - \tilde{\lambda}_v)}{1 - \rho_v^2 (1 - \tilde{\lambda}_v)} + \frac{(1 - \tilde{\lambda}_v)^2}{1 - \rho_v^2 (1 - \tilde{\lambda}_v)^2} \right] \tau^2,$$

the following relationship hold.

$$\mathbb{V}[u_t] = \frac{1 - \rho_u^2 (1 - \tilde{\lambda}_u)}{\tilde{\lambda}_u \left[ 1 - \frac{(1 - \rho_u^2 (1 - \tilde{\lambda}_u))}{(1 - \rho_u^2 (1 - \tilde{\lambda}_u))^2} \right]} = \frac{1 - \rho_u^2 (1 - \tilde{\lambda}_u)}{\tilde{\lambda}_u \left[ 1 - \frac{(1 - \rho_u^2 (1 - \tilde{\lambda}_u))}{(1 - \rho_u^2 (1 - \tilde{\lambda}_u))^2} \right]},$$

$$\mathbb{V}[\tilde{v}_t(i)] = \frac{1 - \rho_v^2 (1 - \tilde{\lambda}_v)}{\tilde{\lambda}_v \left[ 1 - \frac{(1 - \rho_v^2 (1 - \tilde{\lambda}_v))}{(1 - \rho_v^2 (1 - \tilde{\lambda}_v))^2} \right]} = \frac{1 - \rho_v^2 (1 - \tilde{\lambda}_v)}{\tilde{\lambda}_v \left[ 1 - \frac{(1 - \rho_v^2 (1 - \tilde{\lambda}_v))}{(1 - \rho_v^2 (1 - \tilde{\lambda}_v))^2} \right]},$$

$$1 - \rho_{\mathbb{E}[u]} = 1 - \rho_u \left[ \frac{\tilde{\lambda}_u^2}{1 - (1 - \tilde{\lambda}_u) \rho_u^2} \mathbb{V}[u_t] + (1 - \tilde{\lambda}_u) \right] = 1 - \frac{\rho_u (2 - \tilde{\lambda}_u)}{1 - \rho_u^2 (1 + \tilde{\lambda}_u)},$$

$$1 - \rho_{\mathbb{E}[v(i)]]} = 1 - \rho_v \left[ \frac{\tilde{\lambda}_v^2}{1 - (1 - \tilde{\lambda}_v) \rho_v^2} \mathbb{V}[\tilde{v}_t(i)] + (1 - \tilde{\lambda}_v) \right] = 1 - \frac{\rho_v (2 - \tilde{\lambda}_v)}{1 - \rho_v^2 (1 + \tilde{\lambda}_v)}.$$
Therefore, we have
\[ \rho_u^2 \mathbb{V} \left[ \bar{v}_t(i) \right] \leq \frac{\rho_v^2 \mathbb{V} \left[ \bar{v}_t(i) \right]}{\rho_u^2 \mathbb{V} \left[ u_t \right]} \leq \frac{\rho_v^2 \mathbb{V} \left[ \bar{v}_t(i) \right]}{\rho_v^2 \mathbb{V} \left[ u_t \right]} \leq \mathbb{V} \left[ \bar{v}_t(i) \right] \]
\[ \Leftrightarrow \frac{\rho_v^2 \left( 1 - \rho_u^2 \left( 1 - \bar{\lambda}_u \right)^2 \right)}{\rho_u^2 \left( 1 - \bar{\lambda}_u \right)^2} \leq \frac{1}{\rho_v^2} \frac{1 - \rho_v^2 \left( 1 - \bar{\lambda}_v \right)^2}{1 + \rho_v^2 \left( 1 - \bar{\lambda}_v \right)} \Leftrightarrow \rho_u \leq \rho_v, \]
\[ \rho \leq \rho_v \text{ with respect to } \rho \text{ is } \frac{\rho^2}{1 + \rho^2 (1 - \bar{\lambda}^2)^2} > 0. \]

**Proof of (ii)** Suppose \( \tilde{\lambda}_u < \tilde{\lambda}_v \). In this case, to satisfy \( \rho_1 < \rho_2 \),
\[ \frac{\mathbb{V} \left[ \bar{v}_t(i) \right]}{\mathbb{V} \left[ u_t \right]} > \frac{\rho_v^2 \mathbb{E} \left[ \bar{v}_t(i) \right]}{\rho_u^2 \mathbb{E} \left[ u_t \right]} \]
\[ \Leftrightarrow \frac{1 - \rho_u^2 \left( 1 - \bar{\lambda}_u \right)^2}{\rho_u^2} \frac{1 - \rho_u^2 \left( 1 - \bar{\lambda}_u \right)^2}{\rho_u^2} < \frac{1}{\rho_v^2} \frac{1 - \rho_v^2 \left( 1 - \bar{\lambda}_v \right)^2}{1 + \rho_v^2 \left( 1 - \bar{\lambda}_v \right)}, \]
must hold. We derive the conditions to satisfy the inequality above. Define the function
\[ f(\rho, \bar{\lambda}) = \frac{1 - \rho^2 \left( 1 - \bar{\lambda} \right)^2}{\bar{\lambda}^2} \frac{1 - \rho^2 \left( 1 - \bar{\lambda} \right)}{1 + \rho^2 \left( 1 - \bar{\lambda} \right)}. \]
Then the following inequality hold:
\[ \frac{\partial f(\rho, \bar{\lambda})}{\partial \lambda} = -\frac{2(1 - \rho^2)(1 - (1 - \bar{\lambda})^3 \rho^4)}{\bar{\lambda}^2 \rho^2 (1 + (1 - \bar{\lambda}) \rho^2)^2} < 0, \]
\[ \frac{\partial f(\rho, \bar{\lambda})}{\partial \rho} = -\frac{1 - 2(1 - \bar{\lambda}) \rho - (1 - \bar{\lambda})^2 (2 \bar{\lambda} - 3) \rho^2}{\bar{\lambda}^2 \rho^2 (1 + (1 - \bar{\lambda}) \rho^2)^2} < 0. \]
Therefore, to satisfy \( f(\rho_u, \tilde{\lambda}_u) < f(\rho_v, \tilde{\lambda}_v) \), if \( \tilde{\lambda}_u < \tilde{\lambda}_v \) holds, \( \rho_u = \rho_v + \varepsilon > \rho_v \) must hold. From the inequalities above, obviously \( \varepsilon \) is increasing in \( \tilde{\lambda}_v \) and decreasing in \( \rho_v \) and \( \tilde{\lambda}_u \).

However, under \( \tilde{\lambda}_u < \tilde{\lambda}_v \) and \( \rho_v + \varepsilon < \rho_u \)
\[ \rho_{\bar{\lambda}[u]} > \rho_{\bar{\lambda}][v(i)]} \Leftrightarrow \frac{\rho_u \left( 2 - \tilde{\lambda}_u \right)}{1 + \rho_u^2 \left( 1 - \tilde{\lambda}_u \right)} > \frac{\rho_v \left( 2 - \tilde{\lambda}_v \right)}{1 - \rho_v^2 \left( 1 + \tilde{\lambda}_v \right)} \]
holds. Note that both of the $\rho_{E[u]}$ and $\rho_{E[\tilde{\rho}(i)]}$ are monotonically decreasing in $\tilde{\lambda}_u$ and $\tilde{\lambda}_v$, respectively as
\[
\frac{\partial \rho(2-\tilde{\lambda})}{\partial \tilde{\lambda}} = - \frac{\rho(1 - \rho)^2}{(1 + \rho^2(1 - \tilde{\lambda}))^2} < 0. \Box
\]

F.5 Proof of Proposition 5

We assume the information structure that firms can know past average prices but do not infer past aggregate demands from average prices.

First, we conjecture that $p^*_t(i)$ takes the following expression,
\[
p^*_t(i) = a_1p_{t-1} + \sum_{j=0}^{\infty} a_{2+j}x_{t-j}(i).
\]

Given this guess, and given the fact that only a randomly selected fraction $1 - \theta$ of firms can adjust prices in any given period, we infer that the aggregate price level must satisfy,
\[
p_t = \theta p_{t-1} + (1 - \theta) \int_0^1 p^*_t(i)di = b_1p_{t-1} + \sum_{j=0}^{\infty} b_{2+j} \int_0^1 x_{t-j}(i)di = b_1p_{t-1} + \sum_{j=0}^{\infty} b_{2+j}q_{t-j},
\]
where $b_1 = \theta + (1 - \theta)a_1, b_{2+j} = (1 - \theta)a_{2+j}$.

Therefore, $p^*_t(i)$ is obtained as,
\[
p^*_t(i) = (1 - \beta \theta) \left[ (1 - r)x_t(i) + rE[p_t|\mathcal{H}_t(i)] + \beta \theta E[p^*_{t+1}(i)|\mathcal{H}_t(i)] \right]
\]
\[
= (1 - \beta \theta) \left[ (1 - r)x_t(i) + rE[b_1p_{t-1} + \sum_{j=0}^{\infty} b_{2+j}q_{t-j}|\mathcal{H}_t(i)] + \beta \theta E[p^*_{t+1}(i)|\mathcal{H}_t(i)] \right]
\]
\[
= b_1 \left[ (1 - \beta \theta)r + \beta \theta a_1 \right] p_{t-1} + b_2 \left[ (1 - \beta \theta)r + \beta \theta a_1 + \beta \theta a_2 \right] E[q_t|\mathcal{H}_t(i)]
\]
\[
+ \sum_{j=1}^{\infty} b_{2+j}E[q_{t-j}|\mathcal{H}_t(i)] + [1 - \beta \theta](1 - r) + \beta \theta a_3] x_t(i)
\]
\[
+ \beta \theta \sum_{j=2}^{\infty} a_{2+j}x_{t+1-j}(i).
\]

Here, $E[q_{t-j}|\mathcal{H}_t(i)]$ is calculated as follows.

First, the following equations hold:
\[
E[q_t|\mathcal{H}_t(i)] = \lambda \sum_{s=0}^{\infty} (1 - \lambda)^s x_{t-s}(i), \lambda = \frac{-\sigma^2 + \sqrt{(\sigma^2)^2 + 4\tau^2}}{2\tau^2}.
\]

Then, for $j \in \{1, 2, 3, ...\}$, we have
\[ \mathbb{E}[q_{t-j}|\mathcal{H}_t(i)] = \kappa_j \sum_{k=0}^{j-1} \frac{\lambda_k}{1+\lambda_j} \prod_{l=0}^{j-k-1} (1-\lambda_{j-l}) x_{t-k}(i) + (1-\kappa_j) \mathbb{E}[q_{t-j}|\mathcal{H}_{t-j}(i)] \]

\[ = \kappa_j \sum_{k=0}^{j-1} \frac{\lambda_k}{1+\lambda_j} \prod_{l=0}^{j-k-1} (1-\lambda_{j-l}) x_{t-k}(i) + (1-\kappa_j) \lambda \sum_{s=0}^{\infty} (1-\lambda)^s x_{t-s-j}(i), \]

\[ \kappa_s = \frac{\tau^2 \lambda}{\tau^2 \lambda_1 + \sigma^2 + \tau^2}, \lambda_1 = \frac{\lambda_{s-1} \tau^2 + \sigma^2}{\lambda_{s-1} \tau^2 + \sigma^2 + \tau^2}, \kappa_0 = 0, \lambda_0 = 1. \]

Note that all of the noises in the first term and the second term are independent each other.

By substituting the equations above into the condition for \( p_t^*(i) \), we obtain

\[ p_t^*(i) = b_1 ((1-\beta)\theta + \beta \theta a_1) p_{t-1} + [b_2 ((1-\beta)\theta + \beta \theta a_1) + \beta \theta a_2] \left( \lambda \sum_{s=0}^{\infty} (1-\lambda)^s x_{t-s}(i) \right) \]

\[ + [(1-\beta)\theta + \beta \theta a_1] \sum_{j=1}^{\infty} b_{2+j} \left[ \kappa_j \sum_{k=0}^{j-1} \frac{\lambda_k}{1+\lambda_j} \prod_{l=0}^{j-k-1} (1-\lambda_{j-l}) x_{t-k}(i) \right] \]

\[ + [(1-\beta)(1-r) + \beta \theta a_3] x_t(i) + \beta \theta \sum_{j=2}^{\infty} a_{2+j} x_{t+1-j}(i). \]

The conditions are given by,

\[ a_0(j) = 1 - [(1-\beta)\theta + \beta \theta a_1] (1-\theta) (1-\kappa_{j-2}), \]

\[ a_1 = [\theta + (1-\theta)a_1] [(1-\beta)\theta + \beta \theta a_1], \]

\[ a_2 = [a_0(2) - \beta \theta \lambda]^{-1} \left[ (1-\beta)(1-r) + \beta \theta a_3 \right. \]

\[ + [(1-\beta)\theta + \beta \theta a_1] (1-\theta) \sum_{m=1}^{\infty} \alpha_{2+m} \lambda_1 \lambda_2 \prod_{k=1}^{m} (1-\lambda_{k-1}) \] ;

\[ a_3 = a_0^{-1}(3) \left[ [(1-\beta)\alpha_2 [(1-\beta)\theta + \beta \theta a_1] + \beta \theta a_2] \lambda(1-\lambda) + \beta \theta a_4 + [(1-\beta)(1-r) + \beta \theta a_1] (1-\theta) \sum_{m=2}^{\infty} \alpha_{2+m} \lambda_1 \lambda_2 \prod_{k=2}^{m} (1-\lambda_{k-1}) \right], \]

\[ a_j = a_0^{-1}(j) \left[ [1-\beta)\alpha_2 [(1-\beta)\theta + \beta \theta a_1] + \beta \theta a_2] \lambda(1-\lambda)^{j-2} + [(1-\beta)(1-r) + \beta \theta a_1] (1-\theta) \sum_{m=2}^{j-1} \alpha_{j-k} \lambda(1-\lambda)^{j-k-2} \right. \]

\[ + \beta \theta a_{j+1} + [(1-\beta)(1-r) + \beta \theta a_1] (1-\theta) \sum_{m=j-1}^{\infty} \alpha_{2+m} \lambda_1 \lambda_2 \prod_{k=j-1}^{m} (1-\lambda_{k-1}) \] .

Then, given the equations

\[ p_t^*(i) = a_1 p_{t-1} + \sum_{j=0}^{\infty} a_{2+j} x_{t-j}(i), b_1 = \theta + (1-\theta)a_1, b_{2+j} = (1-\theta)a_{2+j}, \]

we can characterize the equilibrium. Here, \( a_3 > a_4 > \ldots > a_j > \ldots \) holds and \( a_j \to 0 \) as \( j \to \infty. \)
F.6 Proof of Corollary 2

From Proposition 5 for $k_0 \equiv (1 - \beta \theta)r + \beta \theta a_1, k_1 \equiv [(1 - \theta)k_0 + \beta \theta] \lambda$ and $a_{N+1} = 0$, we have

$$A = C + KA \iff A = [I - K]^{-1} C,$$

where

$$A = \begin{bmatrix} a_2 \\ a_3 \\ a_4 \\ \vdots \\ a_N \end{bmatrix}, C = \begin{bmatrix} k_2(1 - \beta \theta) (1 - r) \\ 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, K = \begin{bmatrix} 0 & K_{2,3} & K_{2,4} & \cdots & \cdots & K_{2,N} \\ K_{3,2} & 0 & K_{3,4} & \cdots & \cdots & \vdots \\ K_{4,2} & K_{4,3} & 0 & K_{4,5} & \cdots & \vdots \\ \vdots & \vdots & \vdots & 0 & \cdots & K_{N-2,N} \\ \vdots & \vdots & \vdots & \vdots & \cdots & 0 \\ K_{N,2} & K_{N,3} & \cdots & \cdots & K_{N,N-1} & 0 \end{bmatrix}$$

$k_2 = [a_0(2) - \beta \theta \lambda]^{-1}, k_3 = a_0^{-1}(3), k_j = a_0^{-1}(j),$ for

$$K_{2,3} \equiv k_2 [\beta \theta + k_0(1 - \theta)k_1 \lambda_0], K_{2,4} \equiv k_2 k_0(1 - \theta)k_2(1 - \lambda_1) \lambda_0,$$

$$K_{2,N} = k_2 k_0(1 - \theta)k_{N-2}(1 - \lambda_{N-3})...(1 - \lambda_1) \lambda_0, K_{3,2} \equiv k_3 k_1(1 - \lambda),$$

$$K_{3,4} \equiv k_3 [\beta \theta + k_0(1 - \theta)k_2 \lambda_1], K_{4,2} \equiv k_4 k_1(1 - \lambda)^2,$$

$$K_{4,3} \equiv k_4 k_0(1 - \theta)(1 - \lambda_1) \lambda(1 - \lambda), K_{4,5} \equiv k_4 [\beta \theta + k_0(1 - \theta)k_3 \lambda_2 (1 - \lambda_2) (1 - \lambda_3)],$$

$$K_{N-2,N} \equiv k_{N-2} k_0(1 - \theta)k_{N-2} (1 - \lambda_1) \lambda_0, K_{N-1,N} \equiv k_{N-1} [\beta \theta + k_0(1 - \theta)k_{N-2} \lambda_1],$$

$$K_{N,2} \equiv k_N k_1(1 - \lambda)^{N-2}, K_{N,3} \equiv k_N k_0(1 - \theta)(1 - \lambda_1) \lambda(1 - \lambda)^{N-3},$$

$$K_{N,N-1} = k_N k_0(1 - \theta)(1 - \kappa_{N-3}) \lambda(1 - \lambda). \square$$
Figure 1: Empirical correlation coefficients for nominal demand

(a) Correlations of observed changes and expected changes in aggregate and sectoral demand ($\rho_1$ and $\rho_2$)

(b) Correlations of expected changes and the difference in expected changes in aggregate and sectoral demand ($\rho_2$ and $\rho_3$)

Note: Sample periods include 2004 to 2015 for observed and expected changes in aggregate and sectoral demand and 2005 to 2015 for the difference in expected changes in aggregate and sectoral demand. Expected changes are based on the calendar year while observed changes are based on the fiscal year.

Figure 2: Correlation coefficients under perfect inseparability of distinct shocks

(a) Correlation of observed changes and expected changes in aggregate and sectoral demand ($\rho_1$ and $\rho_2$)

(b) Correlation of expected changes and the difference in expected changes in aggregate and sectoral demand ($\rho_2$ and $\rho_3$)
Figure 3: Correlation coefficients under information with noise

(a) Correlation of observed changes and expected changes in aggregate and sectoral demand ($\rho_1$ and $\rho_2$)

(b) Correlation of expected changes and the difference in expected changes in aggregate and sectoral demand ($\rho_2$ and $\rho_3$)
Figure 4: Correlation coefficients under perfect information

(a) Correlation of observed changes and expected changes in aggregate and sectoral demand (\(\rho_1\) and \(\rho_2\))

(b) Correlation of expected changes and the difference in expected changes in aggregate and sectoral demand (\(\rho_2\) and \(\rho_3\))
Figure 5: The slope of the Phillips curve

(a) The degree of nominal price rigidity (θ)

(b) The degree of shock heterogeneity (τ/σ)

Notes: Parameters are $\tau/\sigma = 0.2$, $r = 0.5$, $\beta = 0.99$ for (a), and $\theta = 0.2$, $r = 0.5$, $\beta = 0.99$ for (b). $\alpha_{101}$ is approximated to zero.
Figure 6: Responses of aggregate inflation to aggregate shocks (Simulation)

Notes: Parameters are $\theta = 0.8$, $r = 0.5$, $\beta = 0.99$. $a_{101}$ is approximated to zero.
Figure 7: Estimates for the slope coefficient in the NKPC and the hybrid NKPC

(a) Estimates for the slope coefficient (κ) in the NKPC
(b) Estimates for the slope coefficient (κ) in the hybrid NKPC

Notes: Parameters are \( r = 0.5, \beta = 0.99 \). \( a_{11} \) is approximated to zero.
**Figure 8: Estimates of shock heterogeneity (τ_t/σ_t)**

Notes: Upper and lower 10% of the samples are excluded in estimation.
Source: Ministry of Finance “Financial statements statistics of corporations by industry”.

estimates of τ_t/σ_t

---

2 years trimmed mean
3 years trimmed mean
5 years trimmed mean
10 years trimmed mean
Figure A1: Empirical correlation coefficients for real demand

(a) Correlation of observed changes and expected changes in aggregate and sectoral demand ($\rho_1$ and $\rho_2$)

(b) Correlation of expected changes and the difference in expected changes in aggregate and sectoral demand ($\rho_2$ and $\rho_3$)

Note: Sample periods are 2004-2015 years for observed and expected changes in aggregate and sectoral demand and 2005-2015 years for the difference in expected changes in aggregate and sectoral demand. Expected changes are calendar year basis while observed changes are fiscal year basis.

Source: Cabinet Office of Japan “National Accounts of Japan”, Cabinet Office of Japan “Annual Survey of Corporate Behavior”.
Figure A2: Aggregate shocks and output gap

Sources: Ministry of Finance “Financial statements statistics of corporations by industry”, Bank of Japan “Output Gap and Potential Growth Rate”.

<Correlation with output gap>
- Normalized aggregate shocks (real, 8Q backward MA) : 0.63
- Aggregate shocks (nominal, 8Q backward MA) : 0.71
### Table 1: Estimation of the Phillips curve (part 1)

Dataset: Financial statement statistics of corporations by industry, consumer price index

All industries excluding the financial industry (29 industries), 1977/1Q-2017/3Q

Dependent Variable: Inflation rate ($\pi_t$, core consumer price index, seasonally adjusted, QoQ)

<table>
<thead>
<tr>
<th></th>
<th>2 years trimmed mean</th>
<th>3 years trimmed mean</th>
<th>5 years trimmed mean</th>
<th>10 years trimmed mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.041*</td>
<td>0.037</td>
<td>0.029</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.024)</td>
<td>(0.021)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>Lag of inflation ($\pi_{t-1}$)</td>
<td>0.574***</td>
<td>0.589***</td>
<td>0.539***</td>
<td>0.530***</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.068)</td>
<td>(0.064)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>Aggregate shocks ($u_t$)</td>
<td>0.024***</td>
<td>0.027***</td>
<td>0.042***</td>
<td>0.057***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.008)</td>
<td>(0.015)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>Aggregate shocks $\times$ shock heterogeneity ($u_t \times T_t/\sigma_t$)</td>
<td>-0.005***</td>
<td>-0.006**</td>
<td>-0.010**</td>
<td>-0.013**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Observations</td>
<td>162</td>
<td>162</td>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>Adjusted-$R^2$</td>
<td>0.68</td>
<td>0.67</td>
<td>0.69</td>
<td>0.69</td>
</tr>
<tr>
<td>SE</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Note: Estimated by ordinary-least-squares. The standard errors are HAC estimators. Aggregate shocks are calculated as the developments in the principal component of 29 industries. First-to-eight lags of aggregate shocks are included in estimation as control variables. Data extrapolation using the values in the closest periods is applied for the missing values in the estimates of shock heterogeneity. The series for the core consumer price index is “all items, less fresh food”.

*** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.
Table 2: Estimation of the Phillips curve (part 2)

<table>
<thead>
<tr>
<th>Dataset: Financial statement statistics of corporations by industry, consumer price index</th>
<th>All industries excluding the financial industry (29 industries), 1977/1Q-2017/3Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variable: Inflation rate ($\pi_t$, core consumer price index, seasonally adjusted, QoQ)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>2 years trimmed mean</th>
<th>3 years trimmed mean</th>
<th>5 years trimmed mean</th>
<th>10 years trimmed mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.017</td>
<td>0.012</td>
<td>0.007</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.028)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>Lag of inflation ($\pi_{t-1}$)</td>
<td>0.604***</td>
<td>0.630***</td>
<td>0.594***</td>
<td>0.572***</td>
</tr>
<tr>
<td></td>
<td>(0.075)</td>
<td>(0.076)</td>
<td>(0.080)</td>
<td>(0.075)</td>
</tr>
<tr>
<td>Lag of inflation×time dummy (2000-2017)</td>
<td>-0.354**</td>
<td>-0.384**</td>
<td>-0.372**</td>
<td>-0.376**</td>
</tr>
<tr>
<td>($\pi_{t-1} \times 1_{(2000-2017)}$)</td>
<td>(0.154)</td>
<td>(0.158)</td>
<td>(0.154)</td>
<td>(0.146)</td>
</tr>
<tr>
<td>Aggregate shocks ($u_t$)</td>
<td>0.028***</td>
<td>0.028***</td>
<td>0.037**</td>
<td>0.065***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.014)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Aggregate shocks ×time dummy (2000-2017)</td>
<td>-0.008*</td>
<td>-0.007</td>
<td>-0.002</td>
<td>0.008</td>
</tr>
<tr>
<td>($u_t \times 1_{(2000-2017)}$)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Aggregate shocks×shock heterogeneity ($u_t \times \tau_t/\sigma_t$)</td>
<td>-0.005***</td>
<td>-0.005***</td>
<td>-0.008*</td>
<td>-0.018**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>Observations</td>
<td>162</td>
<td>162</td>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>Adjusted-R²</td>
<td>0.71</td>
<td>0.69</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>SE</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Note: Estimated by ordinary-least-squares. The standard errors are HAC estimators. Aggregate shocks are calculated as the developments in the principal component of 29 industries. First-to-eight lags of aggregate shocks are included in estimation as control variables. Data extrapolation using the values in the closest periods is applied for the missing values in the estimates of shock heterogeneity. The series for the core consumer price index is “all items, less fresh food”.

*** Significant at the 1 percent level. ** Significant at the 5 percent level. * Significant at the 10 percent level.