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1 Introduction

We collect rich establishment-level data about advance layoff notices filed with state employ-
ment offices under the Worker Adjustment and Retraining Notification Act (WARN or the
act). The act aims to provide affected workers with a smoother transition to new employment
by requiring larger employers to provide at least 60 days’ notice in advance of a potential
mass layoff. We compile WARN data from several sources, including historical records from
state employment offices and state websites. Our data are at the daily frequency, begin in
January 1990, and we currently update them twice a month.1 The states included toward
the end of the sample period include a broad geography and cover roughly 90 percent of
national initial unemployment insurance (UI) claims. Each collected WARN notice typically
includes the name and address of the employment site, the notification date, the anticipated
layoff date, and the estimated number of affected workers, among other information. To
our knowledge, we are the first to create a national database of WARN notices that may be
studied over time.

WARN notices contain information about impending labor market dynamics because
establishments typically give their workers 60 days’ notice, and this notice duration varies
little over the business cycle. In particular, we find that the median number of days between
the notice date and the anticipated layoff date is close to 60 days and this median did not
materially change before, during, and since the Great Recession. The 25th percentile of the
notice duration distribution is about 50 days and the 75th percentile is about 65 days.

After aggregating the number of workers affected by WARN notices to an unbalanced
state-month panel, we find that WARN notices can help predict state-level initial UI claims,
changes in private employment, and changes in the unemployment rate. In particular, when
the number of workers affected by WARN notices rises in a given state, we expect initial
claims and the unemployment rate to rise over the next couple of months and we expect
employment to fall. For example, when the number of workers affected by WARN notices in
a given state rises by one standard deviation, we expect state-level private employment to
fall by about one standard deviation over the next two months. The timing of these effects
is consistent with the 60 days’ notice required by law.

We use a dynamic factor model (Bańbura and Modugno, 2014) to aggregate our unbal-
anced state-panel data to a national-level “WARN factor.” The WARN factor is counter-
cyclical, rising sharply just before or in recessions and falling during the initial parts of
expansions. The factor also suggests that the labor market deteriorated more quickly during
the Great Recession than during the 2001 recessions, which is consistent with other prominent

1We plan to release our micro-data with a future revision of this paper. An aggregated version of the
data is available in Krolikowski, Lunsford, and Yang (2019).
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labor market measures like the unemployment rate or initial UI claims. In accompanying
work (Krolikowski, Lunsford, and Yang, 2019) we provide in-sample evidence that move-
ments in our WARN factor lead national initial UI claims, changes in the unemployment
rate, and changes in private employment, and these effects are strongest at the one-month
horizon. For example, a one-standard-deviation increase in the WARN factor this month is
typically followed by a decrease in the average change in national private employment over
the next three months of about 100,000.

In this paper, we conduct a pseudo real-time forecasting exercise and show that the
WARN factor improves out-of-sample forecasts of changes in manufacturing employment,
even controlling for other leading labor market indicators, such as the Institute for Sup-
ply Management’s (ISM’s) manufacturing employment and new orders indices and initial
UI claims. Vector autoregressions (VARs) suggest that in the current month, and over the
next three months, our WARN factor improves the accuracy of forecasts between 10 and 14
percent relative to a standard AR(2) model. In comparison, including ISM manufacturing
employment only improves forecast accuracy between 3 and 6 percent. We focus on man-
ufacturing employment for two reasons. First, manufacturing employment and hours are
strongly pro-cyclical. Second, manufacturing establishments tend to be larger than estab-
lishments overall so that manufacturing establishments are more likely to be covered by the
WARN act.

Our work informs and complements recent proposed legislation (the Fair Warning Act
of 2019 ) that seeks to update the WARN Act to increase coverage (U.S. Congress, 2019),
and we think future projects can leverage the richness of our data to better understand the
effect of the act on worker outcomes and regional distress. We envision at least three ways to
use these data in the future. First, because WARN data identify the employer, researchers
may use it to estimate the causal impact of WARN notices on worker outcomes. Second, our
data could be used to study the effects of state amendments to the federal WARN Act. For
example, New York changed the notice period from 60 days to 90 days in February 2009.
More recently, New Jersey’s legislature has considered a similar change (Cryan and Pou,
2019). Our database provides evidence about how these legislative changes impact WARN
notice provisions and their timing. Finally, our database could be used to measure economic
distress at the regional and state level. This information could be valuable to monetary and
fiscal policymakers and is similar in spirit to the requirement of the Fair Warning Act of
2019 that the Department of Labor create and release a database of all WARN notices. Our
WARN notice information could also be used to measure the effects of concentrated local
demand shocks, similar to the use of mass layoffs in Foote, Grosz, and Stevens (2019), and
related to work by Autor, Dorn, and Hanson (2013) and Notowidigdo (2019). Our present
analysis suggests that our WARN data are high quality and relevant in aggregate, and would
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benefit projects like these.
Our evidence suggests that, despite the limited coverage of the WARN Act and several

exceptions, WARN notices help forecast state- and national-level labor markets. For ex-
ample, as we document below, the WARN Act only applies to large establishments and to
certain events, and even in these circumstances, employers can appeal to several exceptions,
including “unforeseeable business circumstances.” Moreover, the WARN Act intends that
workers transition to new employment before their anticipated layoff. As a result, we might
not expect WARN notices to contain information about initial UI claims or the unemploy-
ment rate. Despite these caveats, we find that WARN notices contain valuable information
and help improve out-of-sample forecasts.

Our paper is most closely related to the literature that uses labor market flows to help
forecast the unemployment rate, as in Barnichon and Nekarda (2012), Tasci (2012), and
Meyer and Tasci (2015). WARN notices measure anticipated layoffs, and are therefore likely
useful for anticipating inflows into unemployment. Elsby, Michaels, and Solon (2009) and
Barnichon (2012) present empirical evidence that job separations account for a substantial
part of movements in unemployment, which suggests that forecasting inflows into unem-
ployment may help with forecasting the unemployment and other labor market indicators.
Fujita and Ramey (2012) and Coles and Moghaddasi Kelishomi (2018) find that models with
endogenous job separations deliver more realistic fluctuations in unemployment and worker
flows over the cycle.

Our work also complements an older literature about the WARN Act that focuses on the
incidence of notice provision and the outcomes for notified workers, although none of this
work uses establishment-level WARN notices, and none evaluates how these notices can help
with high-frequency forecasting. Addison and Blackburn (1994a) and Addison and Blackburn
(1994c) show that the incidence of lengthy written notices, at most, slightly increased around
the passage of WARN, but that formal notices of less than one month became more likely
after WARN. The authors suggest that the most likely explanation for this only slight increase
in formal notices is that most displacement events are simply not covered by the act, a topic
we return to in Section 2.4.1. Advance notices reduce post-displacement non-employment
(Swaim and Podgursky, 1990) by reducing the likelihood of a non-employment spell and,
conditional on a non-employment spell, not affecting unemployment duration (Addison and
Portugal, 1987; Addison and Blackburn, 1997), but the size of these effects varies and tends
to be small overall (Addison and Portugal, 1992; Ruhm, 1992). Advance notices seem to
improve post-displacement earnings outcomes, especially for workers receiving the longest
spells of notice (Nord and Ting, 1991, 1992; Ruhm, 1994), and lower turnover in subsequent
jobs (Addison and Fox, 1993).

Section 2 briefly describes the WARN Act and our process for collecting the data and
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aggregating it to a monthly panel of states, and presents summary statistics, including
the coverage of the WARN notices. This section also describes how much advance notice
employers actually give workers and how this notice duration varies over the cycle, and
presents some preliminary evidence for WARN notices as a leading indicator. Section 3
provides in-sample evidence at the state level about how the number of workers affected
by WARN notices leads other state-level labor market indicators. Section 4 aggregates
the unbalanced state panel to a national WARN factor using a dynamic factor model, and
presents and describes the factor. Section 5 shows how the WARN factor can improve
out-of-sample forecasts of manufacturing employment. Section 6 concludes.

2 The WARN data

2.1 The WARN Act

The WARN Act seeks to provide workers with sufficient time to begin new job searches or
to obtain necessary training by requiring employers with 100 or more employees to provide
their workers with at least 60 days’ written notice prior to layoff. The WARN notice must be
provided to the affected workers, to the state dislocated worker unit (SDWU),2 and to the
chief elected official of the unit of local government in which the employment site is located
(e.g., the mayor). The penalty for non-compliance can be severe: The employer is liable to
each aggrieved employee for an amount including back pay and benefits for the period of
violation, up to 60 days. In addition, the employer is subject to a civil penalty of at most
$500 per day, but this fee may be waived if the employer settles liabilities with employees
promptly. Relevant cases are brought to federal courts by workers, their representatives, or
units of local government. The U.S. Department of Labor is not responsible for enforcing
the act. The remainder of this section describes details of the act. Addison and Blackburn
(1994b,c) also provide succinct summaries of the legislation, and Ehrenberg and Jakubson
(1988) and Addison and Portugal (1991) provide more historical context.

The act was passed on August 4, 1988, and became effective on February 4, 1989. The
act was legislated partly in response to a report by the U.S. Government Accountability
Office (GAO, 1987), which found that few laid-off workers had enough notice to obtain job-
related assistance. The act covers employers who have 100 or more employees, not counting
employees who have worked less than 6 months in the last 12 months and not counting
employees who work an average of less than 20 hours a week (part-time workers), or 100 or
more workers who work at least a combined 4,000 hours a week, exclusive of overtime. The
act covers private and quasi-public employers, including for-profit and non-profit employers,

2SDWUs aim to minimize disruptions associated with job loss, often providing on-site services, such as
career counseling, assistance with job search, and job training (DOLETA, 2019a).
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but regular federal, state, and local government employers are not covered. The act also does
not cover job loss from temporary facilities, if employment occurred with the understanding
that it was temporary, or facilities that are affected by strike or lockout.

WARN notification is triggered by large, permanent reductions (layoffs exceeding 6
months) in the labor force at individual employment sites, defined in two ways. First, a
“plant closing” is triggered when an employment site is shut down and 50 or more full-time
workers lose their jobs over any 30-day period. Second, a “mass layoff” is triggered if employ-
ment is reduced by 500 or more full-time workers at a given site over any 30-day period, or
by 50 to 499 full-time workers if they make up at least one-third of the employer’s full-time
workforce.3 The act is also triggered if the plant closing or mass-layoff definitions are met
by the number of employment losses for two or more groups of workers during any 90-day
period. The act applies when hours of work for 50 or more individual employees are reduced
by more than 50 percent for each month in any 6-month period. While part-time employ-
ees are not considered in determining whether plant closing or mass layoff thresholds are
reached, such workers are due notice. Workers who are offered a transfer to another site
within a reasonable commuting distance before the plant closing or mass layoff occurs are
not counted as having suffered an employment loss under WARN.

Notices must be received at least 60 days before a closing or layoff, with three excep-
tions, which are purposefully construed narrowly. First, “faltering company” applies when
a company is in the process of obtaining capital or business that would allow it to avoid or
postpone a shutdown and believe that the advance notice would prevent it from obtaining
this capital or business. Second, “unforeseeable business circumstances” applies when busi-
ness circumstances change suddenly and unexpectedly, such as the unexpected cancellation
of a major order. Third, “natural disaster” applies when the workforce reduction is the direct
result of, among others, hurricane, flood or earthquake. Even under these exceptions, notice
must be given as soon as is “practicable” and the employer must provide a statement of the
reason for reducing the notification period.

WARN notices provided to the SDWU should include, among other information, the
name and address of the affected employment site, the expected date of the first separation,
and the anticipated number of affected employees.

The act does not impose the condition that firms carry out their expected layoffs, but
there are likely non-pecuniary costs to issuing unrealized WARN notices. It is possible that
firms issue WARN notices and then do not undergo a mass layoff. Nevertheless, issuing a
WARN notice might reveal something about the employer’s financial health to employees,

3The one-third rule exempts many large layoffs from coverage by the act according to the GAO (1993)
and, as a result, employers are more likely to issue notices of plant closures than mass layoffs (GAO, 2003).
Of course, for reductions in workforce of 500 or more employees, which can only occur at larger firms, the
one-third rule does not apply.
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which might encourage some workers, especially the most productive ones with outside op-
tions, to seek alternative employment. This adverse selection, together with only a slight
increase in lengthy written notices around the enactment of WARN, suggests that employers
likely do not issue WARN notices without some cause.

Some states and localities have passed their own legislation that expands the federal
WARN Act, but we largely abstract from these variations in legislation for the purposes of
this paper. For example, the state of New York, since February 2009, requires that employers
give their workers 90 days’ notice instead of the federally mandated 60 days’ notice, and
it requires WARN notices from smaller firms and in anticipation of smaller reductions in
workforce (NY WARN, 2019). New Jersey’s legislature has recently considered a similar
change (Cryan and Pou, 2019). Some states had voluntary advance notice programs prior
to the act (Ehrenberg and Jakubson, 1990) and before WARN took effect approximately
half of all displaced workers received some sort of advance notice, most of which took place
“informally” (Addison and Blackburn, 1994b).

2.2 Revisions and creating a monthly panel

We collect establishment-level WARN notices from local SDWUs, via websites and contacting
state officials. As mentioned in the previous section, each notice typically includes the name
and address of the employer, the date the notice was filed, the anticipated layoff date, and the
estimated number of affected workers, but there are some exceptions. For example, we can
obtain the month of notice but not the exact day of notice for several states, including KS,
NJ, PA, and UT. For some notices we do not have the estimated number of affected workers,
likely due to uncertain business conditions. For some notices we have an associated city or
county, but we do not have a street address. There is also some variation in the amount of
additional information provided with notices, although we do not exploit this information
in the present paper. For example, in some states notices differentiate between a layoff
and a plant closure and sometimes they provide the cause of the layoff, such as “economic
downturn,” “financial,” or “September 11th tragedy.” Sometimes notices will include the
number of workers affected by occupation and establishment industry code.

Employers may submit revisions of original WARN notices to SDWUs and we remove
revisions to original WARN notices from our data. We remove revised notices from the data
for consistency because in some states (for example, Ohio) we only have original notices.
From our sample of states CT, IA, ID, IN, NY, PA, UT, WI, and WV differentiate revised
notices from original notices and we remove revisions to original notices. Because of its
long history and size, we use original and revised notices from the state of WI to develop
an algorithm that identifies notice revisions for states that do not identify revisions from
original notices. We find that two criteria work well for identifying revisions to WARN
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notices. First, we identify as a revision any notice that is filed by the same company on the
second of two subsequent days. This procedure removes any notices that alter the number of
affected workers or the anticipated date of the layoff. Second, we identify as a revision any
notice that has exactly the same amount of affected workers as a previous notice from the
same establishment. This criterion removes any notices that change the anticipated layoff
date but leaves the number of affected workers the same. Our algorithm does not remove
more than 3 percent of any state’s notices.

To obtain a monthly state panel we sum the estimated number of affected workers across
individual establishments in each state-month for every state in our sample and seasonally
adjust this series separately for each state. The timing of these notices is based on the notice
date. The panel data are unbalanced, because the number of states in our sample changes
over time, as discussed in Section 2.4.1. Table 1 lists the set of states in our sample. We use
the Census Bureau’s X-12-ARIMA process to seasonally adjust the state-level data.

We drop several states from our analysis due to restrictions on WARN information. First,
we have difficulty obtaining and updating complete WARN notice information from several
(mostly) smaller states – AR, DE, HI, ME, MT, NH, NV, SD, VT, and WY – so we omit
these states from our sample. Second, GA’s and NE’s WARN records do not have a notice
date (or month) so we could not include these states in the analysis, and a similar issue arises
for SC before 2009 and after 2012. Third, the panel of WARN information for AK, ND, NM,
and RI are too short to allow for seasonal adjustment so we drop these states. Finally, we
could not obtain historical WARN data for MA.

We also make use of several other data sets in our analysis. For state-level data, we
obtain not seasonally adjusted (NSA) data and seasonally adjust with the Census Bureau’s
X-12-ARIMA process and for national-level data we obtain published seasonally adjusted
(SA) data. We seasonally adjust the state-level data ourselves to maintain consistency as
some of the SA series we use are not published, although using NSA data throughout does
not alter our conclusions. The data sets we use are as follows. First, we use NSA data from
the now-defunct Mass Layoff Statistics (MLS, 2019) program run by the Bureau of Labor
Statistics (BLS). The MLS program published statistics between April 1995 and May 2013
from establishments that had at least 50 initial claims for UI filed against them during a
5-week period. Second, we use SA data from the BLS on layoffs and discharges at private
employers from the Job Openings and Labor Turnover Survey (JOLTS, 2019b). Third,
we obtain NSA state-level unemployment rates from the Local Area and Unemployment
Statistics (LAUS) program at the BLS (LAUS, 2019). Fourth, we use estimates of NSA state-
level private employment from the State and Metro Area Employment program (SAE, 2019),
although using total employment data from LAUS does not change our conclusions. Finally,
we use NSA weekly initial UI claims from the Employment and Training Administration
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(DOLETA, 2019b). To aggregate the weekly initial UI claims data to the monthly level, we
assume a uniform distribution over the week.

2.3 Real-time properties of the WARN data

We began collecting real-time data in March 2019, and we currently update our WARN
database in the middle of the month and at the end of the month. We stop counting the
number of workers affected by WARN notices in a given state and a given month when we
observe a WARN notice for that state in a subsequent month. For some smaller states, this
means that we may not have a measure of workers affected by WARN notices in a given
month until several months later when a subsequent WARN notice is filed. In this situation,
we treat the most recent data for these states as unavailable. In practice, we have found that
data for most states for month t−1 are available by the middle of month t. For example, data
for December 2019 were available for 25 of 33 states as of January 15, 2020, and included
essentially all of the large states: CA, FL, IL, MI, NJ, NY, OH, PA, TX, VA and WA.

Our updating schedule is timely relative to other prominent labor market information.
Our update in the middle of the month lags the employment report (BLS, 2020) by 5 to 10
days; but our data cover the entire previous month, whereas the employment report covers
the reference week that includes the 12th of the month (Current Population Survey) and the
pay period that includes the 12th of the month (Current Employment Statistics). Our data
are slightly less timely than weekly initial UI claims data. We could make our series more
frequent than monthly, although states release their WARN data on different (unannounced)
schedules.

2.4 Summary statistics

2.4.1 Monthly panel summary statistics

In this section we describe the WARN state-level data, provide some summary statistics of
these data, and provide a sense of its coverage. We also provide summary statistics of the
more conventional data measuring state-level unemployment rates, private employment, and
initial UI claims, as well as national layoffs and discharges.

As of December 31, 2019, the final WARN data have almost 55,000 WARN notices
affecting over six million workers, which implies that the average WARN notice affects about
110 workers.4 Over the years 2014 to 2019, when the sample of states has not changed, there

4We find that about 30 percent of employers filing WARN notices in our sample anticipate fewer than
50 layoffs, which is below the federally mandated threshold for issuing a WARN notice. This is partly due
to variation in legislation by locality (some states require WARN notices when fewer than 50 workers are
laid off), as mentioned in Section 2.1, and partly because employers may be confused about when a WARN
notice is required, as documented by the GAO (1993, 2003). Ehrenberg and Jakubson (1990) find that, in
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were roughly 280,000 workers affected by 2,600 WARN notices each year.
Table 1 presents our baseline sample of states and some summary statistics about the

number of workers affected by WARN notices in these states. The data set consists of 33
states, with an average of over 16 years of monthly observations for each state, yielding 6,589
state-month observations. Our first WARN notifications come from the state of Michigan in
January 1990, and by January 2000, we have 14 states; by January 2006, we have 21 states;
and by January 2019, we have 32 states in our sample. Since data retention policies vary
from state to state, we are unable to collect historical data for some states and no state seems
to have WARN notice data back to February 1989, when the act took effect. WARN data
for the seven most populous states – CA, TX, FL, NY, PA, IL, and OH – start in 08/2005,
01/1999, 01/1998, 10/2001, 01/2011, 01/1999, and 07/1996, respectively. Larger states tend
to have more workers affected by WARN notices. Many states have at least one monthly
observation that is zero, which means that no workers were affected by WARN notices in
that state during the month.

Table 2 presents summary statistics for the number of workers affected by WARN notices
in our state-month panel, along with summary statistics for several other state-level labor
market indicators. Table 2 (row 1) shows that the average number of workers affected by
WARN notices in a month is about 900, with a standard deviation of about 1,150. The
median number of workers affected by WARN notices in a month is about 550.

For state-month observations in our sample, using seasonally adjusted data, the median
number of workers affected by WARN notices is about 10 percent of the median number of
initial UI claimants from plants in the MLS (Table 2, row 2). This suggests that around one-
tenth of all workers affected by mass layoffs and plant closures are subject to, and comply
with, the act, which is consistent with a GAO (2003) report that finds that about 25 percent
of all mass layoffs and plant closures are subject to the act and that employers provide
WARN notices for around one-third of these events.

These WARN data cover a small but non-trivial fraction of overall labor market activity,
as measured by various other related indicators. First, according to the Business Dynamics
Statistics from the U.S. Census Bureau (Census, 2016), between 1990 and 2014, 60 to 65
percent of employment has been located in firms with at least 100 workers, which is the
firm size restriction in the federal WARN Act. Thus, the act covers almost two-thirds of all
employment relationships. Second, if all WARN notices end in actual layoff, then WARN
notices cover about 1.5 percent of all private-sector layoffs and discharges in the United
States as measured by the Job Openings and Labor Turnover Survey (JOLTS, 2019b). Over
the years 2014 to 2018, annual layoffs and discharges among private employers were around
20 million per year. Third, WARN notices cover about 2 percent of all initial UI claims,

Pennsylvania, employers filed notices with the SDWU even when WARN did not apply.
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which were roughly 13 million over the years 2014 to 2018 (Claims, 2019). Finally, the initial
UI claims in our sample of states in 2018 cover almost 90 percent of national initial UI claims.

Table 2 also provides summary statistics for state-level unemployment rates, private
employment, and initial UI claims over the unbalanced sample for wich we have available
WARN data. The average unemployment rate was 5.7 percent over this period, with monthly
initial UI claims in an average state being about 40,000 and employment at about 3.25
million. The standard deviation of unemployment rate changes is about 0.2 pp.

2.4.2 How much advance notice do employers give?

Our WARN data will be useful for assessing current and future labor market conditions only
if employers issue timely WARN notices. So in this section we investigate how much advance
notice employers give their workers and how this notice period varies over the business cycle.
To assess the amount of advance notice, we use the number of days between the date a notice
was filed and the anticipated layoff date for each establishment-level WARN notification.
Figure 1 shows the fraction of WARN notices by the number of days between the date the
notice was filed and the anticipated layoff date.

The figure has three features that suggest that WARN notices provide substantial advance
layoff notice, largely consistent with the structure of the WARN Act. First, there is a large
spike at 60 days. This is not surprising since the law mandates that employers give their
workers 60 days advance notice. Second, almost two-thirds of all notices are filed between
40 to 80 days (one to three months) prior to the anticipated layoff date. The 25th (75th)
percentile of the notice duration distribution is about 50 (65) days. Third, there is another
large increase in the fraction of issued WARN notices around 90 days of notice. This is
because, as mentioned in Section 2.1, New York is one of a few (but large) states that
deviate from the federal mandate of 60 days’ advance notice and, as of February 2009,
requires employers in its state to give their workers 90 days’ advance notice. There is also
a spike at 0 days, which seems to represent employers that file the WARN notice the same
day they start laying off some of their workers.

The notice period does not vary much over the business cycle, as shown in Figure 2.
The figure shows the median number of days between the layoff announcement and the
anticipated layoff date for all WARN notices in a particular month. We begin in January
2006 and include only those states that have available WARN notices during that month to
maintain a balanced sample of states, as in Section 2.5.5 The figure suggests that the median
notice duration is about 60 days, congruent with the WARN Act. Importantly, this lead

5We start in January 2006 because CA enters our sample in late 2005 and we have 21 states in our sample
at this date. Starting the figure after the 2001 recession does not alter our conclusions. The data become
noisy for start dates before the 2001 recession.
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time does not vary much before, during, and after the Great Recession, with perhaps only a
slight increase in notice duration since 2014. There is a spike in notice duration in August
2015 that is driven by the closure of the Great Atlantic & Pacific Tea Company, which gave
its workers 117 days’ notice at many locations across the country. As a whole, the evidence
in Figure 2 suggests that the temporal structure of our data does not vary substantively over
the business cycle.

2.5 WARN as a leading indicator: Preliminary evidence

We present preliminary evidence that the WARN notices may lead initial UI claims from the
MLS program and layoffs and discharges in the JOLTS data. The remainder of the paper
uses state-level and aggregate data, together with more sophisticated analysis that confirms
and expands this central message.

Figure 3 shows the (not seasonally adjusted) aggregate number of workers affected by
WARN notices and the (seasonally adjusted) aggregate number of initial UI claimants as
covered by the MLS program for each month since January 2006. These data are noisy, but
they support the notion that the number of individuals affected by WARN notices tends to
move with the MLS initial claimants. Moreover, during the Great Recession, the number of
workers affected by WARN notices rose sharply in October 2008, three months before the
sharp rise in MLS initial claims in January 2009. Toward the end of the Great Recession,
the number of workers affected by WARN notices falls somewhat before MLS. For example,
the number of individuals affected by WARN notices peaked in December 2008 and was on
a clear decline before MLS initial claims peaked in May 2009.

Figure 4 shows a similar pattern between the (not seasonally adjusted) aggregate number
of workers affected by WARN notices and the (seasonally adjusted) aggregate number of
layoffs and discharges from JOLTS (total private). Again, the number of individuals affected
by WARN notices tends to move with layoffs and discharges in JOLTS, and, during the Great
Recession, the number of workers affected by WARN notices rose sharply in October 2008,
two months before the sharp rise in JOLTS layoffs in December 2008. The number of layoffs
and discharges in JOLTS rises through April 2009, whereas the number of individuals affected
by WARN notices peaks in December 2008 and declines considerably by April 2009.

3 State-level evidence

In this section we assess the predictive content of WARN notice information for several labor
market indicators at the state level. In particular, the number of workers affected by WARN
notices in state s in month t may be informative about the number of imminent initial UI
claims in state s. Since the WARN notices measure flows, they may also lead changes in the

11



unemployment rate and private employment. In this section, we use final data and perform
an in-sample analysis.

To assess the predictive content of WARN information, we estimate the following equa-
tion:

ys,t = αs +
∑
i

βiWARNs,t−i +
∑
i

ηiXs,t−i + εs,t (1)

in which s denotes state and t denotes month, ys,t is initial UI claims, the change in the un-
employment rate, or the change in private employment, αs are state fixed effects,WARNs,t−i

is the number of workers in state s affected by WARN notices in month t and its lags, and
Xs,t−i controls for lags of the left-hand-side variable, ys,t−i, and the other variables of interest.
Since WARN requires 60 days notice, and in section 2.4.2 we find that most notices occur
around one to three months before the anticipated layoff event, we include three lags, so
that i = 1, 2, 3. This means that the number of observations used for estimation is 99 fewer
than in our sample (33 states with the first three observations dropped). We have considered
specifications that allow for interactions between lagged variables, such as initial UI claims
and state fixed effects, but these deliver similar quantitative results. We do not consider
JOLTS layoff and discharge data at the state level because these data are “experimental,”
are limited to 3-month moving averages, and rely on statistical models (JOLTS, 2019a).

The number of workers affected by WARN notices leads state-level labor market indi-
cators by one to two months. Table 3 presents the results. Column (1) suggests that if
the number of workers affected by WARN notices rises by 1,000 this month (almost a one-
standard-deviation increase) in state s, we expect initial claims in state s to rise two months
from now by about 425, after controlling for lags of initial UI claims and changes in state-
level unemployment and private employment. Although this effect is statistically significant,
this magnitude is small as the monthly average of state-level initial UI claims in our sample
is about 40,000. If the number of workers affected by WARN notices rises by 1,000 this
month in state s, we expect the unemployment rate change to increase by about 0.025 pp
and employment growth to slow by about 2,100 over the next two months. The standard
deviation of changes in the unemployment rate is 0.2 pp, so the magnitude of the effect
of WARN information is meaningful. Similarly, the mean change in state-level private em-
ployment over our whole sample is about 2,700, so the predictive content of WARN notices
appears to be economically meaningful.

4 National-level aggregation with a dynamic factor model

In this section, we aggregate our state-level panel data to a national-level labor market
indicator. The challenge for aggregating our data is that the state-level panel is unbalanced
in two distinct ways. First, as discussed above and as shown in Table 1, the state-level data
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do not all begin at the same time. For example, MI enters our sample in 1/1990 but CA
enters in 8/2005. Second, states do not publish their most recent data at the same time.
Some state-level data are available within a few days of the end of the previous month,
while data from some smaller states may not be available for several months, as explained
in Section 2.3. Hence, the real-time data flow is unsynchronized, leading to a “jagged” or
“ragged” edge problem (Bańbura, Giannone, Modugno, and Reichlin, 2013).

Our unbalanced panel prevents us from being able to sum up our WARN data across
states as one could, for example, with UI claims. We could restrict our sample to those states
that are available at a point in time, such as January 2006, and simply sum those particular
states going forward. Indeed, this is what we do for Figures 3 and 4. While this is a useful
expository approach, it limits both the historical time-series and the cross-sectional number
of states that can be used for more formal statistical analysis. Also, the jagged/ragged edge
problem remains and limits the real-time usefulness of the data.

To get around these problems, we model our unbalanced panel with a dynamic factor
model (DFM), which we estimate with an expectation maximization (EM) algorithm, as in
Dempster, Laird, and Rubin (1977), Shumway and Stoffer (1982), and Bańbura and Modugno
(2014). This modeling and estimation approach is commonly used to handle unbalanced
panels with jagged/ragged edge problems. The DFM takes the following structure:

zt = d+ Λtft + et, (2)

in which zt = [z1,t, . . . , zN,t]
′ with zs,t = ln(WARNs,t) as the vector of observed data, ft is

an unobserved scalar factor, d = [d1, . . . , dN ]′ is a vector of means, Λt = [λ1,t, . . . , λN,t]
′ is

an N -dimensional process of factor loadings, and et = [e1,t, . . . , eN,t]
′ is an N -dimensional

process of disturbances. In this model, a given state’s log-level of WARN notices is given by
zs,t = ds + λs,tft + es,t.

We interpret ft as being the national-level “WARN factor” that affects all states through
the factor loadings, Λt. We assume that ft follows an AR(1) process:

ft = Aft−1 + ut, (3)

in which A is the autoregression slope coefficient and ut is the autoregression innovation.
This AR(1) structure allows the WARN factor to be persistent, similar to other national-level
labor market variables. However, we will estimate A and, hence, do not impose persistence.

We make the following assumptions for et and ut:

et
iid∼ N(0, R), ut

iid∼ N(0, Q), (4)
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in which R is a diagonal matrix with all diagonal elements being strictly positive and Q > 0.
Equations (2), (3), and (4) compose our DFM.

We use our data sample {zt}Tt=1 to estimate the parameters of the model, θ =

{{Λt}Tt=1, A,R,Q}, and a sequence for the WARN factor, {ft}Tt=1. We estimate θ and {ft}Tt=1

with maximum likelihood by using the EM algorithm in Bańbura and Modugno (2014). This
algorithm, which builds on Dempster, Laird, and Rubin (1977) and Shumway and Stoffer
(1982), is designed for data with an arbitrary pattern of missing observations. The algorithm
is iterative. Beginning with a guess of θ, the algorithm computes expectations of the DFM’s
log-likelihood and of {ft}Tt=1 conditional on the available data by using the Kalman filter
and smoother. Then, the algorithm estimates an update of θ by maximizing the expected
log-likelihood. The estimated log-likelihood of the DFM is non-decreasing with each update
of θ (Dempster, Laird, and Rubin, 1977; Shumway and Stoffer, 1982). We end the algorithm
when the increase in the log-likelihood is sufficiently small and keep the expected values of
{ft}Tt=1 from the final iteration as our estimate of the WARN factor.

We make three remarks about our estimation. First, without further restrictions, the
scale of the factor loadings and the factor itself are not separately identified. That is, we can
rewrite equation (2) to be zt = d + Λtc

−1cft + et for any constant scalar c 6= 0 and define
f̃t = cft, Λ̃t = Λtc

−1, and Q̃ = c2Q. The expected log-likelihood of the DFM is the same when
using {Λt}Tt=1 and Q as it is when using {Λ̃t}Tt=1 and Q̃ conditional on {zt}Tt=1. Intuitively,
because the WARN factor is not observed, its units are unknown and not identified from the
data.6 To make our estimates of the WARN factor interpretable, we normalize its variance
to be 1 and we discuss it in terms of its standard deviation.7

Second, we assume that Λt = κΨt in which κ is a scalar, Ψt =

[ln(E1,t−1), ..., ln(EN,t−1)]
′/
∑50

s=1 ln(Es,t−1), and Es,t is employment in state s at time t. We
impose this structure on the loadings so that the DFM puts more weight on larger states.
We do this following the spirit of Solon, Haider, and Wooldridge (2013) with the intent to
make the WARN factor representative of the United States, which is our target population.

Third, building on the previous two remarks, we allow κ to be re-estimated in each
iteration of the EM algorithm so that a unit variance on ft is imposed. However, Ψt does
not change within the EM algorithm. This structure implies that the ratios of elements in
Λt, λs,t/λs∗,t for states s and s∗ are constant for all iterations.

We estimate the parameters of the DFM and our WARN factor with a sample of July
1996 to December 2019. We start our sample in July 1996 in order to balance two issues.

6Dempster, Laird, and Rubin (1977) note that the log-likelihood of a factor model has a ridge of local
maxima. Bańbura and Modugno (2010) also have a brief discussion of identification in DFMs.

7Formally, we impose the condition that the unobserved factor ft has a variance equal to 1. The estimate
of {ft}Tt=1, which we display below and get from the Kalman smoother, has a variance less than 1. For ease
of discussion, we discuss our WARN factor in terms of standard deviation units.
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First, we want the longest sample possible to produce our WARN factor. This will give us
the best sense of the WARN data’s aggregate properties and aid in estimating and evaluating
the forecasting models in the next section. Second, we want a moderate number of states in
our sample in order to get a good estimate of the WARN factor. In July 1996, we observe
data for five states: MI, NC, OH, VA, and WI. As we move forward in time, we add state-
level data into the sample as it becomes available, and our cross section of states increases
(see Table 1). In short, we begin in July 1996 in order to balance having a long time-series
against having many states in the initial cross-section.

We make two further remarks about our DFM. First, as shown in the definition of zt, we
take logs of the WARN data before estimating the DFM. We do this because the WARN data
are right skewed and bounded below by zero. Taking logs makes the data more approximately
normal as assumed in the DFM. Second, as shown in Table 1 some states have observations
equal to zero. We do not take logs of these observations; rather, we treat them as missing
observations. Similar to the jagged/ragged edge problem at the end of our sample, the EM
algorithm handles these missing observations within our sample. Because only smaller states
have observations equal to zero, treating these observations as missing puts more weight on
larger states for estimating the WARN factor in the corresponding months.

Figure 5 shows the WARN factor and its 68 and 95 percent confidence intervals. We use
the parametric bootstrap in Pfeffermann and Tiller (2005) to compute the mean-squared
errors for the confidence intervals. We note three important features of our WARN factor.
First, the WARN factor rises just before or in recessions, falls during the initial parts of
expansions, and is relatively flat during later parts of expansions. While the factor is typically
near or below zero outside of recessions, it is significantly above zero for the 2001 recession,
the subsequent slow labor market recovery, and the 2008-09 recession. Second, the peak of the
WARN factor is higher in the 2008-09 recession than in the 2001 recession. This is consistent
with the larger decreases in employment and the larger increase in the unemployment rate
in 2008-09 compared to 2001. Third, although the WARN factor has some underlying noise,
it has few false positives. When it is one standard deviation or more above zero, it indicates
increasing slack in the labor market.

The WARN factor has no economically interpretable units so we supplement it with
another aggregate measure. While we can normalize the WARN factor and interpret it in
terms of its standard deviation, it may be useful to have an aggregate measure of WARN
notice data with economically interpretable units. Toward this end, we estimate a second
aggregate measure of the number of workers affected by WARN notices. Given the maximum
likelihood estimates of θ̂ and {f̂t}Tt=1, we can compute ẑs,t = d̂s + λ̂s,tf̂t for all s and all t,
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giving us a balanced panel. We then define

ŴARN t =
N∑
s=1

exp(ẑs,t), (5)

which is a scalar process of estimated national WARN notices implied by our DFM, and this
estimate can be interepreted in terms of the number of workers affected by WARN notices.

Figure 6 shows ŴARN t from July 1996 to December 2019. By construction, it is highly
correlated with the WARN factor (correlation above 0.98) and inherits the WARN factor’s
business cycle properties. One important difference is that the WARN factor is assumed to
be normally distributed and so is roughly symmetric around its mean. In contrast, ŴARN t

displays more skew with larger peaks in the recessions. This asymmetry better matches U.S.
labor market data (for example, see Ferraro, 2018), which may help explain why ŴARN t

forecasts employment changes better than the WARN factor in the next section.

5 Pseudo real-time forecasting

In this section, we demonstrate the WARN data’s usefulness in assessing the state of the na-
tional labor market by showing that they help improve pseudo real-time forecasts of changes
in manufacturing employment. In Krolikowski, Lunsford, and Yang (2019), we use a VAR to
show that the estimated factor, {f̂t}Tt=1, has predictive power for national UI claims, changes
in the national unemployment rate, and changes in national private employment for the
sample of July 1996 to October 2019. However, those results are based on an in-sample
regression and not on pseudo out-of-sample forecasts.

We denote changes in national manufacturing employment with ∆Eman,t. To produce
baseline forecasts, we use least squares to estimate a univariate AR(2) model with direct
multistep forecasts,

∆Eman,t+h = βh,0 + βh,1∆Eman,t−1 + βh,2∆Eman,t−2 + ξt+h. (6)

Throughout this section, h denotes the forecast horizon.
Next, we produce forecasts from competing models. We first use bivariate VAR models

with direct multistep forecasts,[
∆Eman,t+h

xt+h

]
= Γh,0 + Γh,1

[
∆Eman,t−1

xt−1

]
+ Γh,2

[
∆Eman,t−2

xt−2

]
+ ζt+h. (7)

In these models, xt is a scalar process. We consider five different choices of xt: f̂t, ŴARN t,
the monthly average of initial UI claims, the ISM’s manufacturing employment index, and
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the ISM’s manufacturing new orders index. Other than f̂t and ŴARN t, which we intro-
duce in this paper, these other control variables are timely and commonly followed economic
indicators. Barnichon and Nekarda (2012) use the monthly average of UI claims in their fore-
casting model of the unemployment rate, and the Conference Board includes average initial
UI claims in its Leading Economic Index (LEI) (Levanon, Manini, Ozyildirim, Schaitkin, and
Tanchua, 2015; CB, 2019). Lahiri and Monokroussos (2013) highlight the timeliness of the
ISM indexes for nowcasting gross domestic product. We use the new orders index because
the Conference Board includes it in the LEI. We also use the employment index because our
target variable is the change in employment.

Next, we use larger-dimensional VARs with direct multistep forecasts,[
∆Eman,t+h

Xt+h

]
= Ξh,0 + Ξh,1

[
∆Eman,t−1

Xt−1

]
+ Ξh,2

[
∆Eman,t−2

Xt−2

]
+ ηt+h. (8)

In these VARs, we always include the monthly average of initial UI claims, the ISM’s man-
ufacturing employment index, and the ISM’s manufacturing new orders index in Xt. Hence,
the VAR is at least 4-dimensional. We also consider two cases where the VAR is 5-dimensional
by adding either f̂t or ŴARN t to Xt. We estimate all VARs in this section by least squares.

For all forecasting models, we use 11 years of data to estimate the model parameters and
produce the forecasts. We first take July 1996 to June 2007 as our data sample and use
these data to forecast the monthly change in manufacturing employment from July 2007 to
July 2008. We then take August 1996 to July 2007 as our data sample and use these data
to forecast the monthly change in manufacturing employment from August 2007 to August
2008. We move forward one month at a time until we use our final sample of December 2008
to November 2018 to forecast the change in manufacturing employment from December 2018
to December 2019. This gives us 138 forecasts at each forecast horizon for each forecasting
model. We take this approach for three reasons. First, we use a rolling sample with a fixed
number of observations to facilitate forecast evaluation with nested models (Giacomini and
White, 2006). Second, our first sample begins in July 1996 so that we make full use of our
WARN factor, which also begins in July 1996. Third, we choose an 11-year rolling sample
so that the first set of forecasts is produced with information through June 2007, which is
prior to the start of the 2008-09 recession. Hence, our forecasting exercise indicates how
WARN notice data might have changed forecasts from just before the 2008-09 recession to
the present.

We make three additional remarks about our forecasts. First, as mentioned in Section
2.3, we have WARN data for a sufficient number of states for month t− 1 by the middle of
the subsequent month to compute f̂t and ŴARN t−1. All other variables for the forecasting
models in (7) and (8) are available for month t− 1 by the middle of month t, and we assume
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that a forecaster has these variables through month t − 1 when forecasting ∆Eman,t+h for
h = 0, 1, . . . , 12. In particular, weekly UI claims are published every Thursday. We use
monthly averages of UI claims to compute our forecasts, implying that data for month t− 1

are always available within the first week of month t. Also, the ISM indexes for month
t− 1 also become available in the first week of month t. Finally, changes in manufacturing
employment for month t− 1 generally become available on the first Friday of month t.

Second, in an effort to replicate a hypothetical forecaster’s information set, we only
estimate the DFM with data through month t − 1, when forecasting ∆Eman,t+h for h =

0, 1, . . . , 12. That is, we re-estimate the DFM every time we move one month forward in our
forecasting exercise. One caveat here is that we do not know the exact historical pattern
of which states had data for month t − 1 by the middle of month t. Because of this, we
use all states through month t − 1 when estimating the DFM. This gives us slightly more
information than what a forecaster would have had in real time. However, as discussed in
Section 2.3, most state-level data are available by the middle of the month and only data
for small states are typically unknown. Hence, we do not view this information difference as
having a big impact on our results. Further, by re-estimating the DFM for each subsequent
set of forecasts, we ensure that data for months t, t+1, . . . are not included when computing
the maximum likelihood estimates or the forecasts.

Third, we use the real-time vintages of changes in manufacturing employment. These
data are from the Federal Reserve Bank of St. Louis’s ALFRED database (ALFRED, 2020)
with the series code MANEMP. We make one adjustment to the manufacturing employment
data. The BLS identified large effects on manufacturing employment from two strikes at
General Motors plants in June and July of 1998 (BLS, 1998). These strikes were resolved
in August 1998, introducing a large one-time fluctuation in the manufacturing employment
data. Because of this we add 9 thousand and 134 thousand back to manufacturing employ-
ment in June and July 1998.

We show our results in Table 4. Row (1) of Table 4 shows the root mean squared predic-
tion errors (RMSPEs) of the baseline forecasting model in (6). We compute the RMSPEs
as follows. First, let ∆Êman,t+h denote the forecasted change in manufacturing employment
at horizon h. Then, d̂h,t = ∆Êman,t+h −∆Eman,t+h is the estimated forecast error, in which
∆Eman,t+h is the value from the January 2020 employment report. Then, we compute the

RMSPE with
√
K−1

∑K
t=1 d̂

2
h,t, in which K = 138 is the number of forecast errors. The

units in row (1) can roughly be interpreted as the number of employees in thousands. For
forecast horizon h = 0, this implies that the baseline model’s forecast errors average about
26 thousand employees.8 Row (1) shows that these errors grow with the forecast horizon.

8Formally, the RMSPE will be slightly larger than the mean absolute prediction error due to Jensen’s
inequality.
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Rows (2) through (6) of Table 4 show the RMSPEs from the VARs in (7) divided by the
RMSPEs from the baseline model in row (1). Values less (greater) than 1 indicate that the
VAR in (7) is more (less) accurate than the baseline model. Each of the rows (2) through
(6) indicates forecasts produced with the difference choices of xt. All of the variables that we
consider generally improve forecast accuracy at short horizons. However, f̂t and especially
ŴARN t yield the largest improvements. ŴARN t is the only variable that yields statistically
significant improvements, and these improvements range from 11 to 14 percent at horizons
zero through three.9 These horizons with the biggest forecast improvements are consistent
with WARN notices generally having anticipated layoff dates around 60 days in the future
as shown in Figure 1.

Row (7) of Table 4 shows the RMSPEs from the model in (8) divided by the RMSPEs from
the baseline model in row (1) when only UI claims and ISM indexes are included in the VAR.
This model yields reasonably large but not statistically significant forecast improvements at
short horizons. Row (8) adds f̂t and row (9) adds ŴARN t to the VAR in (8). These
lines show that adding these variables yields larger reductions in RMSPE compared to the
baseline model. The VAR with ŴARN t has RMSPE reductions between 13 and 19 percent
at horizons zero through three compared to the baselne AR(2) model. However, none of
these reductions are statistically significant.

To build on the results in rows (7) through (9), we have panel B of Table 4. Row (10)
shows the RMSPEs of the VAR model in (8) when only UI claims and ISM indexes are
included in the VAR. Rows (11) and (12) show the relative RMSPEs of the VAR model in
(8) when either f̂t or ŴARN t is included to the RMSPEs in row (10). Row (12) shows
that WARN t reduces the RMSPEs of the VAR model by about 10 percent at horizons zero
through two and these reductions are statistically significant. These results show that WARN
notice data can improve the forecast accuracy of a VAR even after controlling for UI claims
and ISM indexes. Further, as in row (6), the horizons of the statistically significant RMSPE
reductions in row (12) are generally consistent with WARN notices having anticipated layoff
dates around 60 days in the future.

Overall, we find that WARN notice data provide useful leading information for manufac-
turing employment over and above other commonly used leading indicators. We note that
these are not obvious results. As we discuss above, the WARN Act has several exceptions
that allow firms to issue notices with less than 60 days’ notice. There is also evidence that
not all firms comply with the WARN Act. For example, the GAO (1993) provides evidence

9For statistical significance, let dbaseh,t and dalth,t denote the forecast errors from the baseline model and some
alternative model, respectively. We test the null hypothesis E[(dbaseh,t )2−(dalth,t)

2|It] = 0 against the alternative
E[(dbaseh,t )2 − (dalth,t)

2|It] 6= 0, in which It denotes the forecaster’s information set when making the forecasts
in month t. Following the recommendation in Clark and McCracken (2013), we test the null hypothesis with
the modified Diebold and Mariano (1995) test proposed by Harvey, Leybourne, and Newbold (1997).
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of noncompliance and delayed compliance in the years shortly after the WARN Act went
into effect. Further, some states do not report the exact date that the WARN notice was
issued, making the exact lead time unknown, and some notices do not include the number of
workers affected or later revise the number of workers affected, potentially introducing noise
into our measurement. Nonetheless, our forecasting results show that WARN notice data
are of sufficiently high quality and relevance that they provide useful leading labor market
information. Hence, WARN data can be helpful for economists who use near-term labor
market forecasts, such as business economists and policymakers. In addition, our results
also validate the quality and relevance of WARN data for other research topics, such as the
impact of WARN notices on worker outcomes, the effect of state amendments to the WARN
Act, and the measurement of economic distress at the regional and state level.

6 Conclusion

We compile a unique database with establishment-level WARN notifications starting in Jan-
uary 1990 by collecting information from state officials and websites. We aggregate these
data to the state-level and find that the number of workers affected by WARN notices leads
other labor market indicators, such as initial UI claims and changes in the unemployment
rate and private employment. The lead relationship is strongest in the two months following
WARN announcements and is statistically and economically significant. Using a dynamic
factor model, we show that an aggregated version of these state-level notices (the “WARN
factor”) behaves in intuitive ways, rising sharply before or during recessions and indicating
a sharper increase in labor slack during the Great Recession than the 2001 recession. In-
sample results suggest that this aggregated measure leads national initial UI claims, changes
in the unemployment rate, and changes in private employment. An out-of-sample forecast-
ing exercise that controls for prominent leading indicators, such as the ISM manufacturing
employment and new orders indices, suggests that the WARN factor can improve the fore-
cast accuracy of changes in manufacturing employment by as much as 15 percent at various
forecast horizons.

Our results suggest that our WARN database contains valuable information for the state
of the aggregate economy. We think the richness and timeliness of our data make them
useful for other researchers and economic analysts and policymakers.
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Figure 1: Fraction of WARN notices by the number of days of advance notice

Note: Establishment-level WARN notice data from January 1990 to August 2019. Histogram excludes Pennsylvania, New Jersey, Utah, Kansas, Oklahoma
(partial), Minnesota (2000m6-2015m12), and Arizona (2019m7 and on). Total number of observations is 41,901. Outliers are dropped at the 1 percent
level on both sides of the distribution. See Section 2.4.2 for details.
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Figure 2: Median notice duration in days

Note: The median number of days between the notice date and the anticipated layoff date for a balanced
sample of states since January 2006. See Section 2.4.2 for details.
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Figure 3: Number of workers affected by WARN leads MLS initial claimants

Note: The number of not seasonally adjusted individuals affected by WARN notices leads the number of
seasonally adjusted MLS initial claimants. WARN data are for a balanced panel of states as of January
2006. MLS data are for the same set of states. Initial claimant data from MLS stop in May 2013. MLS
data are seasonally adjusted using the Census Bureau’s X-12-ARIMA process. Shading represents NBER
recession dates. See Section 2.5 for details.
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Figure 4: Number of workers affected by WARN leads JOLTS layoffs and discharges

Note: The number of not seasonally adjusted individuals affected by WARN notices leads the number of
seasonally adjusted layoffs and discharges in JOLTS (total private). Both series are in thousands. WARN
data are for a balanced panel of states as of January 2006. JOLTS data are for the nation. JOLTS seasonally
adjusted data are from the BLS. Shading represents NBER recession dates. See Section 2.5 for details.
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Figure 5: The WARN factor

Note: Our estimated WARN factor from July 1996 to December 2019 with 68 and 95 percent confidence
intervals. The factor is estimated using the method in Bańbura and Modugno (2014). Standard errors are
computed using the parametric bootstrap approach in Pfeffermann and Tiller (2005). Vertical grey bars
indicate recessions. See Section 4 for details.
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Figure 6: The time-series of ŴARN t

Note: ŴARN t is the aggregate number of workers affected by WARN notices in month t implied by our
dynamic factor model in Figure 5 (equation 5). The sample is July 1996 to December 2019. Vertical grey
bars indicate recessions. See Section 4 for details.
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State Start Avg. # of workers Median # of Std. dev # of months with
affected workers affected 0 # of workers

affected
AL 1998m7 618 473 583 10
AZ 2010m4 374 249 398 6
CA 2005m11 5397 5105 2063 0
CO 2006m1 409 324 344 7
CT 1998m1 381 292 348 4
FL 1998m1 1463 1297 785 0
IA 2011m1 259 181 244 9
ID 2009m1 116 31 299 27
IL 1999m1 1490 1173 1266 0
IN 1997m1 948 693 860 5
KS 1998m8 392 233 492 15
KY 1998m10 428 361 402 25
LA 2007m1 305 231 295 15
MD 2010m1 373 290 362 6
MI 1990m1 954 696 907 10
MN 2000m6 261 140 288 11
MO 2000m7 584 497 444 8
MS 2010m7 364 273 335 7
NC 1996m5 1217 1008 838 5
NJ 2004m1 1190 900 944 3
NY 2001m10 1982 1750 997 0
OH 1996m7 1436 1153 1003 0
OK 1999m11 236 131 304 28
OR 2008m10 267 193 288 4
PA 2011m1 1026 910 711 0
SC 2009m1 678 552 438 0
TN 2012m1 643 568 443 3
TX 1999m1 1885 1573 1272 0
UT 2009m1 150 99 169 12
VA 1994m7 862 664 669 6
WA 2004m1 524 401 469 7
WI 1996m1 843 710 531 4
WV 2011m3 287 140 476 7

Table 1: Summary statistics of state-month panel of the number of workers affected in WARN notices

Note: There are 33 states in our final sample. We drop AR, DE, HI, ME, MT, NH, NV, SD, VT, and WY due to data accessibility. We drop GA and
NE because they did not have notice dates. We drop MA because we could not obtain historical data. We drop AK, ND, NM, and RI because the time
series could not be seasonally adjusted. SC and MN are the only states that have data for some period and then drop out of our sample. SC drops out
because subsequent to December 2012, no notice month is available. MN drops out because of missing data after April 2015. All other states have data
through August 2019. See Section 2.4.1 for details.
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Mean Median Std. dev Min Max Observations
(1) WARNs,t (lvl) 919 553 1,168 0 13,229 6,589
(2) MLS initial claimss,t (lvl) 6,268 4,597 6,612 0 69,157 2,761
(3) JOLTS (LDs)s,t (k) 1,763 1,718 175 1,482 2,523 167
(4) UI claimss,t (lvl) 41,387 28,935 41,310 3,869 351,466 6,589
(5) Us,t (%) 5.7 5.2 2.1 2.1 14.8 6,589
(6) ∆Us,t (pp) -0.01 -0.02 0.20 -0.92 2.2 6,589
(7) Es,t (k) 3,264 2,428 2,578 483 14,956 6,589
(8) ∆Es,t (k) 2.8 2.1 11.9 -157.3 181.6 6,588

Table 2: Summary statistics of state-month panel of labor market indicators

Note: Summary statistics for seasonally adjusted data since January 1990, when we first have state WARN notice information, to December 2019 for
the states in our sample. “WARNs,t” stands for the number of individuals affected by WARN notices in state s in month t. “MLS” stands for Mass
Layoff Statistics, “JOLTS” stands for Job Openings and Labor Turnover Survey, and “LDs” stands for layoffs and discharges. The last row has one fewer
observation than the three rows above because state-level employment data begin in January 1990, whereas the other series have longer histories. As a
result, the first difference for this series is missing in January 1990. The MLS program started in April 1995 and ended in May 2003 and therefore there
are fewer observations in row (2). JOLTS data are for the nation (total private), and all other series are for our sample of states when WARN information
is available. JOLTS seasonally adjusted data are from the BLS, and all other series are seasonally adjusted using the Census Bureau’s X-12-ARIMA
process. “lvl” stands for levels, “pp” stands for percentage points, and “k” stands for thousands. See Section 2.4.1 for details.
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(1) (2) (3)
ui claimss,t ∆Us,t ∆Es,t

WARNs,t−1 210 0.020*** -1,168***
(167) (0.0041) (201)

WARNs,t−2 423*** 0.0056* -957***
(77) (0.0032) (238)

WARNs,t−3 -20 0.0010** -137
(144) (0.0042) (223)

3 lags of UI claimss,t X X X

3 lags of ∆Us,t X X X

3 lags of ∆Es,t X X X

State FEs X X X

p-value WARNs,t−i = 0 0.00001 0.0004 0.000006
Observations 6,490 6,490 6,490
R-squared 0.98 0.13 0.42

Table 3: WARN as a leading state-level indicator

Note: WARN notices lead state-level initial UI claims, changes in the unemployment rate, and changes in
private employment. The number of observations in columns (1) and (2) is 99 less than in Table 2 (rows 4
and 6) because equation (1) includes 3 lags and we have 33 states in our sample. Standard errors clustered
at the state level. ***p<0.01, **p<0.05, *p<0.1. See Section 3 for details.
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h = 0 h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 h = 7 h = 8 h = 9 h = 10 h = 11 h = 12

Panel A: Forecast Results of and Comparisons to the Baseline AR(2) Forecasting Model

(1) Baseline RMSPE 26.1 31.2 35.1 39.5 43.0 45.8 48.5 49.9 51.2 52.6 54.1 55.4 56.2

Relative RMSPEs of Bivariate VARs:
(2) UI Claims 0.99 0.97 0.97 0.95 0.97 0.98 0.98 0.97 0.99 0.98 0.99 1.00 0.99
(3) ISM Emp 0.94 0.94 0.95 0.97 0.98 0.98 0.98 0.99 1.00 1.00 1.00 1.00 1.00
(4) ISM New Order 0.97 0.97 0.99 0.99 1.01 1.02 1.02 1.03 1.01 1.01 1.01 1.01 1.01
(5) f̂t 0.92 0.91 0.91 0.92 0.91 0.90 0.90 0.91 0.91 0.91 0.93 0.95 0.95
(6) ŴARN t 0.86** 0.86* 0.86* 0.89* 0.90 0.90 0.92 0.94 0.94 0.95 0.97 0.98 0.99

Relative RMSPEs of Large-Dimensional VARs:
(7) VAR4 0.91 0.89 0.91 0.93 0.97 0.99 0.98 0.99 1.00 1.00 0.99 1.01 1.01
(8) VAR5, f̂t 0.88 0.84 0.86 0.88 0.92 0.92 0.91 0.93 0.94 0.93 0.93 0.97 0.97
(9) VAR5, ŴARN t 0.84 0.81 0.83 0.87 0.92 0.92 0.93 0.96 0.97 0.97 0.98 1.01 1.01

Panel B: Forecast Results of and Comparisons Among the Larger-Dimensional VAR Forecasting Models

(10) VAR4 RMSPE 24.5 28.1 31.8 36.7 40.9 44.3 47.5 49.1 51.4 53.1 54.6 56.1 57.1

Relative RMSPEs of Large-Dimensional VARs:
(11) VAR5, f̂t 0.95 0.93 0.92 0.93 0.92 0.90 0.91 0.92 0.92 0.92 0.93 0.95 0.95
(12) VAR5, ŴARN t 0.91* 0.90** 0.89** 0.93 0.93 0.92 0.95 0.97 0.97* 0.98 0.99 1.00 1.01

Table 4: Forecast results for changes in manufacturing employment

Note: Row (1) shows the root mean squared prediction errors (RMSPEs) of the baseline AR(2) forecasting model for each forecasting horizon, h. The
units can be interpreted as the number of employees in thousands. The sample period for the forecast errors is July 2006 to December 2019. Rows
(2) to (9) show the ratios of the RMSPEs from the corresponding model to the baseline model. Values less than 1 indicate lower RMSPEs than the
baseline model. Rows (2) to (6) show relative RMSPEs from the bivariate VAR(2) forecasting model. This model includes the change in manufacturing
employment and the variable indicated in rows (2) through (6). Row (7) shows the relative RMSPEs for the 4-dimensional VAR(2) model, which includes
change in manufacturing employment, change in initial UI claims, and the employment and new orders ISM indexes. Rows (8) and (9) show the relative
RMSPEs for the 5-dimensional VAR model, which adds either f̂t or ŴARN t to the 4-dimensional VAR model. Row (10) shows the root mean squared
prediction errors (RMSPEs) of the 4-dimensional VAR model. Rows (11) and (12) show the relative RMSPEs for the 5-dimensional VAR model, which
adds either f̂t or ŴARN t to the 4-dimensional VAR model. Stars, ∗, ∗∗, ∗∗∗, indicate statistical significance at the 10, 5 and 1 percent levels. See Section
5 for details.
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