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I References to Examples of Central Bank Fan Charts

Table A.1 provides links to fan chart documents for the countries we mention: the Reserve Bank

of Australia (RBA), the European Central Bank (ECB), the Federal Reserve (Fed), and the Bank

of England (BoE).
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II Expectational Updates in General Forecasting Framework

This section shows that our proposed multi-horizon stochastic volatility (SV) specification for

historical forecast errors from a source such as the SPF can be seen as having a basis in a general

time series forecasting model. We stress that we don’t take the SPF forecasts as literally or

directly coming from such a model, and, as we note in the paper, we take the forecasts and

errors as given rather than try to improve them. In summarizing a 2009 survey of the SPF

participants, Stark (2013) indicates panelists reported using models to forecast and applying

subjective judgment to adjust the model-based forecasts. They also indicated that the role of

models changes with the forecast horizon. Accordingly, our intention is to establish a broad

basis for our proposed multi-horizon SV in a general time series model without taking the model

as a “true” specification underlying all of the SPF respondents’ forecasts, such that the general

model were used to establish restrictions on a multi-horizon SV model applied to the SPF data

on expectational updates.

In this treatment, for simplicity, we abstract from nowcasts, which arise in forecasting with

real-time data but not simple time series models; our treatment here is easily extended to include

nowcasts. As detailed in the paper, our basic model in expectational updates takes the form:

ηt = (Et − Et−1)



yt

yt+1

...

yt+H−1


= AΛ0.5

t εt εt ∼ N(0, I) (A.1)

whereA is unit-lower-triangular, and ηt and εt have the same length.
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II.1 General time series forecasting model

To consider a more general basis for our model in expectational updates, suppose that the dy-

namics for the scalar variable yt of interest can be characterized by a linear state-space model

with state vectorX t that includes yt as one of its variables:

X t = FX t−1 +wt Et−1wt = 0 (A.2)

yt = g X t, (A.3)

where g is a row vector that selects yt. For the moment, we treat the shockswt to the state-vector

merely as martingale differences; below we will add assumptions on their second moments.

In this formulation, the transition equation in the states X t captures an array of time series

specifications, including VARs with lag order greater than one (and written in equation (A.2)

in companion form). We think of X t as containing the observed variables of a potentially large

VAR capturing macroeconomic dynamics; although we treat everything as observed, unobserved

components could be included inX t without change to our main points.

This dynamic specification implies that forecasts and forecast updates are given by:

EtX t+h = F hX t (A.4)

(Et − Et−1)X t+h = F hwt (A.5)

(Et − Et−1)yt+h = g F hwt, (A.6)

which yields a vector of forecast updates that corresponds to a linear combination of the state-
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vector innovations wt:

ηt =



g

g F

...

g FH−1


wt = Dwt. (A.7)

The coefficients of the linear combinations are functions of the coefficients of the transition

equation’s coefficient matrix F . With g selecting variable j ofX t, rows 2 through H − 1 of the

matrixD contain, respectively, the j’th row of F , F 2, . . . , FH−1.

The specific implications of the formulation (A.7) depend in part on the dimensions of the

state-vector innovations wt (denoted Nw) and the selected vector of expectational updates (de-

noted Nη). There is no reason that these dimensions should be the same. The former can be

thought of as mirroring the number of (stochastic) signals observed by the forecaster, whereas

the latter merely reflects the number of forecast horizons considered. In the SPF data, although

we observe commonality in the observed expectational updates, we do not observe a singular

variance-covariance matrix for ηt. Accordingly, we can assume that Nw ≥ Nη.

But as we noted in an earlier version of this paper,1 if — counterfactually, as regards the rank

of the sample estimate of Var(ηt) — the data are assumed to be governed by a univariate AR

process, the simple time series specification implies restrictions on the model of expectational

updates. In particular, the vector of expectational updates would be a function of a single scalar

shock wt. In our earlier draft, in discussing the implications of an AR-SV model for yt, we

overstated the extent to which a simple time series model implies common factor restrictions for

the expectational updates. Rather, as this more general time series formulation shows, with more

than one variable, the single-factor restriction we previously discussed no longer applies.

We now turn to the implications of the general time series model, first in the case of constant

innovation variances and then in the case of stochastic volatility.

1See https://ideas.repec.org/p/fip/fedcwp/1715.html.

https://ideas.repec.org/p/fip/fedcwp/1715.html
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II.2 Constant variance case

Consider first our multiple-horizon model of expectational updates modified to treat variances as

constant over time:

ηt = AΛ0.5εt, (A.8)

where εt is a standard-normal vector of same length as ηt, A is a unit-lower-triangular matrix,

and Λ is diagonal. This formulation implies:

ηt ∼ N(0,AΛA′). (A.9)

Similarly, for the general time series model, suppose that the variance of the innovation vector

wt is constant over time: specifically, let wt ∼ N(0,Σ). It then follows from (A.7) that

ηt ∼ N(0,DΣD′). (A.10)

The time series model-implied representation (A.10) of course resembles our specification

(A.9). In fact, for our purposes they are observationally equivalent, so that if innovation variances

are constant over time, our model restricted to treat Λ as constant is entirely consistent with a

general linear time series model.

Although our proposed specification is consistent with a general time series model, we don’t

mean to suggest the specifications are the same. Typically, the coefficient matrix D would not

be unit-lower triangular, and the variance-covariance matrix of wt would be dense (rather than

diagonal). So it is not the case that A would map to D or Λ would map to Σ. In general, as

long as Nw > Nη, we cannot recover wt from observing ηt, but such non-invertibility does not

matter for our purposes.



SUPPLEMENTAL APPENDIX (online only) 10

II.3 Stochastic volatility case

Now consider the case in which the general time series model features stochastic volatility. In

particular, reflecting the formulation commonly used with VARs, letwt = BΓ0.5
t et, where et ∼

N(0, INw), B is unit-lower triangular, and Γt is a diagonal matrix containing Nw volatilities

that, in logs, follow random walk processes. Accordingly, wt ∼ N(0,Σt), with Σt = BΓtB
′.

It then follows from (A.7) that

ηt = DBΓ0.5
t et ∼ N(0,DBΓtB

′D′). (A.11)

In this representation based on the general time series model, the component Γ0.5
t et is a mul-

tivariate stochastic volatility process. The vector of expectational updates ηt is then a linear

combination of the underlying stochastic volatility processes.

As a result, our multiple-horizon SV formulation in (A.1) is consistent with the general time

series model. Our model, as does the general time series specification, implies the vector of

expectational updates to be a linear combination of underlying stochastic volatility processes. In

our model, this combination is given by Λ0.5
t εt.

While our proposed model is consistent with the general specification, we don’t mean to treat

it as the same. In general, the formulation we apply in (A.1) will not directly recover underlying

processes and coefficients of the linear model corresponding to (A.11). Our model multiplies

stochastic volatility processes by a unit-lower triangular matrixA. The general time series model

multiplies stochastic volatility processes by the matrix product DB. Although B is unit-lower

triangular, the product DB will not be unit-lower triangular, except in the special case that the

coefficient matrix F is also unit-lower triangular. Again, though, given that the SPF forecasts are

not purely model-based, it is not our intention to use a time series model to improve the forecasts

or impose specific restrictions on our model of expectational updates of the SPF projections.

Our point here is simply that our multiple-horizon SV formulation in (A.1) is consistent with a
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general time series model, in that the expectational updates are linear combinations of stochastic

volatility processes.

II.4 Accommodating measurement error and data revisions

The framework described above can be extended to accommodate various specifications of mea-

surement error or data revisions. In this section, we sketch treatments of two different types of

error or revisions.

First, suppose that the survey-based SPF forecasts contain some form of measurement error or

noise. In this case, for the purpose of quantifying uncertainty around the SPF forecasts, we would

want our estimates of uncertainty to reflect the contributions of measurement error or noise. But

the general time series model of (A.2) would be unaffected by this form of measurement error.

More specifically, let η̃t denote the vector of expectational updates observed in the SPF data,

and let vt denote an Nη × 1 vector of measurement errors distributed (independently) N(0,V ).

With the measurement error,

η̃t = ηt + vt. (A.12)

For simplicity, assume all variances to be constant over time. It follows that the general time

series model implies:

η̃t ∼ N(0,DΣD′ + V ). (A.13)

Our proposed model specification would take the form:

η̃t ∼ N(0, ÃΛ̃Ã′), (A.14)

with Ã unit-lower triangular.

Accordingly, for our purposes, our model of expectational updates would be observationally

equivalent to the general time series model. In this constant variance case, allowing measurement
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error in the SPF forecasts would not break the consistency of our model with a general time

series model. Allowing stochastic volatility as in our model of expectational updates and in

the innovations wt of the general time series model would be more complicated, but again,

our proposed model for the SPF expectational updates would be broadly consistent with the

implications of a general time series model.

Now suppose instead that the underlying macroeconomic data of interest are measured with

error and subject to revision. In this case, the general time series model can be extended to in-

clude such error in a measurement equation. In particular, in the time series model along the lines

of (A.2), the forecasts could be generated by an unobserved component model with latent state

vector St in lieu of X t and with a measurement vector Zt. Such a model is, however, observa-

tionally equivalent to the one above without any such measurement issues, withX t = E(St|Zt)

and wt = E(St|Zt) − E(St|Zt−1) — i.e., the innovation representation of the unobserved

component model.

In this case, our basic point about the consistency of our proposed model with the impli-

cations of a general time series model still applies. More general treatments of data revisions

could be accommodated by extending the time series model to include the various news and

noise features developed in such work as Kishor and Koenig (2012) and Jacobs, et al. (2015).

Again, though, it is our intention to point out a broad basis for our model of the SPF forecast

errors in a more general time series model without going so far as to take the general model as

a “true” specification underlying all of the the SPF respondents’ forecasts, such that the general

model were used to establish restrictions on a multi-horizon SV model applied to the SPF data

on expectational updates.
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III Additional Figures: Data and Fan Charts

Figures A.1 through A.5 display our data for expectational updates in real GDP growth, the

unemployment rate, GDP price index inflation, CPI inflation and the 3-month T-bill rate (expec-

tations based on the SPF). Figures A.6 through A.10 display the corresponding forecast error

data. Section 5.1 of the paper briefly discusses some key features of the data.

Fan charts for the SPF forecasts at selected dates are illustrated in Figures A.11 through A.15.

These fan charts are constructed with the same basic approach described in the paper for its charts

of forecast errors and confidence bands, but centered around the forecasts rather than the forecast

errors. Consistent with common central bank fan charts, these charts show the recent history of

actual data, the point forecast, and confidence bands, specified as one-standard-deviation bands

obtained from out-of-sample predictions generated from our baseline SV model (henceforth:

“ETA-SV”, red dashed lines) and the FE-CONST alternative (blue, dash-dotted lines), respec-

tively.2 The charts also display the outcomes realized. Across the forecast origins selected and

displayed (1987:Q1, 1997:Q1, 2007:Q1, and 2017:Q1), the confidence bands in Figures A.11

through A.15 display the same patterns described in the paper’s discussion of Figures 3 and 4.

For example, with GDP growth, the widths of both ETA-SV and FE-CONST bands vary some

across time (from one forecast origin to another), and — at the selected dates — the ETA-SV

bands turn out to be generally narrower than the FE-CONST bands.

2Given the number of alternative models presented in this supplemental appendix, we will reference the baseline
SV model as as ETA-SV rather than just SV — as we did in the main text — to emphasize that our baseline model
uses ηt as a primitive.
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Figure A.1: Expectational Updates for Real GDP Growth
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Note: The figure reports the elements of the vector of expectational updates ηt used in model
estimation. Expectations reflect the SPF data. NBER recessions are indicated by gray bars.
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Figure A.2: Expectational Updates for the Unemployment Rate
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Note: The figure reports the elements of the vector of expectational updates ηt used in model
estimation. Expectations reflect the SPF data. NBER recessions are indicated by gray bars.
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Figure A.3: Expectational Updates for GDP Price Index Inflation
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Note: The figure reports the elements of the vector of expectational updates ηt used in model
estimation. Expectations reflect the SPF data. NBER recessions are indicated by gray bars.
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Figure A.4: Expectational Updates for CPI Inflation
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Note: The figure reports the elements of the vector of expectational updates ηt used in model
estimation. Expectations reflect the SPF data. NBER recessions are indicated by gray bars.
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Figure A.5: Expectational Updates for the 3-Month T-bill Rate
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Note: The figure reports the elements of the vector of expectational updates ηt used in model
estimation. Expectations reflect the SPF data. NBER recessions are indicated by gray bars.
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Figure A.6: Forecast Errors for Real GDP Growth

(a) h = 0

1970 1980 1990 2000 2010

-6

-4

-2

0

2

4

6

8

(b) h = 1

1970 1980 1990 2000 2010

-15

-10

-5

0

5

10

(c) h = 2

1970 1980 1990 2000 2010

-15

-10

-5

0

5

10

(d) h = 3

1970 1980 1990 2000 2010

-15

-10

-5

0

5

10

(e) h = 4

1970 1980 1990 2000 2010

-15

-10

-5

0

5

10

Note: The figure reports forecast errors yt−1−Et−h−1yt−1 = et−h−1 t−1, plotted at the time when
the underlying realized values are observed. Expectations reflect the SPF data. NBER recessions
are indicated by gray bars.
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Figure A.7: Forecast Errors for the Unemployment Rate
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Note: The figure reports forecast errors yt−1−Et−h−1yt−1 = et−h−1 t−1, plotted at the time when
the underlying realized values are observed. Expectations reflect the SPF data. NBER recessions
are indicated by gray bars.
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Figure A.8: Forecast Errors for GDP Price Index Inflation
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Note: The figure reports forecast errors yt−1−Et−h−1yt−1 = et−h−1 t−1, plotted at the time when
the underlying realized values are observed. Expectations reflect the SPF data. NBER recessions
are indicated by gray bars.
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Figure A.9: Forecast Errors for CPI Inflation
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Note: The figure reports forecast errors yt−1−Et−h−1yt−1 = et−h−1 t−1, plotted at the time when
the underlying realized values are observed. Expectations reflect the SPF data. NBER recessions
are indicated by gray bars.
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Figure A.10: Forecast Errors for the 3-Month T-bill Rate
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Note: The figure reports forecast errors yt−1−Et−h−1yt−1 = et−h−1 t−1, plotted at the time when
the underlying realized values are observed. Expectations reflect the SPF data. NBER recessions
are indicated by gray bars.
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Figure A.11: Fan Charts for Real GDP Growth
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Note: Fan charts generated for the SPF forecasts at selected dates (first quarter of the indicated
years). The “fans” reflect one-standard-deviation bands obtained from out-of-sample predictions
generated from our baseline ETA-SV model (red dashed lines) and the FE-CONST alternative
(blue, dash-dotted lines), respectively.
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Figure A.12: Fan Charts for the Unemployment Rate
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Note: Fan charts generated for the SPF forecasts at selected dates (first quarter of the indicated
years). The “fans” reflect one-standard-deviation bands obtained from out-of-sample predictions
generated from our baseline ETA-SV model (red dashed lines) and the FE-CONST alternative
(blue, dash-dotted lines), respectively.
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Figure A.13: Fan Charts for GDP Price Index Inflation
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Note: Fan charts generated for the SPF forecasts at selected dates (first quarter of the indicated
years). The “fans” reflect one-standard-deviation bands obtained from out-of-sample predictions
generated from our baseline ETA-SV model (red dashed lines) and the FE-CONST alternative
(blue, dash-dotted lines), respectively.
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Figure A.14: Fan Charts for CPI Inflation
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Note: Fan charts generated for the SPF forecasts at selected dates (first quarter of the indicated
years). The “fans” reflect one-standard-deviation bands obtained from out-of-sample predictions
generated from our baseline ETA-SV model (red dashed lines) and the FE-CONST alternative
(blue, dash-dotted lines), respectively.
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Figure A.15: Fan Charts for the 3-Month T-bill Rate
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Note: Fan charts generated for the SPF forecasts at selected dates (first quarter of the indicated
years). The “fans” reflect one-standard-deviation bands obtained from out-of-sample predictions
generated from our baseline ETA-SV model (red dashed lines) and the FE-CONST alternative
(blue, dash-dotted lines), respectively.
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IV Additional Results: Greenbook

In this section, we summarize basic results we obtained with forecasts from the Federal Reserve’s

Greenbook (forecasts from staff at the Board of Governors prepared in advance of FOMC meet-

ings). On balance, our main results obtained with the SPF forecasts are corroborated by estimates

with the Greenbook forecasts, although perhaps the efficacy of stochastic volatility is slightly less

compelling with the Greenbook than with the SPF forecasts.

The Greenbook forecasts of growth, unemployment, and inflation were obtained from the

website of the Federal Reserve Bank of Philadelphia. Although the Federal Reserve prepares

forecasts for each FOMC meeting (currently eight meetings per year), we select four forecasts

within each year, chosen to align as closely as possible to the timing of the SPF forecast published

each quarter. We use forecasts published starting in 1966:Q1 and ending in 2011:Q4 (however,

forecasts for CPI inflation do not begin until 1980:Q1). The end of the sample reflects the five

year delay in the Federal Reserve’s public release of the forecasts. The Greenbook forecasts

for the T-bill rate are not provided by the Philadelphia Fed’s data files.3 For comparability,

our analysis of the Greenbook forecasts relies on the same choice of horizons as in the case of

the SPF. At each forecast origin, we include forecasts spanning five quarterly horizons, from

the current quarter through the next four quarters.4 While the sample of available Greenbook

forecasts permits similar start dates to the SPF data, the end date for evaluating is 2011:Q4,

reflecting the five-year blackout period for publication.

In the interest of brevity, in examining the robustness of our results to the use of the Green-

book rather than the SPF forecasts, we present the out-of-sample results in tables and omit figures

3Studies such as Faust and Wright (2008) and Reifschneider and Tulip (2017) make use of short-term interest
rate forecasts from the Greenbook obtained from the Federal Reserve’s Board of Governors. However, as discussed
in Faust and Wright (2008, 2009), for much of the available history, these forecasts have been tied to conditioning
assumptions about monetary policy, rather than unconditional forecasts. Accordingly, we do not include interest
rates in our Greenbook assessment.

4The maximum forecast horizon available in the Greenbook fluctuates over the course of a calendar year and
varies over the course of the data history. Accommodating longer forecast horizons than the H = 4 we use would
mean accommodating more missing values.
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with the full-sample ηt and SV estimates. Described in qualitative terms, the full-sample esti-

mates of stochastic volatility with the Greenbook are similar to those for the SPF. In broad terms,

along most dimensions, the pattern of interval forecast results for the Greenbook are similar to

those for the SPF. First, as in the SPF results, both types of volatility estimates (constant vari-

ances with rolling windows and our SV-based estimates) display considerable time variation in

the width of the intervals. However, in this dimension, the Greenbook results appear somewhat

different in that, up to the mid-2000s, the bands around CPI inflation are fairly stable in width,

whereas the SPF-based bands become gradually wider. Second, the width of the confidence

bands based on our ETA-SV approach varies more than does the width of intervals based on con-

stant variances. For example, for most variables, the bands widen substantially with the Great

Recession and with earlier recessions. Third, across horizons, the contours of the confidence

intervals (for a given approach) are very similar.

To quantify the out-of-sample results, Tables A.2 through A.5 reproduce the results generated

from the SPF data that are already shown in Tables 1 through 4 of the main paper (coverage rates

and CRPS for our baseline ETA-SV model and the VAR-SV variant; henceforth we refer to the

latter also as “ETA-VAR-SV”). These tables then also report corresponding results generated

from using forecasts obtained from the Federal Reserve’s Greenbook.

On balance, coverage rates for one-standard-deviation bands around the Greenbook forecasts

based on our stochastic volatility model are comparable to those based on the constant variance

approach. For CPI inflation, coverage rates are moderately better with stochastic volatility than

in the benchmark. For the unemployment rate, coverage rates also tend to be somewhat closer

to the nominal size with the stochastic volatility model than the constant variance approach. But

for GDP growth and inflation, coverage rates are quite similar across the two approaches.

The CRPS averages for the Greenbook forecasts show that our ETA-SV model consistently

offers some density accuracy gains over the constant variance specification. In broad terms, the

gains are comparable to those observed with the SPF forecasts, but a little smaller in most cases.
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For example, for GDP growth, the gains range from 3.0 to 9.3 percent with the SPF forecasts and

2.6 to 6.5 percent with the Greenbook forecasts. For the extension to the ETA-VAR-SV models,

the patterns in the Greenbook forecasts are similar to those described above for the SPF forecasts.

In 68 percent coverage, extending the ETA-SV model to include VAR dynamics does not seem

to help much. But in broader density accuracy as captured by the CRPS, the extension to include

VAR dynamics reduces accuracy for inflation variables but mostly preserves or extends the gains

from ETA-SV for GDP growth and unemployment.
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Table A.2: Forecast error coverage rates, including Greenbook results: one-standard-deviation
bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: ETA-SV

RGDP-SPF 72.06 69.63 73.13 68.42 75.76∗ 1983:Q4
UNRATE-SPF 70.80 70.59 65.93 61.19 62.41 1983:Q4
PGDP-SPF 73.53 71.11 71.64 70.68 71.97 1983:Q4
CPI-SPF 72.09 70.59 65.48 68.67 68.29 1996:Q3
TBILL-SPF 76.74∗ 77.65∗ 70.24 63.86 50.00∗∗ 1996:Q3
RGDP-Greenbook 75.00∗ 76.42∗∗ 78.69∗∗ 80.99∗∗∗ 84.17∗∗∗ 1980:Q4
UNRATE-Greenbook 69.60 70.97 72.36 68.85 65.29 1980:Q4
PGDP-Greenbook 70.16 77.24∗∗ 77.05∗∗ 78.51∗∗ 76.67 1980:Q4
CPI-Greenbook 68.12 69.12 68.66 68.18 72.31 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.09 64.71 69.05 67.47 71.95 1996:Q3
TBILL-SPF 79.07∗ 88.24∗∗∗ 84.52∗∗ 80.72 79.27 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon SV model. The
lower panel provides results based on the FE-CONST model estimated over rolling windows
with 60 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.3: Density forecast accuracy as measured by CRPS, including Greenbook results

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV rel.) 3.01%∗∗ 7.50%∗∗∗ 7.96%∗∗∗ 9.27%∗∗∗ 7.58%∗∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(SV rel.) 1.78%∗ 2.82%∗∗ 3.56%∗∗ 3.44%∗ 2.25% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(SV rel.) 1.03% 1.41% 1.83% 2.59% 3.00% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(SV rel.) 1.98% 2.35% 1.49% 1.63% 2.35% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(SV rel.) 11.36%∗∗∗ 13.99%∗∗∗ 13.00%∗∗∗ 9.85%∗∗ 6.86% 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(SV rel.) 2.59%∗ 4.92%∗∗∗ 5.62%∗∗∗ 6.54%∗∗∗ 4.52%∗∗ 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(SV rel.) 1.51% 2.60%∗ 3.78%∗∗ 3.15%∗∗ 1.55% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(SV rel.) 1.51% 1.20% 2.01% 2.89% 3.30%∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(SV rel.) 3.27% 3.08% 4.57%∗ 3.59% 3.68% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using SV rather than FE-CONST; positive numbers indicate improvement of SV over the FE-
CONST case. The bottom row reports the CRPS for the FE-CONST case, which has been
estimated over rolling windows with 60 quarterly observations. Statistical significance of the
differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is indicated
by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.4: Forecast error coverage rates, including Greenbook results: one-standard-deviation
bands, ETA-VAR-SV specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: ETA-VAR-SV

RGDP-SPF 74.26 73.33 76.12∗ 72.93 77.27∗ 1983:Q4
UNRATE-SPF 66.42 76.47∗ 75.56 74.63 72.18 1983:Q4
PGDP-SPF 73.53 74.07 79.85∗∗∗ 77.44∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 67.44 72.94 67.86 71.08 78.05∗∗∗ 1996:Q3
TBILL-SPF 69.77 81.18∗∗ 75.00 65.06 65.85 1996:Q3
RGDP-Greenbook 75.81∗∗ 78.86∗∗∗ 82.79∗∗∗ 85.12∗∗∗ 86.67∗∗∗ 1980:Q4
UNRATE-Greenbook 69.60 72.58 73.17 72.95 74.38 1980:Q4
PGDP-Greenbook 70.97 78.86∗∗∗ 77.87∗∗ 79.34∗∗ 79.17∗∗ 1980:Q4
CPI-Greenbook 68.12 70.59 70.15 71.21 73.85 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.09 64.71 69.05 67.47 71.95 1996:Q3
TBILL-SPF 79.07∗ 88.24∗∗∗ 84.52∗∗ 80.72 79.27 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon VAR-SV model.
The lower panel provides results based on the FE-CONST model estimated over rolling windows
with 60 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.5: Density forecast accuracy as measured by CRPS, including Greenbook results, ETA-
VAR-SV specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(VAR-SV rel.) 1.77% 6.77%∗∗∗ 7.36%∗∗∗ 7.07%∗∗∗ 4.80%∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(VAR-SV rel.) 12.15%∗∗∗ 11.34%∗∗∗ 10.36%∗∗∗ 9.02%∗∗ 6.22% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(VAR-SV rel.) −2.29% −2.86% −3.00% −3.45% −5.92% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(VAR-SV rel.) 9.86%∗∗ −0.41% −1.79% −2.84% −3.53% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(VAR-SV rel.) 29.74%∗∗∗ 25.45%∗∗∗ 25.40%∗∗∗ 23.76%∗∗∗ 21.21%∗∗∗ 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(VAR-SV rel.) 0.59% 4.34%∗∗ 5.40%∗∗∗ 5.80%∗∗∗ 3.60%∗ 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(VAR-SV rel.) 9.13%∗∗∗ 8.20%∗∗∗ 7.70%∗∗ 6.15%∗ 3.10% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(VAR-SV rel.) 1.25% −3.58% −9.31%∗∗ −11.98%∗∗∗ −15.85%∗∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(VAR-SV rel.) 1.68% 0.63% 0.74% −1.80% −3.23% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using VAR-SV rather than FE-CONST; positive numbers indicate improvement of VAR-SV over
the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which has been
estimated over rolling windows with 60 quarterly observations. Statistical significance of the
differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is indicated
by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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V Additional Results: Rolling-window choices for FE-CONST

For our baseline SV model, Tables A.6 through A.9 report comparisons of coverage rates and

CRPS against the constant variance benchmark — denoted “FE-CONST” since it is estimated

directly from observed forecast rather than expectational updates — when the latter is estimated

using a rolling window size of 40 and 80 quarters, respectively, rather than the 60-quarter default

used elsewhere in this paper. For the sake of comparability, when using the 40-quarter rolling

window, the evaluation window used for the comparisons has been left unchanged relative to

other results reported in this paper (starting after 60 observations). Consequently, the SV-based

results underlying the comparisons reported in Tables A.6 and A.7 are identical to those known

from Tables 1 and 2 in the main paper. When using the 80-quarter rolling window, as reported

in Tables A.8 and A.9 the evaluation window could begin only as of the 80th observation in our

sample.5

As indicated in the robustness section of the paper (material repeated here), our baseline re-

sults are robust to these modifications of the window choice. Lengthening to 80 observations the

rolling window underlying the benchmark constant variance approach does not alter the picture

we painted above: the constant variance approach commonly yields coverage rates in excess of

the nominal rate of 68 percent. In addition, with the change in the rolling window length, it

remains the case that our SV specification offers consistent gains to CRPS accuracy over the

constant variance approach. Similarly, shortening the rolling window to 40 observations does

not materially change the picture provided by the baseline results, although in forecast coverage,

it slightly reduces the advantage of our SV-based model. Density accuracy as measured by the

CRPS is only modestly affected by shortening the rolling window from 60 to 40 observations;

our SV model-based approach maintains the same consistent advantage described above.

5A note on timing conventions in our data set: The data vector ηt used in our estimation is observable in real
time and involves information about the realization of the lagged value yt−1. T observations of ηt thus include data
of a time zero value of y0 and the underlying data set is covering up to T + 1 dates.
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Table A.6: Forecast error coverage rates: one-standard-deviation bands, FE-CONST using
rolling window of 40 observations

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: ETA-SV

RGDP-SPF 72.06 69.63 73.13 68.42 75.76∗ 1983:Q4
UNRATE-SPF 70.80 70.59 65.93 61.19 62.41 1983:Q4
PGDP-SPF 73.53 71.11 71.64 70.68 71.97 1983:Q4
CPI-SPF 72.09 70.59 65.48 68.67 68.29 1996:Q3
TBILL-SPF 76.74∗ 77.65∗ 70.24 63.86 50.00∗∗ 1996:Q3
RGDP-Greenbook 75.00∗ 76.42∗∗ 78.69∗∗ 80.99∗∗∗ 84.17∗∗∗ 1980:Q4
UNRATE-Greenbook 69.60 70.97 72.36 68.85 65.29 1980:Q4
PGDP-Greenbook 70.16 77.24∗∗ 77.05∗∗ 78.51∗∗ 76.67 1980:Q4
CPI-Greenbook 68.12 69.12 68.66 68.18 72.31 1994:Q4

Panel B: FE-CONST

RGDP-SPF 72.79 73.33 73.13 75.19 75.00 1983:Q4
UNRATE-SPF 71.53 77.94∗∗ 81.48∗∗∗ 82.84∗∗∗ 84.21∗∗∗ 1983:Q4
PGDP-SPF 73.53 74.81∗ 70.90 72.93 76.52∗ 1983:Q4
CPI-SPF 73.26 67.06 65.48 67.47 68.29 1996:Q3
TBILL-SPF 79.07∗ 85.88∗∗∗ 84.52∗∗∗ 81.93∗ 78.05 1996:Q3
RGDP-Greenbook 75.00∗ 77.24∗∗ 73.77 71.90 70.83 1980:Q4
UNRATE-Greenbook 68.80 69.35 69.92 71.31 76.03 1980:Q4
PGDP-Greenbook 75.00 73.98 70.49 75.21 71.67 1980:Q4
CPI-Greenbook 63.77 63.24 58.21 54.55∗ 49.23∗∗ 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon SV model. The
lower panel provides results based on the FE-CONST model estimated over rolling windows
with 40 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.7: Density forecast accuracy as measured by CRPS, FE-CONST using rolling window
of 40 observations

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV rel.) 2.42%∗∗ 6.03%∗∗∗ 5.81%∗∗∗ 6.67%∗∗∗ 5.50%∗∗∗ 1983:Q4
(FE-CONST) 0.81 1.00 1.07 1.13 1.14

UNRATE-SPF
(SV rel.) 1.71%∗ 2.53%∗ 3.44%∗ 3.53% 2.59% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.44

PGDP-SPF
(SV rel.) 0.78% 0.07% −0.08% 0.26% 0.36% 1983:Q4
(FE-CONST) 0.50 0.55 0.58 0.62 0.66

CPI-SPF
(SV rel.) 2.47% 3.42% 2.82% 2.87% 3.21% 1996:Q3
(FE-CONST) 0.67 1.06 1.11 1.11 1.11

TBILL-SPF
(SV rel.) 11.72%∗∗∗ 12.78%∗∗∗ 11.23%∗∗∗ 8.16%∗∗ 5.42% 1996:Q3
(FE-CONST) 0.07 0.23 0.39 0.57 0.75

RGDP-GB
(SV rel.) 2.15%∗ 3.46%∗∗ 3.91%∗∗ 4.68%∗∗ 2.77% 1980:Q4
(FE-CONST) 0.90 1.20 1.30 1.37 1.34

UNRATE-GB
(SV rel.) 1.64% 3.37%∗∗ 4.41%∗∗∗ 3.40%∗∗ 1.71% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.41 0.50

PGDP-GB
(SV rel.) 1.18% 0.13% −0.34% −0.12% 0.42% 1980:Q4
(FE-CONST) 0.54 0.60 0.60 0.63 0.67

CPI-GB
(SV rel.) 0.66% 2.09% 3.56% 2.77% 2.77% 1994:Q4
(FE-CONST) 0.53 1.09 1.21 1.23 1.21

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using SV rather than FE-CONST; positive numbers indicate improvement of SV over the FE-
CONST case. The bottom row reports the CRPS for the FE-CONST case, which has been
estimated over rolling windows with 40 quarterly observations. Statistical significance of the
differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is indicated
by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.8: Forecast error coverage rates: one-standard-deviation bands, FE-CONST using
rolling window of 80 observations

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: ETA-SV

RGDP-SPF 69.83 66.96 69.30 62.83 69.64 1988:Q4
UNRATE-SPF 70.09 71.55 65.22 60.53 61.06 1988:Q4
PGDP-SPF 74.14 69.57 70.18 69.03 70.54 1988:Q4
CPI-SPF 72.73 73.85 71.88 74.60 75.81 2001:Q3
TBILL-SPF 78.79∗∗ 80.00∗ 76.56 69.84 56.45 2001:Q3
RGDP-Greenbook 74.04 77.67∗∗∗ 78.43∗∗ 79.21∗∗ 80.00∗∗ 1985:Q4
UNRATE-Greenbook 67.62 70.19 72.82 67.65 64.36 1985:Q4
PGDP-Greenbook 70.19 74.76 75.49 76.24∗ 74.00 1985:Q4
CPI-Greenbook 63.27 62.50 61.70 63.04 71.11 1999:Q4

Panel B: FE-CONST

RGDP-SPF 81.03∗∗∗ 80.00∗∗∗ 78.07∗∗ 79.65∗∗ 79.46∗∗ 1988:Q4
UNRATE-SPF 74.36 82.76∗∗∗ 85.22∗∗∗ 85.09∗∗∗ 84.07∗∗∗ 1988:Q4
PGDP-SPF 80.17∗∗∗ 82.61∗∗∗ 82.46∗∗∗ 83.19∗∗∗ 83.04∗∗∗ 1988:Q4
CPI-SPF 65.15 66.15 71.88 69.84 67.74 2001:Q3
TBILL-SPF 84.85∗∗∗ 90.77∗∗∗ 89.06∗∗∗ 85.71∗∗ 83.87∗ 2001:Q3
RGDP-Greenbook 82.69∗∗∗ 82.52∗∗∗ 79.41∗∗ 78.22∗ 81.00∗∗ 1985:Q4
UNRATE-Greenbook 68.57 75.00 82.52∗∗ 82.35∗∗ 83.17∗∗ 1985:Q4
PGDP-Greenbook 80.77∗∗∗ 78.64∗∗ 78.43∗ 76.24 76.00 1985:Q4
CPI-Greenbook 61.22 54.17∗ 55.32 50.00∗ 51.11∗ 1999:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon SV model. The
lower panel provides results based on the FE-CONST model estimated over rolling windows
with 80 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.9: Density forecast accuracy as measured by CRPS, FE-CONST using rolling window
of 80 observations

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV rel.) 2.00% 5.79%∗∗∗ 5.58%∗∗ 5.63%∗∗ 4.37%∗ 1988:Q4
(FE-CONST) 0.79 0.99 1.08 1.16 1.18

UNRATE-SPF
(SV rel.) 1.63%∗ 3.66%∗∗∗ 3.57%∗∗ 2.60% 1.06% 1988:Q4
(FE-CONST) 0.08 0.16 0.25 0.34 0.44

PGDP-SPF
(SV rel.) 1.28% 1.84% 3.19%∗ 3.52%∗ 3.51% 1988:Q4
(FE-CONST) 0.49 0.54 0.56 0.60 0.65

CPI-SPF
(SV rel.) 2.03% 1.50% 1.27% 1.98% 2.45% 2001:Q3
(FE-CONST) 0.74 1.18 1.20 1.19 1.19

TBILL-SPF
(SV rel.) 12.47%∗∗∗ 15.47%∗∗∗ 15.11%∗∗∗ 11.98%∗∗ 8.12% 2001:Q3
(FE-CONST) 0.07 0.22 0.36 0.52 0.69

RGDP-GB
(SV rel.) 2.30% 5.72%∗∗∗ 6.19%∗∗∗ 6.45%∗∗ 4.13%∗ 1985:Q4
(FE-CONST) 0.82 1.09 1.21 1.30 1.28

UNRATE-GB
(SV rel.) 2.36% 3.68%∗∗ 4.05%∗∗ 2.28% 0.56% 1985:Q4
(FE-CONST) 0.10 0.19 0.27 0.37 0.46

PGDP-GB
(SV rel.) 2.36% 2.46%∗ 4.33%∗ 5.11%∗ 5.91%∗∗ 1985:Q4
(FE-CONST) 0.48 0.58 0.59 0.62 0.65

CPI-GB
(SV rel.) 1.47% 0.67% 2.79% 2.66% 3.01% 1999:Q4
(FE-CONST) 0.66 1.35 1.48 1.47 1.45

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using SV rather than FE-CONST; positive numbers indicate improvement of SV over the FE-
CONST case. The bottom row reports the CRPS for the FE-CONST case, which has been
estimated over rolling windows with 80 quarterly observations. Statistical significance of the
differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is indicated
by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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VI Other Model Specifications

VI.1 AR(1) specification for stochastic volatilities

Our baseline stochastic volatility (SV) model assumes that log-variances evolve as random walks;

see equation (10) of the main paper. Among others, our choice is grounded in the results of Clark

and Ravazzolo (2015); in a comparison of forecasting models using different specifications of

heteroscedasticity, these authors found the random-walk specification for SV to perform gener-

ally better than others. Nevertheless, as a robustness check, we have also re-estimated our results

from a version of the SV model where log-variances evolve as stationary AR(1) processes rather

than random walks.

For this model variant, equation (10) of the main paper is replaced by the following:

log(λi,t) = (1− ρi) log(λ̄i) + ρi log(λi,t−1) + νi,t, i = 1, . . . , H + 1, |ρi| < 1. (A.15)

The average levels of the log-variances, λ̄i, are estimated as part of the KSC state space, by

including λ̄i as additional state variables (in the form of unit-root processes without innovations).

The priors for λ̄i are identical to those used for the initial levels λ̄i,0 in the random-walk case,

λ̄i ∼ N(log (0.52), 10). For the AR(1) persistence coefficient, we use the same normal prior as

Clark and Ravazzolo (2015): ρi ∼ N(0.8, 0.22).

Similar to the random-walk case, the AR(1) innovations are assumed to be correlated across

horizons i (using the same inverse-Wishart prior as in the baseline SV case). Consequently, the

system of AR(1) equations given by (A.15) across different i constitutes a system of seemingly

unrelated regressions (SUR) and its estimation is embedded as an additional Gibbs step in our

MCMC sampler using the conjugate prior-posterior relationships described, for example, by

Koop (2003). We apply rejection sampling and accept draws for ρi that are inside the unit circle.

Results obtained from comparing this model version against the constant variance bench-
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mark are reported in Tables A.10 and A.11. The results (in terms of coverage rates and density

forecast accuracy as measured by CRPS) are similar to our baseline specification; in comparison

to the constant variance benchmark, neither specification strictly dominates the other across all

variables and at every horizon.

VI.2 Factor model for stochastic volatilities

Our baseline SV estimates, shown in Figures 1 and 2 of the main paper, display a fair amount of

commonality. In this baseline model, that commonality is captured by the estimated correlations

between log-variance innovations νi,t across i. As a further robustness check, we considered an

alternative version of our basic SV model where variations in SV across different elements of the

vector η̃t are solely driven by one common factor.

Replacing the random-walk specification for log-variances provided by equation (10) in the

main paper, we assume the following single-factor SV structure:6

log η̃2i,t = log λi,t + log ε2i,t i = 1, . . . , H + 1, (9)

log (λi,t) = log (λ̄i) + βi ft (A.16)

ft = ft−1 + νf,t νf,t ∼ N(0, φf ) (A.17)

For given values of the factor slopes βi and factor innovation variance φf , this system can be

estimated with a slightly modified version of the (approximate) state space described by Kim,

Shephard, and Chib (1998) [henceforth, KSC] with an unchanged measurement equation (9),

reproduced above, and modified state equations.7 As a matter of normalization, we set f0 = 0

and β1 = 1.
6This single-factor structure is a simplified version of the SV factor model described by Carrierio, Clark, and

Marcellino (2015).
7Constants, log (λ̄i), are tracked as part of the state space in the form of unit root processes without innovations.

In addition, we use the 10-state mixture of normals approximation presented by Omori, et al. (2007) rather than the
original seven states known from KSC.
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Analogously to our baseline SV model, the prior for φf is a (univariate) inverse Wishart with

3 degrees of freedom and centered around a mean of 0.22. The prior for the SV constants is

log (λ̄i) ∼ N(log (0.52), 10) and the slopes have normal priors βi ∼ N(1, 0.5) as well.8

Results obtained from comparing this model version against the constant variance bench-

mark are reported in Tables A.12 and A.13. The results (in terms of coverage rates and density

forecast accuracy as measured by CRPS) are similar to our baseline specification; in comparison

to the constant variance benchmark, neither specification strictly dominates the other across all

variables and at every horizon.

VI.3 Joint model of expectational updates for multiple variables

Throughout this paper, we have focused on characterizing uncertainty around forecasts for each

variable separately. A wide body of literature suggests that there is also substantial commonality

in time variation of forecast uncertainty across different macroeconomic variables; see, for ex-

ample, Jurado, Ludvigson, and Ng (2015), and Carriero, Clark, and Marcellino (2016). Indeed,

the SV estimates shown in Figures 1 and 2 display notable commonality not only across forecast

horizons but also across variables.

To assess the usefulness of pooling information across variables in the estimation, we have

applied the baseline SV model as well as its SV-Factor variant to a joint data set involving the

expectational updates from the SPF for the unemployment rate, real GDP growth, and GDP price

index inflation. (Forecast data for CPI inflation and the 3-month T-bill were omitted because of

the more limited availability of historical forecast data for those variables.) The resulting model

variants will be denoted JOINT-SV and JOINT-SV-Factor, respectively.

Except for the use of an augmented data vector, ηt, and different lag-length choices, the

specification of the JOINT models is identical to their single-variable counterparts described

8Given the conjugate priors, the slopes βi and factor innovation variance φf are straightforward to estimate via
additional Gibbs steps in our MCMC sampler.
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above and in the main paper. In the single-variable case, ηt consists of H + 1 expectational

updates for forecasts of one variable.9 In the JOINT case, ηt now contains all (H + 1) · Ny

expectational updates in forecasts for Ny variables at H + 1 different horizons. In the JOINT-

SV model, cross-variable (and cross-horizon) commonality between SV processes is captured

via the estimated variance covariance matrix Φ of the log-variance innovations νi,t (with i =

1, 2, . . . , Ny ·H). In the JOINT-SV-Factor model, commonality in SV process is again captured

by a single factor. In both cases, correlation between the levels of ηt is captured via the lower-

triangular matrix described in equation (7) of the main paper. In our specific application, using

only forecasts for the unemployment rate, real GDP Growth, and GDP price index inflation, we

have Ny = 3, H = 4. Observations are stacked by horizon and then by variable using the

aforementioned order of variables.

Results comparing this model version against the constant variance benchmark are reported

in Tables A.14 and A.15 — assuming separate, but correlated SV processes for each element of

ηt — and Tables A.16 and A.17 — assuming a single common SV factor drives time variation

in the volatilities of each expectational update across variables and horizons. As summarized in

the paper’s robustness section, coverage and CRPS results from these trivariate specifications are

similar to those from our baseline analysis. In coverage, the trivariate specifications perform a

little worse than our baseline, and in CRPS, they are a little better in some cases and worse in

others.

In the context of the JOINT models, it might be worthwhile to note some important as-

pects in which our work is distinct from some of the literature on measuring uncertainty and its

macroeconomic effects. For example, Jurado, Ludvigson, and Ng (2015) use factor-augmented

autoregressive models to capture the conditional means of macro variables and obtain estimates

of stochastic volatility, abstracting from considerations of real-time data. Taking the resulting

volatility estimates as given, they go on to define uncertainty as an average across variables of

9Please recall that there are forecasts for horizons h = 0, 1, . . . ,H (including the nowcast).
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(ex post) forecast error variances and assess its macroeconomic effects with a vector autore-

gression. We instead take point forecasts as given from a source such as the SPF — remaining

agnostic about the data-generating process of the underlying data as well as details of the fore-

casting model — and focus on the measurement of possibly time-varying uncertainty around

each forecast, in a real-time, ex ante data setting.10 With alternative uncertainty estimates in

hand, we evaluate their efficacy.

VI.4 Constant variance estimates derived from expectational updates

Estimates from the constant variance benchmark used in model comparisons throughout this

paper are directly generated from observed forecast error data by computing root-mean square

errors, without transformations into expectational updates and without the martingale-difference

sequence (MDS) assumption embedded in our baseline SV model. To better parse out the role

of the MDS assumption relative to the role of SV, we have also estimated a constant variance

version of the ETA-SV model, also written in terms of expectational updates ηt. Estimation of

this “ETA-CONST” model uses an MCMC sample similar to the ETA-SV case, but assuming

a time-invariant distribution of expectational updates, ηt ∼ N(0,Σ). We employ Bayesian

methods to estimate this model within the real-time setup described in the main paper, assuming

a diffuse inverse-Wishart prior for Σ.11 As in the FE-CONST case, ETA-CONST is estimated

using 60-quarter rolling windows of data (rather than the growing data windows used for the SV

models).

Results obtained from comparing this model version against the constant variance benchmark

that uses data on forecast errors directly (“FE-CONST”) are reported in Tables A.18 and A.19.

10Jo and Sekkel (2017) also take the SPF forecasts as given and obtain a measure of macroeconomic uncertainty
from a factor model with stochastic volatility applied to the one-step-ahead forecast errors of a few SPF variables.
They use the estimate to assess its macroeconomic effects rather than to assess the accuracy of uncertainty estimates.

11Draws for Σ are generated via a Gibbs step that employs the usual conjugate prior-posterior relationships; this
Gibbs step replaces drawing coefficients of the Cholesky factorA in equation (7) as well as the KSC sampling steps
in our MCMC sampler.
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Exploiting the martingale-difference assumption embedded into the ETA-CONST approach does

indeed yield notable improvements in coverage rates and density forecast accuracy, at least for a

number of variables. However, as noted already in Section 5 of the main paper, the measured im-

provements in coverage rates and accuracy of density forecasts relative to FE-CONST tend to be

consistently smaller than those reported for the baseline SV model as reported in the paper’s Ta-

bles 1 and 2 and repeated in Tables A.2 and A.3. As reported in Table A.20, directly comparing

the CRPS results for our preferred ETA-SV specification against the alternative ETA-CONST

baseline shows that our preferred model yields more accurate density forecasts, often signifi-

cantly so. But the gains are more modest than when our preferred model is compared against

the FE-CONST baseline as in the paper. As we note in the paper’s robustness section, in an

overall sense, our methodological innovation has two components, one of which is the use of the

expectational updates and the other is the use of stochastic volatility (with the former enabling

the latter), and both components appear helpful for the problem at hand.

VI.5 VAR with stochastic volatilities applied directly to forecast errors

Our preferred ETA-SV model differs from the constant variance benchmark (FE-CONST) in two

aspects: Time-varying uncertainty modeled via stochastic volatilities and the MDS assumption

embedded in the setup written in terms of expectational updates. Provided the MDS assumption

is true (or provides a decent approximation to the data), the setup in expectational updates op-

timally removes serial correlation between observed forecast errors due to overlapping forecast

horizons. As a further robustness check, we have also applied a VAR system with stochastic

volatility in its innovations directly to data on forecast errors. This model variant will henceforth

be referred to as “FE-VAR(p)-SV.”

Apart from input data and lag length, the specification of the VAR and its estimation is

identical to the generalized model without MDS assumption described in Section 3.3 of the main
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paper, which was applied to the vector of expectational updates ηt.12 The FE-VAR(p)-SV model

is applied to the vector of forecast errors et defined in equation (6) of the main paper.13 In light

of the overlapping forecast windows, observations of et should have stronger serial correlation

than data on expectational updates ηt and over longer lags.14 Indeed, preliminary analysis of

information criteria computed for (homoscedastic) VARs in et with different lag lengths suggest

values of 2 but also up to 4 or 5 lags. Below we report results for FE-VAR(p)-SV estimates using

lag-length choices of p = 2 as well as p = 5.

Results obtained from comparing the constant variance benchmark, FE-CONST, against FE-

VAR(2)-SV are reported in Tables A.21 and A.22 while Tables A.23 and A.24 provide results

based on p = 5. Indeed, compared to the constant variance benchmark, the FE-VAR(p)-SV

model fares somewhat better in terms of coverage rates and forecast density accuracy (though not

uniformly). But using either metric, the performance of FE-VAR(p)-SV is typically inferior to

ETA-SV or ETA-VAR-SV models. In most cases, coverage rates are higher (less accurate) with

the FE-VAR(p)-SV model than the baseline SV model; by the CRPS measure, the FE-VAR(p)-

SV model is less accurate than the baseline SV model for most, although not all, variables.

12As noted already in the main paper, this VAR-SV model has the same form as the model of Cogley and Sargent
(2005) that has by now been considered in a number of forecasting studies.

13Note that real-time readings for realized values yt are available only in quarter t+1, and our real-time analysis
has been adjusted accordingly.

14Under the MDS assumption, there should be no serial correlation in ηt. In contrast, forecast error windows are
overlapping for up to H − 1 lags.
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Table A.10: Forecast error coverage rates, SV-AR(1) specification: one-standard-deviation bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: SV-AR(1)

RGDP-SPF 72.06 71.11 75.37 77.44∗ 78.03∗∗ 1983:Q4
UNRATE-SPF 71.53 70.59 69.63 62.69 63.91 1983:Q4
PGDP-SPF 80.15∗∗∗ 80.00∗∗∗ 82.84∗∗∗ 81.20∗∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 68.60 65.88 67.86 66.27 65.85 1996:Q3
TBILL-SPF 81.40∗∗∗ 82.35∗∗∗ 77.38 67.47 60.98 1996:Q3
RGDP-Greenbook 75.81∗∗ 77.24∗∗∗ 75.41 81.82∗∗∗ 80.00∗∗∗ 1980:Q4
UNRATE-Greenbook 69.60 72.58 69.92 69.67 67.77 1980:Q4
PGDP-Greenbook 70.97 79.67∗∗∗ 77.87∗∗ 81.82∗∗∗ 80.00∗∗∗ 1980:Q4
CPI-Greenbook 66.67 69.12 68.66 69.70 70.77 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.09 64.71 69.05 67.47 71.95 1996:Q3
TBILL-SPF 79.07∗ 88.24∗∗∗ 84.52∗∗ 80.72 79.27 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon SV-AR(1) model.
The lower panel provides results based on the FE-CONST model estimated over rolling windows
with 60 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.11: Density forecast accuracy as measured by CRPS, SV-AR(1) specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV-AR1 rel.) 3.11%∗∗∗ 7.29%∗∗∗ 7.72%∗∗∗ 9.02%∗∗∗ 7.37%∗∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(SV-AR1 rel.) 1.69%∗∗ 3.04%∗∗ 4.25%∗∗∗ 4.63%∗∗ 3.79%∗ 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(SV-AR1 rel.) 0.43% 0.85% 0.85% 1.84% 2.86%∗ 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(SV-AR1 rel.) 2.90%∗∗ 2.48% 1.87% 2.14% 2.70%∗∗ 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(SV-AR1 rel.) 11.91%∗∗∗ 14.06%∗∗∗ 13.31%∗∗∗ 10.74%∗∗∗ 8.19%∗∗ 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(SV-AR1 rel.) 3.04%∗∗∗ 5.07%∗∗∗ 5.63%∗∗∗ 6.59%∗∗∗ 4.77%∗∗∗ 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(SV-AR1 rel.) 1.37%∗ 2.30%∗∗ 3.20%∗∗ 3.07%∗∗ 2.11%∗∗ 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(SV-AR1 rel.) 1.48%∗ 1.54%∗∗ 2.24%∗ 2.54%∗ 2.75%∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(SV-AR1 rel.) 3.64%∗ 2.95%∗ 4.05%∗∗ 3.46%∗ 3.57% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using SV-AR(1) rather than FE-CONST; positive numbers indicate improvement of SV-AR(1)
over the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which
has been estimated over rolling windows with 60 quarterly observations. Statistical significance
of the differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is
indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.12: Forecast error coverage rates, SV-Factor specification: one-standard-deviation bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: SV-Factor

RGDP-SPF 68.38 65.19 67.16 66.92 71.97 1983:Q4
UNRATE-SPF 67.88 65.44 64.44 55.97∗∗ 54.14∗∗ 1983:Q4
PGDP-SPF 71.32 66.67 67.91 69.17 64.39 1983:Q4
CPI-SPF 66.28 62.35 64.29 67.47 70.73 1996:Q3
TBILL-SPF 77.91∗ 78.82∗∗ 70.24 63.86 53.66 1996:Q3
RGDP-Greenbook 74.19 72.36 75.41∗ 79.34∗∗∗ 86.67∗∗∗ 1980:Q4
UNRATE-Greenbook 68.80 73.39 73.98 70.49 65.29 1980:Q4
PGDP-Greenbook 66.94 73.17 76.23∗ 76.03∗ 71.67 1980:Q4
CPI-Greenbook 65.22 66.18 64.18 65.15 69.23 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.09 64.71 69.05 67.47 71.95 1996:Q3
TBILL-SPF 79.07∗ 88.24∗∗∗ 84.52∗∗ 80.72 79.27 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon SV-Factor model.
The lower panel provides results based on the FE-CONST model estimated over rolling windows
with 60 quarterly observations. Statistically significant departures from a nominal coverage of
68% (as predicted under a normal distribution) are indicated by *, **, or ***, corresponding to
10, 5, and 1 percent significance, respectively.
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Table A.13: Density forecast accuracy as measured by CRPS, SV-Factor specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV-1FCTR rel.) 2.98%∗∗ 7.67%∗∗∗ 8.20%∗∗∗ 9.62%∗∗∗ 8.01%∗∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(SV-1FCTR rel.) 2.95%∗∗ 3.71%∗ 4.61%∗∗ 4.38%∗ 2.80% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(SV-1FCTR rel.) 0.65% 0.73% 0.92% 1.75% 1.96% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(SV-1FCTR rel.) 3.60%∗ 2.12% 0.89% 1.16% 2.32% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(SV-1FCTR rel.) 11.34%∗∗∗ 13.29%∗∗∗ 11.93%∗∗∗ 8.92%∗∗ 6.04% 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(SV-1FCTR rel.) 2.91%∗∗ 4.43%∗∗ 5.56%∗∗∗ 6.81%∗∗∗ 4.37%∗ 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(SV-1FCTR rel.) 1.46% 2.78% 4.03%∗ 3.50%∗ 1.89% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(SV-1FCTR rel.) 2.61%∗∗ 2.00%∗∗ 3.13%∗∗ 3.95%∗∗ 3.89%∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(SV-1FCTR rel.) 3.70% 2.09% 3.25% 2.37% 2.46% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the
Greenbook (evaluated against realized data as far as available in both cases). For each variable,
the top row reports the relative CRPS calculated as the percentage decrease of the CRPS when
using SV-Factor rather than FE-CONST; positive numbers indicate improvement of SV-Factor
over the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which
has been estimated over rolling windows with 60 quarterly observations. Statistical significance
of the differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is
indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.14: Forecast error coverage rates, JOINT-SV specification: one-standard-deviation
bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: JOINT-SV

RGDP-SPF 77.94∗∗∗ 73.33 75.37 75.94 76.52∗ 1983:Q4
UNRATE-SPF 68.61 69.12 65.19 59.70 56.39∗ 1983:Q4
PGDP-SPF 78.68∗∗∗ 80.74∗∗∗ 82.84∗∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available). The upper panel provides results based
on our proposed multi-horizon JOINT-SV model. The lower panel provides results based on the
FE-CONST model estimated over rolling windows with 60 quarterly observations. Statistically
significant departures from a nominal coverage of 68% (as predicted under a normal distribution)
are indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.15: Density forecast accuracy as measured by CRPS, JOINT-SV specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(JOINT-SV rel.) 2.59%∗∗ 6.17%∗∗∗ 6.54%∗∗∗ 7.74%∗∗∗ 5.67%∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(JOINT-SV rel.) 1.42% 2.45%∗ 3.43%∗ 3.49% 2.28% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(JOINT-SV rel.) 0.34% −0.29% 0.06% 0.96% 1.70% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available). For each variable, the top row reports the relative CRPS cal-
culated as the percentage decrease of the CRPS when using JOINT-SV rather than FE-CONST;
positive numbers indicate improvement of JOINT-SV over the FE-CONST case. The bottom
row reports the CRPS for the FE-CONST case, which has been estimated over rolling windows
with 60 quarterly observations. Statistical significance of the differences in average CRPS —
assessed with a Diebold and Mariano (1995) test — is indicated by *, **, or ***, corresponding
to 10, 5, and 1 percent significance, respectively.
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Table A.16: Forecast error coverage rates, JOINT-SV-Factor specification: one-standard-
deviation bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: JOINT-SV-Factor

RGDP-SPF 71.32 69.63 70.15 67.67 71.21 1983:Q4
UNRATE-SPF 63.50 61.03 57.78∗∗ 52.24∗∗ 47.37∗∗∗ 1983:Q4
PGDP-SPF 75.74∗ 74.81∗ 76.12∗ 75.19 76.52∗ 1983:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available). The upper panel provides results
based on our proposed multi-horizon JOINT-SV-Factor model. The lower panel provides results
based on the FE-CONST model estimated over rolling windows with 60 quarterly observations.
Statistically significant departures from a nominal coverage of 68% (as predicted under a normal
distribution) are indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance,
respectively.
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Table A.17: Density forecast accuracy as measured by CRPS, JOINT-SV-Factor specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(JOINT-SV-Factor rel.) 2.78%∗∗ 6.51%∗∗∗ 6.98%∗∗∗ 8.43%∗∗∗ 6.72%∗∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(JOINT-SV-Factor rel.) 1.97% 2.42% 3.45% 3.32% 1.84% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(JOINT-SV-Factor rel.) 1.65% 1.01% 1.08% 2.10% 2.72% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available). For each variable, the top row reports the relative CRPS
calculated as the percentage decrease of the CRPS when using JOINT-SV-Factor rather than
FE-CONST; positive numbers indicate improvement of JOINT-SV-Factor over the FE-CONST
case. The bottom row reports the CRPS for the FE-CONST case, which has been estimated
over rolling windows with 60 quarterly observations. Statistical significance of the differences
in average CRPS — assessed with a Diebold and Mariano (1995) test — is indicated by *, **, or
***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.18: Forecast error coverage rates, ETA-CONST specification: one-standard-deviation
bands

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: ETA-CONST

RGDP-SPF 79.41∗∗∗ 77.78∗∗ 77.61∗ 78.20∗ 77.27∗ 1983:Q4
UNRATE-SPF 74.45 77.94∗∗ 74.81 74.63 69.92 1983:Q4
PGDP-SPF 78.68∗∗∗ 77.78∗∗∗ 82.09∗∗∗ 77.44∗∗ 77.27∗∗ 1983:Q4
CPI-SPF 72.09 63.53 61.90 62.65 62.20 1996:Q3
TBILL-SPF 81.40∗∗ 85.88∗∗∗ 82.14∗ 79.52 70.73 1996:Q3
RGDP-Greenbook 78.23∗∗ 81.30∗∗∗ 77.05∗ 77.69∗ 80.83∗∗ 1980:Q4
UNRATE-Greenbook 70.40 76.61∗ 77.24 75.41 76.86 1980:Q4
PGDP-Greenbook 78.23∗∗ 81.30∗∗∗ 81.15∗∗∗ 79.34∗∗ 78.33∗ 1980:Q4
CPI-Greenbook 66.67 66.18 61.19 57.58 60.00 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 72.99 82.35∗∗∗ 85.19∗∗∗ 87.31∗∗∗ 86.47∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.09 64.71 69.05 67.47 71.95 1996:Q3
TBILL-SPF 79.07∗ 88.24∗∗∗ 84.52∗∗ 80.72 79.27 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon ETA-CONST
model. The lower panel provides results based on the FE-CONST model estimated over rolling
windows with 60 quarterly observations. Statistically significant departures from a nominal cov-
erage of 68% (as predicted under a normal distribution) are indicated by *, **, or ***, corre-
sponding to 10, 5, and 1 percent significance, respectively.
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Table A.19: Density forecast accuracy as measured by CRPS, ETA-CONST specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(ETA-CONST rel.) −0.72%∗∗∗ 1.67%∗∗∗ 2.43%∗∗∗ 3.78%∗∗∗ 2.57%∗∗∗ 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(ETA-CONST rel.) −0.22% 1.26%∗∗∗ 2.77%∗∗∗ 3.63%∗∗∗ 3.37%∗∗ 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(ETA-CONST rel.) −0.68%∗∗∗ 0.29% 0.26% 1.07% 2.08%∗ 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(ETA-CONST rel.) −0.09% 1.04% 0.88% 0.90% 0.99% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(ETA-CONST rel.) −0.75%∗∗ 3.63%∗∗∗ 4.53%∗∗∗ 3.90% 2.80% 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(ETA-CONST rel.) −0.56%∗∗∗ 0.71%∗∗ 0.23% 1.13%∗∗ −0.62% 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(ETA-CONST rel.) −0.03% −0.33% 0.85%∗ 1.45%∗∗ 1.17%∗ 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(ETA-CONST rel.) −0.39%∗ −1.38%∗∗∗ −0.70% −0.50% −0.02% 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(ETA-CONST rel.) −0.03% 0.21% 0.57% 0.41% 0.78% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the Green-
book (evaluated against realized data as far as available in both cases). For each variable, the top
row reports the relative CRPS calculated as the percentage decrease of the CRPS when using
ETA-CONST rather than FE-CONST; positive numbers indicate improvement of ETA-CONST
over the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which
has been estimated over rolling windows with 60 quarterly observations. Statistical significance
of the differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is
indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.20: Density forecast accuracy as measured by CRPS, ETA-SV vs ETA-CONST specifi-
cations

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(SV rel.) 3.70%∗∗∗ 5.93%∗∗∗ 5.67%∗∗∗ 5.70%∗∗∗ 5.14%∗∗ 1983:Q4
(ETA-CONST) 0.83 1.00 1.07 1.12 1.14

UNRATE-SPF
(SV rel.) 1.99%∗∗ 1.58% 0.81% −0.20% −1.15% 1983:Q4
(ETA-CONST) 0.08 0.17 0.25 0.33 0.42

PGDP-SPF
(SV rel.) 1.70% 1.13% 1.57% 1.54% 0.93% 1983:Q4
(ETA-CONST) 0.50 0.56 0.59 0.62 0.67

CPI-SPF
(SV rel.) 2.07% 1.32% 0.62% 0.73% 1.37% 1996:Q3
(ETA-CONST) 0.67 1.04 1.09 1.09 1.09

TBILL-SPF
(SV rel.) 12.02%∗∗∗ 10.75%∗∗∗ 8.87%∗∗∗ 6.19%∗∗ 4.18%∗ 1996:Q3
(ETA-CONST) 0.07 0.22 0.38 0.55 0.74

RGDP-GB
(SV rel.) 3.13%∗∗ 4.23%∗∗∗ 5.40%∗∗∗ 5.47%∗∗∗ 5.10%∗∗ 1980:Q4
(ETA-CONST) 0.90 1.21 1.33 1.38 1.37

UNRATE-GB
(SV rel.) 1.54% 2.92%∗∗ 2.96%∗ 1.72% 0.38% 1980:Q4
(ETA-CONST) 0.10 0.20 0.30 0.40 0.49

PGDP-GB
(SV rel.) 1.89% 2.54%∗∗ 2.68% 3.37%∗ 3.32% 1980:Q4
(ETA-CONST) 0.55 0.61 0.62 0.65 0.69

CPI-GB
(SV rel.) 3.30% 2.87% 4.02% 3.19% 2.93% 1994:Q4
(ETA-CONST) 0.55 1.10 1.21 1.23 1.21

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the Green-
book (evaluated against realized data as far as available in both cases). For each variable, the top
row reports the relative CRPS calculated as the percentage decrease of the CRPS when using
ETA-SV rather than ETA-CONST; positive numbers indicate improvement of ETA-SV over the
ETA-CONST case. The bottom row reports the CRPS for the ETA-CONST case. Both ETA-SV
and ETA-CONST have been estimated over rolling windows with 60 quarterly observations. Sta-
tistical significance of the differences in average CRPS — assessed with a Diebold and Mariano
(1995) test — is indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance,
respectively.
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Table A.21: Forecast error coverage rates: one-standard-deviation bands, FE-VAR(2)-SV speci-
fication

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: FE-VAR(2)-SV

RGDP-SPF 69.85 77.04∗∗ 76.87∗ 77.44∗∗ 75.76 1983:Q4
UNRATE-SPF 71.53 72.06 67.41 64.18 63.91 1983:Q4
PGDP-SPF 75.00∗ 77.78∗∗ 81.34∗∗∗ 78.20∗∗ 78.79∗∗ 1983:Q4
CPI-SPF 73.26 76.47∗ 76.19∗ 75.90 75.61∗ 1996:Q3
TBILL-SPF 77.91∗∗ 82.35∗∗∗ 73.81 69.88 62.20 1996:Q3
RGDP-Greenbook 75.81∗∗ 77.24∗∗∗ 77.05∗∗ 78.51∗∗ 82.50∗∗∗ 1980:Q4
UNRATE-Greenbook 71.20 71.77 70.73 61.48 56.20∗ 1980:Q4
PGDP-Greenbook 71.77 71.54 77.05∗∗ 76.86∗ 77.50∗ 1980:Q4
CPI-Greenbook 69.57 67.65 67.16 69.70 70.77 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 73.19 82.48∗∗∗ 85.29∗∗∗ 87.41∗∗∗ 86.57∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.41 65.12 69.41 67.86 72.29 1996:Q3
TBILL-SPF 79.31∗∗ 88.37∗∗∗ 84.71∗∗ 80.95 79.52 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon FE-VAR(2)-SV
model. The lower panel provides results based on the FE-CONST model estimated over rolling
windows with 60 quarterly observations. Statistically significant departures from a nominal cov-
erage of 68% (as predicted under a normal distribution) are indicated by *, **, or ***, corre-
sponding to 10, 5, and 1 percent significance, respectively.
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Table A.22: Density forecast accuracy as measured by CRPS, FE-VAR(2)-SV specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(FE-VAR rel.) 1.70% 3.68%∗∗ 4.32%∗∗ 4.39%∗ 1.28% 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(FE-VAR rel.) 4.52% 6.94%∗ 6.89% 5.48% 2.62% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(FE-VAR rel.) −2.70% −3.88% −2.72% −2.31% −4.55% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(FE-VAR rel.) −4.18% −1.19% −0.95% −1.88% −3.80% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(FE-VAR rel.) 18.86%∗∗∗ 21.23%∗∗∗ 21.96%∗∗∗ 20.35%∗∗ 18.52%∗∗ 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(FE-VAR rel.) 2.49% 4.74%∗∗ 4.87%∗∗ 4.42% 2.51% 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(FE-VAR rel.) 4.78% 3.66% 2.89% 1.13% −0.29% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(FE-VAR rel.) −1.01% −2.80% −7.42%∗∗ −13.00%∗∗ −18.47%∗∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(FE-VAR rel.) 0.35% −0.13% −0.20% −2.03% −3.95% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the Green-
book (evaluated against realized data as far as available in both cases). For each variable, the top
row reports the relative CRPS calculated as the percentage decrease of the CRPS when using
FE-VAR(2)-SV rather than FE-CONST; positive numbers indicate improvement of FE-VAR(2)-
SV over the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which
has been estimated over rolling windows with 60 quarterly observations. Statistical significance
of the differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is
indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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Table A.23: Forecast error coverage rates: one-standard-deviation bands, FE-VAR(5)-SV speci-
fication

Forecast horizon

Variable 0 1 2 3 4 eval. begin

Panel A: FE-VAR(5)-SV

RGDP-SPF 69.85 75.56∗ 76.12∗ 78.20∗∗ 75.76 1983:Q4
UNRATE-SPF 71.53 70.59 67.41 64.93 61.65 1983:Q4
PGDP-SPF 74.26 76.30∗∗ 79.85∗∗∗ 75.19 78.03∗∗ 1983:Q4
CPI-SPF 72.09 75.29 76.19∗ 75.90 76.83∗∗ 1996:Q3
TBILL-SPF 79.07∗∗ 82.35∗∗∗ 73.81 68.67 59.76 1996:Q3
RGDP-Greenbook 75.81∗∗ 78.05∗∗∗ 77.05∗∗ 78.51∗∗ 83.33∗∗∗ 1980:Q4
UNRATE-Greenbook 72.80 70.97 70.73 63.11 58.68 1980:Q4
PGDP-Greenbook 71.77 69.92 77.05∗∗ 76.86∗ 77.50∗ 1980:Q4
CPI-Greenbook 69.57 67.65 67.16 69.70 73.85 1994:Q4

Panel B: FE-CONST

RGDP-SPF 77.94∗∗∗ 78.52∗∗ 77.61∗ 78.95∗ 79.55∗∗ 1983:Q4
UNRATE-SPF 73.19 82.48∗∗∗ 85.29∗∗∗ 87.41∗∗∗ 86.57∗∗∗ 1983:Q4
PGDP-SPF 75.00∗ 77.04∗∗ 77.61∗∗ 78.20∗∗ 79.55∗∗∗ 1983:Q4
CPI-SPF 72.41 65.12 69.41 67.86 72.29 1996:Q3
TBILL-SPF 79.31∗∗ 88.37∗∗∗ 84.71∗∗ 80.95 79.52 1996:Q3
RGDP-Greenbook 75.81∗ 79.67∗∗∗ 74.59 76.03 75.83 1980:Q4
UNRATE-Greenbook 68.80 72.58 74.80 76.23 79.34∗ 1980:Q4
PGDP-Greenbook 75.81∗ 78.86∗∗ 75.41 76.86∗ 72.50 1980:Q4
CPI-Greenbook 65.22 66.18 62.69 57.58 58.46 1994:Q4

Note: The table reports the empirical out-of-sample coverage rates of one-standard-deviation
bands. The sample uses predictions made from the date given in the right-most column through
2017:Q4 (and realized forecast errors as far as available), in case of the SPF, and through
2011:Q4, in case of the Greenbook (evaluated against realized data as far as available in both
cases). The upper panel provides results based on our proposed multi-horizon FE-VAR(5)-SV
model. The lower panel provides results based on the FE-CONST model estimated over rolling
windows with 60 quarterly observations. Statistically significant departures from a nominal cov-
erage of 68% (as predicted under a normal distribution) are indicated by *, **, or ***, corre-
sponding to 10, 5, and 1 percent significance, respectively.
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Table A.24: Density forecast accuracy as measured by CRPS, FE-VAR(5)-SV specification

Forecast horizon

Variable 0 1 2 3 4 eval. begin

RGDP-SPF
(FE-VAR rel.) 1.64% 3.09% 3.92%∗∗ 4.13%∗ 1.33% 1983:Q4
(FE-CONST) 0.82 1.02 1.10 1.16 1.17

UNRATE-SPF
(FE-VAR rel.) 3.44% 6.46% 5.16% 2.16% −2.00% 1983:Q4
(FE-CONST) 0.08 0.17 0.25 0.34 0.43

PGDP-SPF
(FE-VAR rel.) −0.90% −1.13% 0.74% 1.39% −1.51% 1983:Q4
(FE-CONST) 0.50 0.56 0.60 0.63 0.68

CPI-SPF
(FE-VAR rel.) −5.03% −1.59% −1.95% −2.74% −5.08% 1996:Q3
(FE-CONST) 0.66 1.05 1.09 1.10 1.10

TBILL-SPF
(FE-VAR rel.) 21.63%∗∗∗ 23.63%∗∗∗ 24.02%∗∗∗ 20.89%∗∗∗ 17.69%∗∗ 1996:Q3
(FE-CONST) 0.07 0.23 0.40 0.58 0.76

RGDP-GB
(FE-VAR rel.) 1.37% 3.82%∗ 4.41%∗ 3.85% 1.72% 1980:Q4
(FE-CONST) 0.90 1.22 1.33 1.39 1.37

UNRATE-GB
(FE-VAR rel.) 4.43% 2.65% 2.16% 0.30% −0.53% 1980:Q4
(FE-CONST) 0.10 0.20 0.30 0.40 0.50

PGDP-GB
(FE-VAR rel.) −0.47% −0.54% −5.51% −10.31%∗ −15.85%∗∗ 1980:Q4
(FE-CONST) 0.54 0.60 0.62 0.65 0.69

CPI-GB
(FE-VAR rel.) −0.52% −0.17% 0.73% −2.83% −5.15% 1994:Q4
(FE-CONST) 0.55 1.10 1.22 1.24 1.22

Note: The table reports CRPS results for out-of-sample density forecasts. The sample uses
predictions made from the date given in the right-most column through 2017:Q4 (and realized
forecast errors as far as available), in case of the SPF, and through 2011:Q4, in case of the Green-
book (evaluated against realized data as far as available in both cases). For each variable, the top
row reports the relative CRPS calculated as the percentage decrease of the CRPS when using
FE-VAR(5)-SV rather than FE-CONST; positive numbers indicate improvement of FE-VAR(5)-
SV over the FE-CONST case. The bottom row reports the CRPS for the FE-CONST case, which
has been estimated over rolling windows with 60 quarterly observations. Statistical significance
of the differences in average CRPS — assessed with a Diebold and Mariano (1995) test — is
indicated by *, **, or ***, corresponding to 10, 5, and 1 percent significance, respectively.
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