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I. Introduction 

 

Real gross domestic product (GDP) is a comprehensive measure of an economy’s output.  

In the United States, the Bureau of Economic Analysis (BEA) publishes estimates of GDP in the 

National Income and Product Accounts (NIPAs).  These estimates are derived using expenditure 

data: real GDP is the chain-weighted sum of the components consumption, investment, 

government, and net exports; see Landefeld et al. (2008).  In turn, these components can be 

separated into subcomponents; e.g., investment comprises nonresidential fixed investment, 

residential investment, and private inventory investment.  While the expenditure-based GDP 

measure receives considerable attention, the NIPAs contain estimates of the theoretically 

equivalent income-based measure of the economy’s output—gross domestic income (GDI); see 

Nalewaik (2010)—and the average of GDP and GDI.  In addition, the BEA publishes 

information on a number of other NIPA aggregates, which are combinations that typically omit 

one or more of the (sub)components of GDP. 

Akin to the way in which economists have attempted to use core inflation—which 

excludes volatile food and energy prices—to predict headline inflation, the omission of 

(sub)components of GDP in these NIPA aggregates may be useful in extracting the signal for 

where GDP is going.
1
  For example, because inventory investment can be volatile from one 

quarter to the next, a measure of GDP that excludes the change in inventories may help forecast 

GDP.  In practice, economists have drawn conclusions about which aggregates most closely 

resemble overall GDP and therefore may be helpful for forecasting on the basis of in-sample fit 

using the most revised data; see, e.g., Council of Economic Advisers (2015) and Kawa (2017).   

                                                           
1
 Aruoba et al. (2012, 2016) posit that GDP is a noisy measure of true output growth; by extension, NIPA aggregates 

may be useful in extracting the true underlying state of the economy. 
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This paper examines the ability of NIPA aggregates to forecast GDP growth.  Instead of 

focusing on in-sample fit with the most revised vintage data, the first contribution of the paper is 

to compile or, in some cases, to reconstruct real-time vintages for NIPA aggregates.  While real-

time vintages for real GDP and real personal consumption expenditures (PCE) are readily 

available from real-time data repositories, we also collect real-time vintage data on the growth 

rates of: GDI; the average of GDP and GDI; real final sales of domestic product; real final sales 

to domestic purchasers, which we refer to as domestic final purchases (DFP); and real final sales 

to private domestic purchasers, which we refer to as private domestic final purchases (PDFP).  

We format these vintages of real-time data series to match the formatting of other real-time data 

repositories for other researchers to use in their research. 

Using these real-time data vintages, the second contribution is to assess the ability of 

NIPA aggregates to forecast GDP growth out-of-sample.  Our consideration of a range of NIPA 

aggregates in a real-time, out-of-sample forecasting exercise for GDP growth is novel.  Despite a 

great interest in forecasting GDP growth and a large body of research, the survey article by 

Chauvet and Potter (2013) shows that, in general, a univariate AR(2) process is a difficult 

forecasting benchmark to beat.  Using simple forecasting techniques, we show that a variety of 

forecasts generated with NIPA aggregates have historically been more accurate than the forecasts 

from the AR(2) benchmark.  These results are strongest for DFP—which is the sum of PCE, 

nonresidential fixed investment, residential investment, and government purchases—and for 

PCE, over horizons of 1 to 3 quarters; by the 4-quarter horizon, it is difficult to improve on the 

AR(2) benchmark.  The forecasting accuracy gains are especially visible during recessions, 

although we document modest gains during expansions as well.  Our results also illustrate a key 

limitation of GDI.  Nalewaik (2010) advocates for GDI as a more compelling measure of 
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economic output than GDP and documents that it also has explanatory power for GDP in real 

time; Nalewaik (2012) and Aruoba et al. (2012, 2016) provide further support for GDI.  While 

asking and answering a different question, our results indicate that the ability of GDI to forecast 

GDP is hampered by data release lags. 

 

II.  Real-Time Data Vintages 

 

We compile or construct real-time vintage data for seven quarterly series in the NIPAs; 

see Bureau of Economic Analysis (2016) for more details on the series.  To do so, we use data 

from the Federal Reserve Bank of St. Louis’ Archival Economic Data (ALFRED) online 

database; the Federal Reserve Bank of Philadelphia’s online Real-Time Data Set for 

Macroeconomists (RTDSM), as documented in Croushore and Stark (2001); the BEA Data 

Archive: National Accounts (NIPA); historical print issues of the BEA’s monthly Survey of 

Current Business, available on the Federal Reserve Bank of St. Louis’ FRASER website; Haver 

Analytics; and Nalewaik (2012).  The seven series are: 

1. Real gross domestic product (GDP). 

2. Real gross domestic income (GDI). 

3. The average of GDP and GDI, which we denote by GDA (for “average”).  The BEA 

defines GDA as the arithmetic average of nominal GDP and nominal GDI, divided by the 

implicit GDP deflator.  The BEA began officially publishing this measure in July 2015 

with the release of the first or “advance” estimate of second quarter GDP for 2015, 

although in practice economists could have been calculating it themselves at any point 
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before then; see the discussion in Nalewaik (2010, p. 127) for evidence that this was 

being done in practice.
2
 

4. Real final sales of domestic product (FSDP).  The BEA defines this series as GDP minus 

the change in private inventories; alternatively, it can be built up as the sum of PCE, 

nonresidential fixed investment, residential investment, government spending, and net 

exports.
3
 

5. Real domestic final purchases (DFP).  Formally called real final sales to domestic 

purchasers by the BEA, this aggregate is GDP minus the change in private inventories 

and net exports; alternatively, it can be built up as the sum of PCE, nonresidential fixed 

investment, residential investment, and government spending. 

6. Real private domestic final purchases (PDFP).  Formally called real final sales to private 

domestic purchasers by the BEA, but also referred to as PDFP (see Council of Economic 

Advisers 2015) or private final domestic purchases (PFDP), this aggregate is GDP minus 

the change in private inventories, trade, and government spending; alternatively, it is the 

sum of PCE, nonresidential fixed investment, and residential investment.  As with GDA, 

the BEA only began officially publishing this series in July 2015, although economists 

could have been calculating it themselves at any point before then, in an effort to remove 

volatility in GDP coming from inventories, trade, and government spending. 

7. Real personal consumption expenditures (PCE). 

The data vintages we construct are similar to those in ALFRED.  The first row in our 

dataset contains vintage dates, which identify when NIPA data releases occurred.  This 

convention allows us to generate forecasts using the data that would have been available at any 

                                                           
2
 See Fixler et al. (2014) for analysis of combinations of GDP and GDI as well as the research cited below. 

3
 For the sake of exposition in the text, we abstract from chain-weighting when summing series to form aggregates, 

but we follow BEA practice as necessary when constructing measures.   
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given point in the past.  The first available vintage date for real GDP in ALFRED is December 4, 

1991, while most other series have earlier vintage dates.
4
  The last data vintage comes from the 

NIPA release on April 28, 2017.  Most of the data vintages have their first growth rate 

observation in 1947:Q2.
5
  At each point in our forecasting exercises, data availability is 

determined by the vintage date.  In all cases, we compute quarterly annualized growth rates using 

the standard BEA formula as g(Xt)=100×[(Xt/Xt−1)
4
−1], where Xt is the level of the series in 

quarter t.  Appendix A provides a detailed accounting of how we compiled or constructed 

vintages of each aggregate.  While GDI, GDA, and PCE differ in their construction from the 

other aggregate measures we consider, we include them under the rubric of “NIPA aggregates” 

for the sake of expositional simplicity.  

 

III. Methodology 

 

We evaluate the ability of NIPA aggregates, in combination with simple forecasting 

methods, to forecast out-of-sample quarterly annualized real GDP growth using real-time data.  

We do so by recursively generating forecasts using the same information sets that professional 

forecasters participating in either the Survey of Professional Forecasters (SPF) or the Blue Chip 

Economic Indicators (BC) survey would have had available.  Because the information sets differ 

for these two surveys, we conduct two separate forecasting exercises.  

                                                           
4
 The earliest GDI and GDA vintages are from January 29, 1992.  The earliest vintages for FSDP, DFP, and PDFP 

are from August 19, 1965, while the earliest vintage for PCE is from December 21, 1958. 
5
 Because the levels of most series begin in 1947:Q1, growth rates begin in Q2.  In some cases, especially around 

comprehensive revisions, complete time series data extending all the way back to 1947:Q1 were not available, often 

temporarily.  In such cases, we make the reasonable assumption that forecasters would have temporarily backfilled 

the missing growth rate data using the data that had been available prior to the revision. 
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The first exercise uses SPF information sets.  The SPF survey is conducted once per 

quarter, in the first half of the middle month of the quarter.
6
  We take the forecast origin in each 

quarter to be the closing date for submissions to that quarter’s SPF release.  At this point in 

quarter t, we generally have the “advance” (i.e., first) release of GDP for quarter t−1 along with 

many NIPA aggregates.  However, because of publication delays for GDI and thus GDA, the last 

observation for these variables is usually from quarter t−2.
7
  In addition, the BEA makes the 

advance estimate using incomplete source data.  Hence, this exercise implicitly allows us to 

examine the effect of measurement errors in the initial estimates of GDP and many NIPA series 

compared with publication lags in GDI and GDA on the ability of these aggregates to forecast 

real GDP growth.  

The second exercise uses BC information sets.  The BC survey is released three times 

each quarter on the 10
th

 of each month, with surveys conducted in the prior week.
8
  Following 

Chauvet and Potter (2013), we make out-of-sample forecasts in the first month of each quarter 

using the data that would have been available to Blue Chip survey contributors when submitting 

their forecasts.  At this point in quarter t, we have available the BEA’s third NIPA release with 

GDP and GDI for quarter t−2.  Thus, this timing allows us to assess the forecasting ability of 

NIPA aggregates conditional on using the BEA’s third estimates—which include more complete 

source data than is included in the advance release—through the same final quarter for all series. 

                                                           
6
 SPF survey dates and release dates are available from the Federal Reserve Bank of Philadelphia’s website at 

https://www.phil.frb.org/-/media/research-and-data/real-time-center/survey-of-professional-forecasters/spf-release-

dates.txt?la=en.   
7
 While this delay is the normal pattern, there are a few exceptions in our dataset when GDI was available at this 

point in the quarter.  
8
 The BC survey is conducted over a two-day period.  If it is reported in the release, we use the closing date for 

submissions.  In cases where the BC survey date is not available, we follow Knotek and Zaman (forthcoming) and 

assume the survey date was the first Thursday of the month, unless that is the first day of the month, in which case 

we assume the survey date was the first Tuesday of the month. 

https://www.phil.frb.org/-/media/research-and-data/real-time-center/survey-of-professional-forecasters/spf-release-dates.txt?la=en
https://www.phil.frb.org/-/media/research-and-data/real-time-center/survey-of-professional-forecasters/spf-release-dates.txt?la=en
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We look at the ability of each NIPA aggregate to generate out-of-sample forecasts using 

real-time data for 1- through 3-step-ahead GDP growth.
9
  We focus on relatively simple 

forecasting methods and time series models in order to let the information in the NIPA 

aggregates speak.  With more complicated forecasting models and methodologies, the 

contribution of the data versus the model becomes less clear.  While a potential limitation of our 

analysis, the principle of parsimony tends to be successful in a variety of forecasting contexts.
10

  

For the sake of exposition, assume that when making a forecast in quarter t, the information set 

includes the most recently available observation on GDP growth from quarter t−j, g(GDPt−j), 

while the most recently available observed growth rate for the aggregate X is from quarter t−k, 

g(Xt−k), where k≥j.  We consider four basic forecasting methods: 

1. RW: Our first method takes the flavor of a random walk: the most recent observation on 

the growth of aggregate X is the forecast for quarterly GDP growth going forward, which 

we denote with a hat, “^”.   

 ˆ( ) ( ),  1,2,3,4t j i t kg GDP g X i      (1) 

In this case, a forecaster would simply predict future GDP growth by reading the most 

recently available growth rate of aggregate X from the NIPA release. 

2. RW-AR(p): The second method estimates an AR(p) model using growth in the aggregate 

X up through time τ=t−k.   

 
1

( ) ( )
p

h h

h

g X a b g X e  



     (2) 

                                                           
9
 While not reported, and consistent with Chauvet and Potter (2013) and the literature such as Bańbura et al. (2013), 

we found essentially no ability of our measures to outperform univariate GDP growth forecasts from the 4-step 

horizon onward. 
10

 See, e.g., Chauvet and Potter (2013) and Edge et al. (2010) for GDP, and Atkeson and Ohanian (2001) and Faust 

and Wright (2013) for inflation. 
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We estimate and then iteratively use equation (2) to forecast the growth of the aggregate 

X at time t−j+i, ˆ( )t j ig X   , for i=1,2,3,4, and, as in equation (1), we treat that forecast as 

the forecast for GDP growth: ˆ ˆ( ) ( )t j i t j ig GDP g X    . 

3. Direct(p): The third method makes direct i-step-ahead forecasts for GDP growth using p 

lags of the aggregate X.  We estimate regressions of the form: 

 1

1

( ) ,  1,2,3,( 4)
p

h h i

h

ig G a b g X eD iP     



       (3) 

and use the estimated coefficients from equation (3) to generate forecasts for ˆ( )t j ig GDP  . 

4. VAR(p): The fourth method uses bivariate vector autoregressions in GDP growth and the 

growth of the aggregate X with p lags.  We use equation-by-equation OLS to estimate 

VARs of the form: 

 
1

( ) ( )

( ) ( )

p

h

h

h

h

g GDP g GDP

g X g X

 



 





   
    
 


 

A B e   (4) 

and use the estimated coefficients from equation (4) to iteratively generate forecasts of 

ˆ( )t j ig GDP   for i=1,2,3,4. 

Implicitly, the RW and RW-AR(p) methods assume that the growth rate of the aggregate X is 

similar to the underlying growth rate of GDP and that forecasts can take advantage of this 

relationship, while the direct(p) and VAR(p) methods are able to better capture persistent 

differences in growth rates.  For the RW-AR(p), direct(p), and VAR(p) models, we use 

expanding windows with the first data point in 1964:Q2 to estimate the parameters of the 

respective model.
11

  We consider p lags between 1 and 4.  For our purposes, we will refer to a 

combination of forecasting method, choice of lag length p, and NIPA aggregate as a “model.” 

                                                           
11

 In Appendix C, we estimate the parameters of the models using rolling windows of 40 quarters. 
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To assess our models’ forecasting performance, we examine root mean squared forecast 

errors (RMSFEs) relative to the benchmark used in Chauvet and Potter (2013): an AR(2) model 

with an expanding estimation window starting in 1964:Q2.  Edge et al. (2010) also employ an 

AR(2) benchmark for GDP growth; D’Agostino et al. (2006) document that it is difficult to 

improve upon the GDP growth forecasts from simple benchmarks in the post-1985 period.  

 As in all studies using real-time data, we need to take a stand on what constitutes the 

“true” GDP growth rate for measuring forecasting accuracy, and we use the third NIPA release 

for a given quarter from the RTDSM; Tulip (2009) provides a justification for using this vintage 

as the “truth.”  The evaluation period is 100 quarters long, beginning in 1992:Q1 and ending in 

2016:Q4.
12

  Further, as in Chauvet and Potter (2013), we look at forecasting performance based 

on the entire sample, the subsample including only expansions as defined by the NBER dating 

committee, and the subsample including only recessions.  While NBER recessions and 

expansions are not known in real time, examining the results conditional on the business cycle 

augments our understanding of what drives the full-sample, true real-time results.  Our entire 

evaluation sample includes two recessions which lasted a combined eleven quarters: the 

2001:Q1-2001:Q4 recession and the 2007:Q4-2009:Q2 recession.  To examine predictive ability 

conditional on being in an economic expansion, we remove all forecasting errors corresponding 

to quarters in which the U.S. economy was in recession; we follow a similar procedure when we 

condition on being in a recession.  For models with relative RMSFEs less than 1, we assess 

statistical significance using the Diebold and Mariano (1995) (DM) test for equal predictive 

accuracy between a given forecast and the forecast from the AR(2) benchmark with the small-

                                                           
12

 Following the BEA, we use fixed-weight real GDP at the beginning of the evaluation period and chain-weighted 

real GDP from 1996 onward. 
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sample correction of Harvey et al. (1997), using MSE as the metric and two-sided t-statistic 

tests.
13

  

 

IV. Survey of Professional Forecasters Exercise Results 

 

SPF surveys are released in the middle of the second month of each quarter.  At that 

point, the first estimate of GDP growth is available for the previous (t−1) quarter.  The first 

forecast for quarterly annualized real GDP growth in each survey is for the quarter t in which the 

survey is released (i.e., the nowcast).  Our exercise considers forecasts for quarters t, t+1, and 

t+2.
14

 

Using matched SPF information sets, Table 1 presents relative RMSFEs, with the AR(2) 

benchmark in the denominator, for the full sample results across all model specifications and 1- 

through 3-step-ahead forecast horizons.  We shade entries that outperform the benchmark in 

green, with darker shading implying lower relative RMSFEs.  We note three findings from this 

exercise.   

First, NIPA aggregates are useful in generating forecasts for GDP growth that outperform 

the AR(2) benchmark over short horizons.  In general, the gains are modest.  At the 1-step 

horizon, using DFP, PDFP, or PCE produces lower RMSFEs than the benchmark model across 

nearly all methods, with RMSFE gains in the range of 3% to 8%.  At the 2-step horizon, 

                                                           
13

 Clark and McCracken (2009) discuss issues with tests of equal forecast accuracy when using real-time data.  

Hence, we view these DM test statistics as approximations.  In Appendix B, we present results from the directional 

forecast accuracy approach of Pesaran and Timmermann (2009) and show success ratios that measure the frequency 

with which, for a given forecast horizon i, the forecast ĝ(GDPt−j+i) and the third release g(GDPt−j+i) are both either 

greater than or less than the most recently available real-time GDP growth rate at the time of the forecast, g(GDPt−j). 
14

 As an example, the 2016:Q1 SPF survey was conducted in February 2016.  At that time, the advance estimate of 

2015:Q4 GDP was available, as were estimates for most other NIPA aggregates we consider; however, GDI and 

GDA were only available through 2015:Q3.  The 1- through 3-step-ahead forecasts were for 2016:Q1, 2016:Q2, and 

2016:Q3.  
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forecasting gains remain widespread among these aggregates.  In most cases, the size of the 

forecasting gains over the AR(2) benchmark shrinks compared with the 1-step horizon results.  

At the 3-step horizon, there continue to be improvements over the AR(2) benchmark from PCE, 

PDFP, and DFP, along with a few improvements from using FSDP, but the magnitude of the 

gains has decreased to between 1% and 2%.  At longer forecast horizons, meaningful forecast 

improvements disappear, and the forecasts from using NIPA aggregates are about as good (or 

bad; see Edge and Gürkaynak 2010) as those from the benchmark.  Despite some gains in 

RMSFEs approaching 10%, relatively few of the improvements in forecast accuracy are 

statistically significant at the 10% level based on the DM test; they come from using DFP in 

RW-AR(p) models at the 1-step horizon, PDFP in the VAR(1) model at the 2-step horizon, and 

FSDP in the RW-AR(2) model at the 3-step horizon. 

Second, on the basis of the information sets available in this exercise, the publication lag 

in GDI compared with GDP and other NIPA aggregates renders the forecasting accuracy of GDI- 

and GDA-based models nearly uniformly worse than that of the AR(2) benchmark for 

forecasting future GDP growth.  This is true even though the AR(2) benchmark is using the 

imprecise advance release for quarter t−1 to iteratively inform future forecasts. 

Third, the RMSFEs from the SPF median forecasts have been smaller than those from 

both the models using NIPA aggregates and the AR(2) benchmark.  However, the improvement 

in SPF forecast accuracy compared with the AR(2) benchmark is only statistically significant at 

the 10% level at the 1-step (nowcast) horizon based on the DM test.  For the sake of comparison, 

nowcasting models that use mixed-frequency data or higher-than-quarterly frequency data and 

forecast evaluation periods similar to ours—such as the dynamic factor models in Bańbura et al. 

(2013) and Liebermann (2014), and the mixed-frequency models estimated with Bayesian 
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methods and featuring stochastic volatility in Carriero et al. (2015)—produce nowcast RMSFEs 

that are comparable to, but greater than, those from SPF.  Thus, even though we are only using 

quarterly NIPA aggregates for near-term forecasting, the combination of these aggregates with 

simple forecasting tools helps close the gap between the quarterly AR(2) benchmark and the 

nowcasts from SPF that incorporate judgment. 

Chauvet and Potter (2013) show that the relative forecasting ability of competing models 

varies over the business cycle.  To examine this issue, Table 2 presents the RMSFEs conditional 

on a given forecast quarter being part of an expansion as defined by the NBER.  During 

expansions, improvements in forecast accuracy over the AR(2) benchmark are more model-

specific than in the full sample.  The RW-AR(1) model outperforms the benchmark for all 

measures except for PDFP at the 1-step horizon and for all measures at the 2-step horizon, with 

small gains from 3 of the 6 measures at the 3-step horizon.  The VAR(1) performs well across all 

measures at the 2-step horizon, with small gains at the 3-step horizon.  In looking at NIPA 

aggregate measures, the PCE aggregate is the most useful during expansions; together with a 

RW-AR(p), it offers the largest improvements in forecast accuracy over the benchmark—on the 

order of 4% to 6% based on RMSFEs at the 1-step horizon and 3% to 4% at the 2-step horizon.  

As was the case with the full sample, however, there are few cases in which the improvements 

are statistically significant based on the DM test.  Whereas GDI and GDA had suffered from 

release lags in the full-sample results, there are some cases in which they outperform the 

benchmark when conditioning on the economy being in an expansion.  This finding essentially 

says that old information can still be relevant—provided the economy does not suddenly turn 

down.  Finally, while SPF outperforms the benchmark in the nowcast quarter during expansions, 

it underperforms the benchmark at other horizons.  Thus, we document a number of cases in 
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which NIPA aggregates and simple forecasting models improve upon the AR(2) benchmark 

conditional on the economy being in an expansion; using PCE with the RW-AR methods 

produces forecasts that essentially match SPF at the 1-step horizon and outperform SPF forecasts 

at the 2- and 3-step horizons. 

Table 3 displays RMSFEs conditional on a given forecast quarter being part of a 

recession.  With only eleven recession quarters, inference is based on a very small sample.  

Nevertheless, the table illustrates that DFP, PDFP, and PCE all outperform the AR(2) benchmark 

across most methods at all horizons conditional on the economy being in a recession at that 

point.  In a number of cases, the gains are nearly as large as 40% in terms of RMSFE at the 1-

step horizon and about 25% at the 2- and 3-step horizons.  Interestingly, the largest 

improvements in forecast accuracy come from the simplest RW method for using PCE, PDFP, 

and DFP—in which the forecaster would simply read off growth rates for the aggregate from the 

NIPA release and use those values as the forecast for GDP growth.  Conditioning on recession 

quarters, the SPF forecast is superior to both the AR(2) benchmark and our model-based 

forecasts 1- and 2-steps ahead, but by the 3-step horizon a random walk in either DFP or PDFP is 

substantially more accurate.  

Comparing the split sample and full sample results, it is clear that the relative strength of 

DFP, PCE, and PDFP in the full sample is driven in large part by the relative forecasting 

performance of these aggregates during recessions.  Conversely, GDI and GDA do poorly in the 

full sample because their lagged release relative to the survey dates and to the other series causes 

them to miss turning points.  The relatively strong forecasting performance of SPF comes from 

the fact that the professionals handily outperform the benchmark in and around recessions and 

are about on a par with it—outside the nowcast quarter—during expansions.   
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V. Blue Chip Exercise Results 

 

To highlight the role of different information sets, we run a second exercise in which we 

use the closing date of the first BC survey in each quarter to generate our forecasts.  At the start 

of the first month of quarter t, all of our series—including GDI and GDA—would be available 

up through quarter t−2.
15

  Furthermore, the observations would come from the third NIPA 

release, which incorporates more comprehensive information than is available in the advance 

release.  This exercise replicates the design of Chauvet and Potter (2013), who compare the real-

time forecasting ability of an AR(2) in real GDP growth with twelve competing models, 

including the BC survey.  

Table 4 presents the relative RMSFEs for the entire sample.  The results at all three 

forecast horizons for FSDP, DFP, PDFP, and PCE are broadly similar to those obtained when 

forecasting at the SPF date: there are widespread gains in forecasting accuracy from using DFP, 

PCE, and PDFP at the 1-step horizon that diminish at the 2-step horizon and are smaller still at 

the 3-step horizon; meanwhile, there are few forecasting gains from FSDP.  The main difference 

with the SPF exercise comes from the results for GDI and GDA: because information from these 

series no longer lags the other measures, simple models utilizing GDI or GDA now also 

outperform the AR(2) benchmark.  In a number of cases, these gains are statistically significant 

based on the DM test, even though they are usually smaller than those from the equivalent 

forecasting methods using DFP, PDFP, or PCE; e.g., at the 1-step horizon, a direct(p) or RW-

AR(p) model using GDA is more accurate than the AR(2) benchmark but, in most cases, is less 

                                                           
15

 For example, for the BC survey released in January 2016, the end of our estimation sample across models is 

2015:Q3.  The 1-step forecast across the models would be the forecast made for 2015:Q4, the 2-step forecast would 

be for 2016:Q1, and the 3-step forecast would be for 2016:Q2. 
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accurate than the same model in DFP, PDFP, or PCE across all lags p, yet the gains are 

statistically significant at the 10% or 5% levels.  

Results conditional on only expansionary quarters, shown in Table 5, are similar to those 

in Table 2.  Across forecasting methods, the RW-AR(1) and  VAR(1) again produce notable 

gains in forecast accuracy relative to the AR(2) benchmark, a number of which are statistically 

significant based on the DM test.  Across measures, PCE and DFP generally perform better than 

the others. 

During recessions, as shown in Table 6, GDI- and GDA-based models now show broad 

forecasting gains over the AR(2) benchmark across forecasting horizons.  Across all aggregate 

measures and all forecasting methods, the smallest relative RMSFEs come from the simplest 

models—the RW specification using PCE growth for the 1-step and 2-step horizons, and either 

DFP or PDFP at the 3-step horizon—although the statistically significant forecasting gains based 

on the DM test are concentrated in models using GDA and GDI.  Clearly, the improvements in 

forecast accuracy that come from using GDA and GDI in the full sample are due almost 

exclusively to their usefulness during recessionary quarters. 

Our results in this section are directly comparable to those of Chauvet and Potter (2013).  

During expansions, Chauvet and Potter (2013) document that a range of models are unable to 

produce more accurate forecasts than an AR(2) benchmark at the 1- and 2-step horizons.
16

  We 

show that NIPA aggregates can help in this regard, with some models producing lower RMSFEs 

since the early 1990s.  During recessions, Chauvet and Potter (2013) find that an autoregressive 

model augmented with additional regressors coming from a dynamic factor model with Markov 

switching (AR-DFMS) produces RMSFEs relative to the AR(2) benchmark of 0.575 at the 1-step 

                                                           
16

 As noted earlier, nowcasting approaches that take advantage of higher-frequency data have enjoyed success in 

outperforming univariate benchmarks; see, e.g., Giannone et al. (2008), Bańbura et al. (2013), Carriero et al. (2015), 

and Higgins (2014). 
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horizon and 0.583 at the 2-step horizon.
17

  In the AR-DFMS model, the Markov switching is 

driven by monthly data on four coincident indicators that the NBER Business Cycle Dating 

Committee uses to date recessions, one of which is real manufacturing and trade sales, which is 

released with a 2-month lag.  Thus, when making a forecast at, e.g., the second quarter’s BC 

survey date which is in early April, the model is taking signal from monthly data available 

through January.  In our approach, the relative RMSFE from our best measure during recessions, 

the RW in PCE, is 0.585 at the 1-step horizon and 0.760 at the 2-step horizon.  The former 

reading essentially matches the performance of the AR-DFMS model, while the AR-DFMS 

model clearly improves upon the latter.  But it is worth noting that the PCE reading we use is 

from two quarters earlier; e.g., in early April, we would be using the fourth quarter PCE reading 

when making this forecast.  Based on the timing of data releases, monthly PCE readings would 

be available through February at that point.  With PCE being a useful near-term predictor of 

growth during recessions, fully utilizing the monthly PCE data could yield further forecasting 

gains over those we present.  

 

VI. Discussion and Related Literature 

 

This paper takes a novel approach to forecasting GDP growth out-of-sample by using 

real-time data on NIPA aggregates.  This exercise replicates the forecasting process and often 

generates different results compared with in-sample fit using the most revised data.  Notably, 

PDFP is intuitively appealing because it omits idiosyncratic quarterly fluctuations in inventories, 

trade, and government spending (especially those coming from defense spending), and it appears 

                                                           
17

 This approach builds on work by Chauvet (1998), Chauvet and Hamilton (2006), Chauvet and Piger (2008), and 

Chauvet et al. (2013). 
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to have the highest correlation with GDP growth at the 1-step horizon based on revised data 

(Council of Economic Advisors 2015).  But we find little evidence that this measure is generally 

superior to others in our exercises: forecast accuracy from the PCE- and DFP-based measures is 

essentially the same as PDFP over the entire sample and during recessions, and PCE-based 

forecasts made with the RW-AR(p) approach estimated over an expanding window are more 

accurate during expansions. 

Because some of our aggregates omit relatively volatile components or subcomponents 

from GDP, our approach has parallels to parts of the inflation forecasting literature that have 

examined the ability of core inflation measures—which can be interpreted broadly to be inflation 

measures that exclude food and energy prices, focus on price changes in the center of the 

monthly distribution by using medians or trimmed means, or omit other components than food 

and energy—to predict headline inflation.  The results from that literature have been mixed, with 

some studies reporting that various core measures produce relatively more accurate forecasts for 

headline inflation than does headline inflation itself, while others find little forecasting benefit 

from core measures vis-à-vis headline inflation; see Bryan and Cecchetti (1994), Smith (2004), 

Meyer and Pasaogullari (2010), Crone et al. (2013), and Meyer and Venkatu (2014).  The ability 

of core inflation to forecast headline inflation can be related to a broader literature on the 

usefulness of disaggregates in forecasting an aggregate; see, e.g., Lütkepohl (2006) or Hendry 

and Hubrich (2011).  While much of this literature has focused on inflation, recent work on 

nowcasting suggests potential gains from aggregating across component nowcasts to generate 

both inflation nowcasts (see Knotek and Zaman forthcoming) and GDP nowcasts (see Foroni and 

Marcellino 2014 and Higgins 2014).  
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Overall, our results suggest that NIPA aggregates that exclude inventories and trade 

data—which includes the measures DFP and PDFP, as well as PCE itself—are useful predictors 

for future GDP growth and can outforecast a typical univariate benchmark.  This is true whether 

we have the advance NIPA release (the SPF exercise) or the third release (the BC exercise).  By 

contrast, GDI and GDA show predictive ability at the beginning of the first month of the quarter 

in the BC exercise, but they are outperformed by other NIPA aggregates by the start of the 

second month of the quarter.  These data release lags diminish the usefulness of GDI and GDA 

for forecasting purposes. 

While forecasting the start of a recession is challenging, the ability of our models to 

forecast during recessions is important in determining where they stand relative to the 

benchmark: much of the improvement in forecastability of GDP growth relative to the 

benchmark comes during recessions, where gains are widespread across measures.  During 

expansions, by contrast, PCE and DFP show the largest forecasting gains.  Because the best 

simple models to forecast GDP growth differ depending on the state of the business cycle, a 

reliable real-time indicator of the state of the business cycle, such as the dynamic factor model 

with regime switching of Chauvet (1998), could be useful and would allow for switching 

between, e.g., the expanding-window RW-AR(2) in PCE growth during expansions and the RW 

in PCE growth during recessions.  Given its predictive ability at the quarterly frequency, monthly 

frequency PCE readings could be particularly useful such real-time indicators. 

The results in this paper at SPF survey dates find little benefit from looking at GDI 

growth compared with a univariate benchmark when forecasting GDP growth, whereas GDI is 

competitive with other measures and often outperforms GDP growth at the BC survey dates we 
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examine.
18

  On the surface, these mixed findings contrast with other recent research that looks 

favorably at GDI, although details matter.  In one study, Nalewaik (2012) finds that real-time 

GDI growth has historically been a better indicator than real-time GDP growth in determining 

that the economy has fallen into a recession.  In working with the real-time data, Nalewaik 

(2012) uses the BEA’s third NIPA release—at which point both GDP and GDI data are 

available—to compute the recession probability for quarter t.  Due to data release lags, the third 

NIPA release occurs at the end of the third month of quarter t+1; hence, the study has an 

important backcasting component to it.  When making forecasts based on BC survey dates, we 

also are using the data from the BEA’s third NIPA release, and at that point we find more 

positive results for GDI and GDA.
19

  Nevertheless, our performance metric—forecasting GDP 

growth per se—differs from determining whether the economy is in a recession or not. 

Looking across a range of indicators, Nalewaik (2010) finds that GDI tends to provide a 

better broad summary of the state of the economy than GDP, which is constructed using an 

expenditure approach.  Using the real-time history of third NIPA releases, Nalewaik (2010) 

shows that lagged GDI growth readings have more explanatory content for 1- and 2-step ahead 

GDP growth than lagged GDP growth.  Running a formal out-of-sample forecasting exercise 

using third-release data, our results at the BC survey dates are similarly favorable for GDI-based 

forecasts.  But we also document that the predictive content of GDI for forecasting GDP growth 

out-of-sample is greatly diminished at the SPF survey dates due to data release lags; in 

attempting to generate an “advance” estimate of GDI that would match up with the advance 

                                                           
18

 Indeed, GDI- and GDA-based forecasts enjoyed more statistically significant improvements than was the case for 

the other measures. 
19

 E.g., for estimating the probability that the economy was in recession in Q1, Nalewaik (2012) uses the third NIPA 

release for Q1 data which would have become available at the end of June, which is in Q2.  When making forecasts 

using BC data, our forecasts made in Q3 (July) use the data available at that time, which would have been the 

estimates released in June for Q1 data.  As noted in footnote 15, the 1-step forecast would have been for Q2, etc. 
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estimate of GDP, Nalewaik (2010) finds that the explanatory power of GDI declines 

substantially.  In related research, the object of underlying interest in Aruoba et al. (2016) is the 

unobserved true state of output growth in the economy, whereas both GDP growth and GDI 

growth are assumed to contain measurement error; this unobserved true output growth loads 

more heavily on GDI growth than on GDP growth.
20

  However, Aruoba et al. (2016) note that 

delays in the arrival of GDI data would pose challenges in real time, and they do not examine the 

ability of their approach to forecast (reported) GDP growth. 

 

VII. Conclusion 

 

This paper collects and, in some cases, reconstructs real-time data vintages for multiple 

aggregate series in the BEA’s national income and product accounts.  We format these vintages 

of real-time data to match the formatting conventions of other real-time data repositories for 

others to use in their research.  Using these real-time vintages in out-of-sample GDP growth 

forecasting exercises, we document gains in forecasting accuracy from NIPA aggregates 

combined with relatively simple time series models compared with a canonical autoregressive 

benchmark model.   

Our results are strongest for domestic final purchases—also known as final sales to 

domestic purchasers, which is the sum of PCE, nonresidential fixed investment, residential 

investment, and government purchases—and for PCE itself, over horizons of 1 to 3 quarters.  We 

find little ability of private domestic final purchases to outperform these other measures in 

forecasting GDP growth.  The measure of GDP that excludes only inventories, final sales of 

                                                           
20

 The same results are true in Aruoba et al. (2012) using a forecast-error based approach to recovering the 

unobserved true state of output growth. 
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domestic product, appears to offer little forecasting ability over the AR(2) benchmark.  By 

contrast, the ability of gross domestic income to compete with these other measures as a 

forecasting tool depends on its availability; it suffers in cases in which it has not yet been 

released with the other advance NIPA data.   
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Appendix A: Real-Time Data 

 

We detail the sources for the seven real-time data series we use in the paper. 

 

Real gross domestic product (GDP) 

 Real-time vintages for real GDP come from the Federal Reserve Bank of St. Louis’ 

ALFRED online database.    

 

Real gross domestic income (GDI) 

Our real-time real GDI vintages begin on January 29, 1992, and end on April 28, 2017.  

For vintages dated September 27, 2002, through April 28, 2017, we construct real-time vintages 

of nominal GDP, nominal GDI, and real GDP using the BEA Data Archive: National Accounts 

(NIPA).
21

  Real-time vintage dates are assigned based on the dates of NIPA releases as reported 

by the BEA.  From these, we deflate nominal GDI using the implicit GDP deflator computed 

from nominal GDP and real GDP.
22

 

For vintages dated January 29, 1992, through August 29, 2002, we hand collect real GDI 

data as published in the BEA’s monthly Survey of Current Business (SCB) series.  Most SCB 

publications include the most recent estimate of real GDI and a handful of earlier observations, 

while those corresponding to BEA annual revision releases include observations from the 

previous three years.  To fill in the remaining time-series of these vintages, we use the real GDI 

                                                           
21 Data are available at: https://www.bea.gov/histdata/histChildLevels.cfm?HMI=7. 
22 The time series history prior to 1995:Q1 is missing for vintage dated July 31, 2009, for nominal GDP, nominal GDI, and real 

GDP.  ALFRED data indicate that, for this vintage, the deep-history is the same as that for the following vintage, dated August 

27, 2009, for nominal GDP and real GDP.  Hence, we fill in the history of vintage dated July 31, 2009, using the August 27, 2009 

vintages of nominal GDP, nominal GDI, and real GDP.  The real GDP vintage dated December 23, 2003, is also missing. 

ALFRED data indicate that data for this vintage is the same as for the January 30, 2004, vintage, except for the last (i.e., the 

2003:Q4) observation.  Hence, we fill in the vintage dated December 23, 2003, of real GDP using all but the last value of vintage 

dated January 30, 2004. 

https://www.bea.gov/histdata/histChildLevels.cfm?HMI=7
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vintage dataset from Nalewaik (2012).
23

  The columns (which represent different vintages) in 

this dataset are unlabeled, which necessitated assigning a vintage date to each column.  We do 

this by finding the intersection of the hand collected SCB data and the Nalewaik (2012) data.
24,25

  

On the basis of this match, we fill in the observations for the 1992M1-2002M8 vintages going 

back to 1959Q4.  Finally, we correct the following three vintage labels in the final real GDI 

dataset: 

 The May 1997 SCB had the GDP release date as April 30, 1997.  However, the SCB data 

actually come from the release on May 7, 1997, because the deep-history of real GDP in the 

May 7, 1997 vintage of ALFRED matches the deep-history of real GDP in this SCB (i.e., this 

SCB coincided with a comprehensive revision).  Also, after matching the Nalewaik (2012) 

data to the data collected by hand in the SCB, the deep-history data changes from vintage 

March 28, 1997, to April 30, 1997.  Hence, the date of this vintage in the collected-by-hand 

file was changed from April 30, 1997, to May 7, 1997. 

 The November 1999 SCB had the GDP release date as October 28, 1999.  However, judging 

by the real GDP and GDP deflator ALFRED vintages, there was a release on October 29, 

1999, with the exact same data from 1994 onwards and additional observations before that 

which differed from the previous vintage with a deep-history.  That is, this release coincided 

with a comprehensive revision.  Also, after matching the Nalewaik (2012) data to the data 

collected by hand from the SCB, the deep history data changes from vintage dated September 

                                                           
23 Data are available at: https://jmcb.osu.edu/archive/volume-44. 
24 As a robustness check, we also assigned vintage labels to the Nalewaik (2012) data by using ALFRED vintages of nominal 

GDP, real GDP, and the GDP deflator, as well as Haver vintages of nominal GDI going back to 1999M9. The resulting real-time 

real GDI set is identical to the one derived by assigning vintage labels to Nalewaik (2012) data on the basis of the hand collected 

SCB data.  
25 In cases where a column in the Nalewaik (2012) data clearly corresponds to a particular SCB vintage but the data differ 

between the two, we assign the vintage label to the Nalewaik (2012) column but take the available SCB data to be the truth.  This 

occurs for five SCB vintages: February 23, 1996; May 2, 1996; August 1, 1996; October 30, 1996; and October 28, 1999.  In 

each case, there is one additional observation in the SCB vintage beyond the final observation available in the Nalewaik (2012) 

column, or the final observation differs between the two.  

https://jmcb.osu.edu/archive/volume-44
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30, 1999, to October 28, 1999.  Hence, we changed the date of this vintage from October 28, 

1999, to October 29, 1999. 

 The April 2000 SCB had the GDP release date as March 30, 2000.  However, the SCB data 

actually comes from the release on April 3, 2000, which is when, according to this SCB: “On 

March 30, 2000, as part of the comprehensive revision of the NIPA’s, BEA released revised 

NIPA estimates for 1929-58 that incorporated the definitional and statistical changes that had 

been incorporated earlier into the estimates beginning with 1959.  In addition, BEA released 

revised estimates beginning with 1959 that incorporated corrections and a previously 

announced methodological improvement. The revisions were not sizable enough to affect the 

average annual growth rate in real GDP for 1929-58 or for 1959-98, but the growth rates for 

individual years were revised by as much as 0.5 percentage point.” (page i)  This SCB had a 

longer history than most SCBs.  In the real GDP ALFRED data, the deep history for the 

vintage dated April 3, 2000, is slightly different from that for the vintage dated March 30, 

2000.  Finally, after matching the Nalewaik (2012) data to the SCB data that were collected 

by hand, the deep history data changes slightly from vintage dated February 25, 2000, to 

March 30, 2000.  Hence, we changed the date of this vintage in the collected by hand file 

from March 30, 2000, to April 3, 2000.  

While these changes have no impact on our results for GDI, we make the changes in 

order to more accurately match vintages of real GDI with real GDP in order to construct the 

average of GDP and GDI.  
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The average of GDP and GDI, which we denote by GDA 

Given real-time vintages of quarterly annualized growth rates of real GDP and real GDI, 

we calculate real GDA growth by first matching each vintage of GDI with a vintage of GDP.  All 

vintages of GDI have an exact match, except for a handful.  For these, we take the nearest GDP 

vintage which occurs within five days of the GDI vintage and in the same month, and label the 

GDA vintage the later of the GDI and GDP vintages.  We are able to match each vintage of GDI 

in this way.  

Due to the identities (real GDP)=(nominal GDP)/deflator and (real GDI)=(nominal 

GDI)/deflator, real GDA may be calculated as the arithmetic average of real GDP and real GDI. 

Therefore, we convert the growth rates of real GDP and real GDI to level indices, take the 

arithmetic average, and compute the annualized quarter-over-quarter growth rates. 

 

Real final sales of domestic product (FSDP) 

Real-time vintages for real final sales of domestic product (FSDP) come from ALFRED.    

 

Personal Consumption Expenditures (PCE) 

Real-time vintages for real PCE come from ALFRED.    

 

Real private domestic final purchases (PDFP) 

Formally called real final sales to private domestic purchasers by the BEA, PDFP is GDP 

minus the change in private inventories, trade, and government spending; alternatively, it is the 

sum of PCE, nonresidential fixed investment, and residential investment.  As with GDA, the 

BEA only began officially publishing this series in July 2015, although economists could have 
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been calculating it themselves at any point before then.  The real-time vintage data for PDFP are 

available in ALFRED starting with the July 30, 2015, NIPA release date.  Prior to that time, we 

reconstruct the growth rates of PDFP that economists would have been able to construct for 

themselves in real time.  To do so, we sum components rather than starting from GDP and 

subtracting components. 

In addition to real-time vintage data on real PCE, we also collect real-time vintage data 

on real nonresidential (or business) fixed investment, BFI, and real residential investment, RES.  

In both cases, we require data from ALFRED and the RTDSM.
26

  Prior to the changeover to 

chain-weighting with the January 19, 1996, NIPA release, real PDFP was simply the sum of real 

PCE, real BFI, and real RES.  Starting with the January 19, 1996, NIPA release and running up 

through the July 30, 2015, NIPA release, we construct PDFP using the chain-weighting formula 

in, e.g, Landefeld et al. (2003):  

 1
1

1 1 1

t t t t
t t

t t t t

I I 


  

 
 

 

P Q PQ

P Q PQ
  (5) 

where It is the chain-type quantity index at time t for PDFP, Qt=[PCE,BFI,RES]′ is the vector of 

real quantities at time t for the components included in PDFP, and Pt is the vector with their 

associated chain-type price indexes.  The PCE price index is available in ALFRED starting with 

the January 19, 1996, NIPA release.  We compiled the BFI and RES price indexes from multiple 

sources.  For vintages dated January 19, 1996, through August 26, 1999, we hand collected BFI 

and RES price indexes from monthly issues of the SCB.  For vintages dated September 30, 1999, 

through January 30, 2013, we collected real-time data on BFI and RES price indexes from the 

                                                           
26

 Following the BEA, the ALFRED data on BFI and RES from December 2003 onward do not have the entire time 

series history; instead, they stop in the 1990s.  The RTDSM data go back to 1947 by using the chain-weight quantity 

indexes to backfill the missing observations.  We splice the series together to fill in the missing data. 
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BEA via Haver Analytics.
27

  For vintages dated February 28, 2013, onward, the BFI and RES 

price indexes are available via ALFRED.
28

 

 As a check, for the July 30, 2015, NIPA vintage, we compared the time series history of 

annualized growth rates from our procedure to reconstruct the series with the annualized growth 

rates of the as-reported BEA series from ALFRED.  The root mean squared error was 0.0151 

percentage point, and the maximum absolute error was 0.0692 percentage point. 

 

Real domestic final purchases (DFP) 

Formally called real final sales to domestic purchasers by the BEA, DFP is GDP minus 

the change in private inventories and net exports; alternatively, it can be built up as the sum of 

PCE, nonresidential fixed investment, residential investment, and government spending.  While 

the BEA has a long history of reporting DFP, real-time vintage data begin in ALFRED with the 

February 28, 2013 vintage.   

For vintages prior to January 19, 1996, which do not use chain-weighting, we collect 

real-time vintage data on real government spending, GOVT, from ALFRED, and we compute 

real DFP as the sum of real PCE, real BFI, real RES, and real GOVT.  For the January 19, 1996, 

vintage, we collect real DFP by hand from the SCB for the period 1992:Q1 through 1995:Q3.  

For observations prior to 1992:Q1, we collect the chain-type price index for government 

spending from the SCB and use equation (5) to extend the real DFP series back to 1959:Q3.  For 

vintages up through August 26, 1999, we hand collect real DFP from issues of the SCB.  For 

                                                           
27

 We date the price indexes vintages with the corresponding real series release date as recorded in ALFRED.  In 

two cases, there were two NIPA releases within several weeks of each other which were not correctly captured in 

the Haver Analytics database—on October 28, 1999, and December 10, 2003.  In these cases, we manually 

corrected the price index observations for these NIPA release dates. 
28

 In both cases, the ALFRED data contain errors.  The January 10, 2014, vintage is erroneously labeled, so we drop 

it.  In addition, the vintages from August 29, 2013, through December 20, 2013, are missing.  We insert these data 

using data collected in real time from the BEA. 
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vintages dated September 30, 1999, through January 30, 2013, we collected real-time data on 

real DFP from the BEA via Haver Analytics.
29

   

 

Appendix B: Pesaran-Timmermann Success Ratio Results 

 

Given the limitations of the DM test identified by Clark and McCracken (2009) when 

using real-time data, we present results from the directional forecast accuracy approach of 

Pesaran and Timmermann (PT) (2009) and show success ratios that measure the frequency with 

which, for a given forecast horizon i, the forecast ĝ(GDPt−j+i) and the third release g(GDPt−j+i) 

are both either greater than or less than the most recently available real-time GDP growth rate at 

the time of the forecast, g(GDPt−j).  Tables B1 through B3 show the results using the SPF survey 

dates, while Tables B4 through B6 show the results using the BC survey dates, estimating the 

models described in Section III with expanding windows of data.  Entries highlighted in green in 

the tables show that a model’s success ratio at a given forecast horizon is greater than the success 

ratio from the AR(2) benchmark. 

Based on the SPF survey dates, we find a large number of cases in which the success 

ratios from our NIPA aggregate models are greater than those from the AR(2) benchmark during 

the full sample at the 1- and 2-step horizons.  In some cases, especially when using the RW-

AR(p) approach with DFP, we also document success ratios that are greater than those from the 

SPF survey.  We find fewer such results at the 3-step horizon, when the models’ success ratios 

are generally comparable with those from the AR(2) benchmark.  Similar results hold for the 

sample considering only expansions.   For the sample including only recessions, beyond the 1-

                                                           
29

 We date the DFP vintages based on the corresponding real series release dates as recorded in ALFRED.  In three 

cases (October 28, 1999; April 3, 2000; and December 10, 2003), we manually corrected observations that were not 

correctly captured in the Haver Analytics database. 
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step horizon, most success ratios that are greater than the success ratios from the AR(2) 

benchmark come from the RW models.
30

 

Based on the BC survey dates, for the entire sample we again find a large number of 

success ratios from our NIPA aggregate models that are greater than those from the AR(2) 

benchmark, especially at the 2- and 3-step horizon.  Interestingly, most of these improvements 

on the AR(2) model based on success ratios come from using DFP, PDFP, and PCE, not from 

using GDI or GDA—even though the DM test results in Table 4 documented more statistically 

significant improvements over the AR(2) benchmark from GDI and GDA than from the other 

NIPA aggregates.  The results from the sample considering only expansions are again similar to 

those from the entire sample.  For the sample considering only recessions, we document a 

considerable number of cases at the 2- and 3-step horizon in which the success ratios are greater 

than those from the AR(2) benchmark, with the largest improvements again coming from the 

RW model.
31

 

 

Appendix C: Results Using Rolling Windows 

 

Our baseline results use expanding windows with the first observation in 1964:Q2 to 

estimate the parameters in equations (2), (3), and (4).  For the sake of comparison, we show 

results if we instead estimated the parameters using 40-quarter rolling windows.  Tables C1 

                                                           
30

 We omit stars denoting statistical significance based on the PT test because some of the tables would have stars 

for nearly every entry.  For the full sample, the PT p-values are less than 0.1 for 69 of the 78 model combinations at 

the 1-step horizon, for 76 combinations at the 2-step horizon, and for 73 combinations at the 3-step horizon.  Results 

are similar for the sample considering only expansions.  By contrast, when we consider only recessions, the PT p-

values are less than 0.1 for 23 of the 78 combinations at the 1-step horizon, for 2 combinations at the 2-step horizon, 

and for 0 combinations at the 3-step horizon.     
31

 Similar to the SPF survey results, statistically significant results based on the PT test are widespread.  For the 

entire sample, the number of combinations (out of 78) having a p-value less than 0.1 is 62 at the 1-step horizon, 72 

at the 2-step horizon, and 72 at the 3-step horizon.  Results are similar during expansions.  During recessions, the 

numbers fall to 11 at the 1-step horizon, 2 at the 2-step horizon, and 0 at the 3-step horizon.  
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through C3 show the results using the SPF survey dates.  Tables C4 through C6 show the results 

using the BC survey dates.  For comparison with Tables 1-6, note that we show RMSFEs relative 

to the same benchmark model as above—i.e., the AR(2) for GDP growth is estimated using an 

expanding window.  In addition, we show the results from the RW models, which involve no 

estimation and are identical to the values reported in Tables 1-6. 
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