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In this appendix, I describe how I compute both unconditional and conditional forecasts.
Let u; denote the unemployment rate and x, denote the recession indicator. Iusea VAR
model with these two variables and six lags to compute the forecasts. The VAR model is
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where e, , and e, are the VAR innovations. In the VAR model, I; is a 2 X 1 matrix and I';,

..., [x are each 2 X 2 matrices. The matrices I}, [',..., [, contain the parameters of the VAR
model. I assume thatthe VAR innovations have the following properties
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and
E ([ZZ] [Ext—i eu,t—i]) =0,y, fori#0, (A.4)

where 0,,, denotes an m X n matrix of zeros.

Tuse{u_g,u_gu_3,u_p,u_q,ug, Uy ..., ur} to denote the sample of unemployment rate
values so that there are a total of T + 6 observations. Similarly, the sample for the
recession indicator is {X_s,X_4,X_3,X_5,X_1,X0,X71 ..., X7}. 1 usethese data samples to
estimate I, Iy, ..., [ with least squares, and I denote the estimates with [, [, ..., I.
Then, I estimate the VAR residuals with
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I estimate the parameters in (A.3) with
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For the purposes of forecasting, I define the following matrices
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where I,,,,, is an n X n identity matrix. In addition, I use the notation z, = [x¢ U], With
these matrices and this notation, the VAR model in Equation (A.1) implies
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Based on Equation (A.8), I can compute the h-step-ahead unconditional forecasts with
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In equation (A.9), the values of z;, z;_1, Zr_3, Zr_3, Zr_4, and zy_s are the initial conditions
or starting points that I use to compute the forecasts.

Next, I want to compute conditional forecasts of u,, denoted with {ﬁ%ﬂm
condition these forecasts on a future path of x;, denoted with {x5,4, ...

Commentary, I use xjiﬂ- =0 forj =1,.., h where h = 240. I follow Doan, Litterman, and
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Sims (1983) to produce these conditional forecasts. I decompose the VAR innovations into a

2-dimensional process

€ =

[€1,¢

€2,¢]', in which €, , and €, , are uncorrelated, with
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Macroeconomic researchers sometimes interpret €, as structural or economically
interpretable shocks. For example, Waggoner and Zha (1999) refer to €, as a vector of
structural shocks. I am not using that interpretation here. Rather,Iviewe;,or €, as
alternative reduced-form innovations that will be convenient for conditional forecasting.
To see this interpretation more clearly, note that the first row of (A.11) implies that
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1’ , o2, 2 : ,

.. . . oé .
projecting or regressing e, , on e, . and having faez_u — %Ez,t be the residual that affects
ex

ey butnote,,. Hence, Iview (A.11) as simply a way to orthogonalize the reduced-form
innovations with linear projections — not as a way to uncover structural shocks. To ease
notation, I use

(A.12)

sothat [€xt €ut] =[€1t €2¢]'L'.

I produce the conditional forecasts by choosing a collection of future shocks, denoted
with [Ef,T+1|T EZC,T+1|T s ELTeRIT E§.T+h|T], such that xpy = X741, Xr42 = XT4z ooy X7yp =
x5,y Idefine X = [J?T+1|T,...,J?T+h|T]’ and X¢ = [x§,q,...,x5,,]" to be h X 1 vectors of
unconditional and conditional forecasts. Then using (A.8), (A.9), (A.10), (A.11), and (A.12),1

write the constraints, Xp.q = X% 1, X4 = XF40, ony Xy = X5, @S
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in which M is an h X 2h matrix given by

[1 O1x11)JL 01x2 o O
M= [1 05x11]AJL [1 O0yx11)/L o O (A.14)
5 E ". 01><2 ) ’
[1 0y511]JAR YL [1 04xq4]AF2JL -+ [1 045q4]JL



. c c .. o .
Then, I estimate the values of [EflTﬂlT EZC,T+1|T v ELTinT 62,T+h|T] by minimizing
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subject to (A.13). This minimization yields
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in which M takes the same form and M, but with 4, in place of 4; and
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in place of L. Ithen feed [Ef,T+1|T Exreyr ELTHRIT 62,T+h|T] into (A.8) using the

estimates in (A.10) to compute the conditional unemployment rate forecasts,
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