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Abstract

This paper develops a method to incorporate micro data, available as repeated cross-
sections, into macro VAR models to understand the distributional effects of macroeconomic
shocks at business cycle frequencies. The method extends existing functional VAR models
by “looking within” the micro distribution to identify the degree to which specific types
of micro units are affected by macro shocks. It does so by creating a pseudo-panel from
the repeated cross-section and adding these pseudo individuals into the macro VAR.
Jointly modeling the micro and macro data leads to a large (pseudo) VAR, and we use
Bayesian methods to ensure shrinkage and parsimony. Our application revisits [Chang
et al. (2024) and compares their functional VAR-based distributional impulse response
functions with our proposed pseudo VAR-based ones to identify what types of individuals’
earnings are most affected by business-cycle-type shocks. We find that the individuals
exhibiting the strongest positive cyclical sensitivity are those in the lower tail of the
earnings distribution, particularly men and those without a college education, as well as

young workers.
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1 Introduction

Vector autoregressive (VAR) models are the established workhorse empirical tool to analyze
macroeconomic variables such as GDP, inflation, and unemployment. When identification
restrictions are applied, they can also be used to evaluate the dynamic effects of economic
shocks on these variables. Even with such restrictions, structural VAR models remain relatively
unconstrained by economic theory, making them valuable as reference points for validating
structural macroeconomic models, such as dynamic stochastic general equilibrium (DSGE)
models. For example, structural impulse response functions are often compared to, and
sometimes aligned with, those derived from empirical VAR models; for example, see [Sims
(1989)), |Cogley and Nason| (1995), and (Chari et al.| (2008).

Recent decades have seen growing interest in the distributional effects of economic shocks,
spurred, among other factors, by policy discussions about the rise in wage and other heterogeneities
in the US and other industrialized nations over the past 40 years (see Acemoglu and Restrepo
(2022)) and |Heathcote et al. (2023])). This interest has been further supported by the availability
of richer micro-level data, often derived from large-scale household and firm surveys. In
response, structural macroeconomic models with heterogeneous agents have been developed,
allowing for differences in income, wealth, and consumption across individuals, households,
or firms; for example, see Krusell and Smith| (1998]), Ahn et al. (2018]), Kaplan and Violante
(2018), Kaplan et al.| (2018)), Liu and Plagborg-Mgller| (2023), and Bayer et al.| (2024)).

To complement these advances, it is important to develop VARs that account for dynamic
heterogeneities in micro-level data and their interactions with macroeconomic variables. Such
“micro-macro” VAR models can provide a framework for comparing the predictions of structural
heterogeneous-agent models with observed data and provide data-based evidence on how much
micro heterogeneity matters for the business cycle and vice versa. They supply basic empirical
facts regarding how individual-level dynamics respond to (macro) shocks such as business cycle,
monetary policy, or fiscal shocks and allow the researcher to see whether the response to such
shocks varies by observable individual-level characteristics. If it does, systematic earnings risk
is not homogeneous across individuals and cannot be captured by a time fixed effect, consistent
with existing empirical evidence; see, for example, |Guvenen et al. (2014).

The key econometric challenge lies in integrating microeconomic data into macroeconomic
time series models like the VAR. Several recent papers have taken up this challenge. A simple
approach is to include appropriate descriptive statistics that summarize the information in
the microeconomic data and include these as variables in a VAR alongside the macroeconomic
variables. For instance, (Coibion et al.| (2017) and Mumtaz and Theophilopoulou (2017

investigate the impact of monetary policy on inequality by including the Gini coefficient or



percentiles of the income distribution in a macroeconomic VAR. A drawback of this approach
is that, by aggregating micro data in a specific way, important information may be lost.

More recently, functional VAR models have been proposed. These use functional time
series methods, which involve the dependent variable(s) in a time series model being a function
(such as a probability density function) instead of a variable. |Chang et al.| (2024) develop a
functional VAR model that approximates the micro earnings distribution of individuals in the
US using a spline and include the sieve coefficients of the spline approximation as additional
variables in a macroeconomic VAR.E] Drawbacks of this approach lie in the fact that it involves
this approximation. There is also a question of what basis function to use. For instance,
Bjornland et al.| (2023)), Meeks and Monti (2023)), and Huber et al. (2024) use bases other
than the spline, and then use functional principal components to summarize the variation
in the density. While these functional VAR models let the modeler trace out the effects of
aggregate shocks on the entire micro distribution, they do not have the ability to “look within”
the distribution to see, within this distribution, specifically which types of micro agents are
most (or least) affected by the macro shock of interest.

In this paper, we develop an alternative approach to fill this gap. It is based on a
simple idea: Include each individual micro unit as an additional, separate equation in the
macroeconomic VARE] In other words, to give an example that anticipates our empirical
application, if z; is the earnings of individual ¢ at time t, x; is a vector of earnings for
all N individuals, and y; is a vector of M conventional macroeconomic variables, then use
an (N + M) dimensional VAR with @; and y; as the dependent variables. Such an approach
retains the rich granular information in the microeconomic data, rather than just summarizing
it through, for example, the Gini coefficient. Moreover, it does not have to approximate the
earnings distribution (say using spline-based methods) as in functional VAR models.

However, our idea likely has two data-driven problems when applying it in practice. The
first is that many relevant micro data sets contain information across many thousands of
individuals. This would lead to an enormous micro-macro VAR. Beginning with [Banbura et al.
(2010)), who showed the superior forecast performance of a large Bayesian VAR involving over
a hundred dependent variables, researchers have been successfully working with larger and
larger VARs. In more recent years, papers such as Feldkircher et al.| (2022) have found that

Bayesian VARs forecast better than alternatives, such as dynamic factor models, even when

!This model has seen several other applications. For instance, Lenza and Savoia (2024) model the
distribution of firms’ revenue.

2A recent related approach is seen in [Ettmeier et al.| (2024), who also link micro-level panel data with a
VAR. Our approach, as set out below, allows for greater cross-unit heterogeneity at the individual level but
at the price of requiring a smaller N. Our approach is also, unlike theirs, specifically designed to work with
repeated cross-sections.



the VAR has more than 500 equations. But, anticipating use of a model on the micro earnings
data used by |Chang et al.| (2024])), simply including each individual’s data as a new equation in
the VAR would lead to micro-macro VARs that are much, much larger. This would challenge
even state-of-the-art “big data” Bayesian VAR methods.

The second problem is that many relevant micro data sets are often not panels, but rather
repeated cross—sectionsE] The individual-level earnings data from the Current Population
Survey (CPS) used by |Chang et al.|(2024), and in much previous research on income heterogeneities
in the US (for example, see Katz and Autor| (1999)), have this feature. These CPS data are
the basic household survey used to estimate official US unemployment and other important
labor market statistics. They have the advantage, relative to administrative data, that they
are publicly available and, critical for our paper, they provide information on an individual’s
characteristics, such as their age, gender, and education. The CPS sample size is much larger
than alternative surveys, such as the aforementioned PSID. The CPS micro data on labor
earnings have also been found to line up well with official aggregate (US) data; see |[Heathcote
et al.| (2023)).

Following the panel data literature, this paper shows how both problems can be addressed
through the construction of a pseudo panel; see Deaton| (1985). This is a panel made up of
pseudo individuals — groups of individuals who share a set of observable characteristicsE] This
strategy of creating pseudo individuals has been used before by Anderson et al.| (2016]), [Parker
and Vissing-Jorgensen (2010)), and |Cloyne et al.| (2020), but not in a VAR context allowing
for cross-sectional dependencies between the pseudo individuals. It involves grouping the N
actual individual observations into N* pseudo individuals by characteristic. At its simplest, the
strategy involves, at each point in time, ¢, constructing a summary measure across individual
survey responses of those within each pseudo individual group (who by construction possess
the characteristics that define the group).

Let x}, denote the earnings of pseudo individual j at time ¢ and let x; be the vector of
earnings across all N* pseudo individuals. We then work with a large VAR, with «; and vy, as
dependent variables. We refer to such a VAR as a “pseudo VAR.” Note that the pseudo VAR
not only solves the second problem described above, but also the first one if we also choose
the pseudo individuals such that N* < N. The pseudo VAR can then be used to model

the earnings of the pseudo individuals, with defined and known characteristics, that can then

3There are notable exceptions, particularly in Scandinavian countries, where individual-level panel data are
available via administrative sources; see Holm et al.| (2021), Amberg et al,| (2022)), and |Andersen et al.| (2023)).
In contrast, in the US, while the Michigan Panel Study on Income Dynamics (PSID) does provide panel data
on earnings back to 1968, its sample size is much smaller.

4We draw a distinction between pseudo cohorts in the |Deaton| (1985) sense and pseudo individuals, where
the former are defined with reference to year of birth (among other characteristics), while pseudo individuals
replace year of birth with age.



be transformed back into estimates of the entire earnings distribution. The choice of pseudo
individuals is crucial, not only to ensure that N* is of manageable size, but also to ensure that
the earnings distribution of the pseudo individuals matches up well with the observed earnings
distribution. We develop methods in this paper to achieve this. The pseudo VAR may still
be of very high dimension and, accordingly, we use Bayesian methods to ensure parsimony.

The pseudo VAR can be used for impulse response analysis and conditional forecasting.
We propose two types of impulse response. The first measures the dynamic impact of a
macro shock on the earnings of pseudo individuals. This enables us to address issues relating
to the heterogeneity of responses across different types of individuals. For example, we can
calculate different impulse responses for individuals (or collections of individuals) with different
characteristics. We refer to these as individual (or group-level) impulse response functions
(IRFs). The second type of IRF measures the dynamic impact of a macro shock on the
earnings distribution itself. We refer to these as “distributional” IRFs. These can be used to
address issues relating to heterogeneity across different regions of the earnings distribution.

Our empirical application investigates the heterogeneous impacts on earnings of a business
cycle shock. Specifically, to motivate our modeling approach, we revisit the data set and
application of |Chang et al. (2024)). Using the proposed pseudo VAR model, we extend their
functional VAR-based analysis to “look within” the micro density. This lets us identify whether
the observed distributional effects of the business cycle shock are driven by particular types
of micro units. We focus on looking at the effects of a “main business-cycle’- type shock.
But we emphasize that the pseudo VAR can be used to study the distributional effects of
other types of macro shocks.E] This focus, as in (Chang et al. (2024), on how macro shocks
affect distributional outcomes at business cycle frequencies, complements the wider literature
on the structural drivers of trend movements in inequality. This includes skilled-biased
technological change (e.g., |[Acemoglu and Autor| (2011))), international trade (e.g., [Helpman
et al.| (2017))), institutions including changes in union structure (e.g., Katz and Autor| (1999))
and changes in labor supply, including female participation (e.g.,|Ngai and Petrongolo (2017))),
and government policy.

The remainder of the paper is structured as follows. In Section 2, we set out the pseudo
VAR and discuss specification choices. Section 3 introduces the micro and macro data used
in the application. Section 4 compares the proposed pseudo VAR with the functional VAR
of |[Chang et al.| (2024), showing how the pseudo VAR can be used to understand that it is

5These macro shocks can be reduced-form or structural. If structural, the researcher can achieve
identification by focusing only on the macro block of the pseudo VAR. This means they can, in effect, identify
the macro shock in the same way that they would in a macro-only VAR. Inclusion of the micro data in the
pseudo VAR does raise the possibility of exploiting their cross-sectional heterogeneity to identify structural
macro shocks. This is left for future research.



the earnings of the young and of lower-earning men and those with below college levels of
education that benefit most from positive business cycle shocks. It is the increased sensitivity
of these types of individuals that explains the finding, common to |Chang et al. (2024) and

this paper, that positive business cycle shocks narrow the earnings distribution.

2 The Pseudo VAR Model

2.1 Bayesian Inference in the Pseudo VAR

Our pseudo VAR is a VAR and, thus, our econometric methods are standard ones for large
Bayesian VARs. The dependent variables in our VAR are both the micro and the macro
variables. To be specific, our pseudo VAR is:

Bozt = Alzt_l —+ -+ Apzt—p —|— €, € ~~ N(O, D), (1)
where z; = (y], azf)’ﬁ so that:
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The number of dependent variables in the pseudo VAR is M + N*. Following papers such
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as (Chan| (2022), we write the VAR in structural form with D being a diagonal matrix, thus
allowing for equation-by-equation estimation, which vastly reduces the computational burden.
Popular VAR priors, such as |Chan| (2022), assume By to be lower triangular with ones on
the diagonal. Our pseudo VAR can be estimated under this lower triangularity assumption,
but other choices are possible and, in our empirical work, we make a different choice for B
as discussed below. It is worth stressing that our pseudo VAR is simply a large (potentially
restricted) VAR, and any of the standard VAR priors and associated posterior simulation
algorithms can be used. In our empirical work, we will make particular choices, as discussed
below. Furthermore, the researcher is open to identifying structural macro shocks using their
preferred identification strategy.

The pseudo VAR model in (1) allows for general patterns of static and dynamic dependence
both between and within the macro and micro blocks. In practice, the researcher may be
interested in imposing specific economically motivated restrictions on this model to draw out
the important dimensions of heterogeneity across individuals and to understand if and how

heterogeneity affects the transmission of shocks to the macro economy. They may also need

5For estimation, we add an intercept.



to impose restrictions, especially as N* becomes large, to reduce the number of parameters
that have to be estimated. In our empirical section, we will justify and impose a particular set
of restrictions, but we note here that a wide range of restrictions could be imposed depending
on the empirical application under study. Our pseudo VAR nests, for example, the “one-at-
a-time” pseudo VAR model that would involve, repeatedly for each group in turn, estimating
the macro VAR along with that single pseudo individual. Such a restricted VAR amounts to
the model used by |Anderson et al. (2016) to analyze the effects of macro (fiscal) shocks on
pseudo individuals. Such a model is more restrictive than the one we work with below, in that
it does not allow pseudo individuals to be affected by other pseudo individuals, beyond any
common factor effects induced via dependence on the macro variables.

Where we depart from standard Bayesian VAR methods is in our treatment of the micro
variables in the pseudo VAR, ;. These are the earnings of the pseudo individuals. Two issues
arise. The first is that the earnings of any pseudo individual may be made up by the earnings
of a heterogeneous group of actual individuals. The second is that the number of individuals
making up each group differs. Given a careful choice of pseudo individuals, this heterogeneity
is likely to be small. And for some empirical purposes, it may be acceptable to ignore it. For
instance, if the researcher is directly interested in IRFs of specific groups of individuals (say,
the effect of a shock on the average earnings of young, college-educated women in a certain
region), then it is appropriate to replace @} with average earnings in that group. However, in
this paper we adopt a different strategy that addresses both of these issues.

When undertaking predictive simulation (either for impulse response analysis, forecasting,
or conditional forecasting), we take the number of predictive draws for pseudo individual j
in period t to be proportional to the number of actual individuals that make up this group,
7] These draws are taken from a parametric approximation to the earnings distribution of
pseudo individual ¢, although a non-parametric approach could be used instead. For simplicity,
given that average earnings in a group might be expected to be normally distributed, for each
pseudo individual we take draws from a Gaussian distribution. But we need to accommodate
the fact that our earnings data are top-coded. We proceed as follows. We assume the
distribution is Gaussian, but we only observe a truncated sample from this distribution. Given
observed moments (the sample mean and variance based on the truncated observations), we
use textbook formulae for the moments of the truncated Gaussian distribution to solve for

the moments of the (non-truncated) underlying Gaussian distribution.lﬂ Within our MCMC

"Since this number, N jt, can vary over time, when doing full sample analysis we use N;r as the number of
observations in pseudo individual j, even though earlier periods may depart somewhat from this value.

8 Another strategy would be to make a parametric assumption, say, Pareto, and use this to model the
unobserved upper tail of the earnings distribution for pseudo individual, j. Upper tails of earnings distributions
can be difficult to estimate; see, for instance, Feenberg and Poterba, (2000) and Heathcote et al.| (2023])



algorithm, we take earnings draws for each pseudo individual at different points in time via
inverse transform sampling from this distribution. This lets us relate the p-th percentile draw
of earnings from pseudo individual ¢ at time ¢ to the p-th percentile draw at time (¢t — 1).
Note that this sampling strategy both corrects for the different numbers of individuals
making up each pseudo individual (by taking the number of draws proportional to N;r) and
acknowledges the within-pseudo-individual heterogeneity in a way that simply using average

earnings, say, of each pseudo individual would not.

2.2 Impulse Response Analysis

We distinguish IRFs indicating how macro shocks affect specific pseudo individuals, or groups
of them, with distributional IRFs that trace out the dynamic effects of the shock on the
earnings distribution itself. Individual IRFs can be calculated in a straightforward fashion
using standard structural VAR methods and share similarities with what is done in papers
such as Amir-Ahmadi et al. (2022). Suppose, for instance, the researcher is interested in the
response of earnings to a business cycle shock. The pseudo VAR will provide the impulse
response of every pseudo individual to this shock, meaning there are N* impulse responses,
potentially a large number. Averages across the groupings defined by Z could be taken to
reduce this number. For instance, an average of impulse responses across all pseudo individuals
in a specific region could be used to produce region-specific impulse responses. Note that our
strategy of taking N;r draws for each pseudo individual means that, when we calculate group
IRFs that average across all pseudo individuals within a group, we are taking a weighted
average. The weights accurately reflect the number of individuals making up each pseudo
individual within the wider group.

The second type of impulse response is to the earnings distribution itself. Such distributional
impulse responses can be rationalized as generalized IRFs; see Koop et al.| (1996). To be
specific, we take the difference between two conditional forecasts of the pseudo individuals’
earnings. One is an h-step-ahead forecast conditional on a business cycle shock; the other is
conditioned on the shock being set to zero. We produce these conditional forecasts using the
methods of |(Chan et al.| (2025). These are conditional forecasts of earnings for every pseudo
individual that can be used to produce estimates of the associated earnings distribution. The
difference between the two distributions is the impulse response at horizon h. This type of
IRF can be used to address questions such as: “What is the effect of the business cycle shock

on the 10th percentile of the earnings distribution h-steps-ahead?”



2.3 Choosing the Pseudo Individuals

Pseudo individuals are defined according to K discrete variables, Z, known to the econometrician.
These variables capture observed socioeconomic and demographic characteristics elicited by
the micro survey. As discussed below, in many applications, including ours, data limitations
constrain the possibilities for Z. That is, micro surveys typically collect only a subset
of characteristics of survey respondents. Even so, many surveys provide information on
respondents’ gender, age, and education, for example. Given that each of these K characteristics
can, in turn, typically be broken down into a range of sub-characteristics, such as age brackets,
there end up being many ways in which the researcher might define pseudo individuals. This
can lead to a large N*.

At a high level, there is a trade-off when choosing N*. When N* is large, actual individuals
better match each pseudo individual. But each pseudo individual is based on fewer observations,
increasing estimation error as sample group averages deviate from population group averages.

On the other hand, when N* is small, each pseudo individual’s earnings are better estimated,
but the estimation may not match up so well with that for the actual individuals. That
is, if the group of individuals making up a given pseudo individual is too large, it may
be too heterogeneous to be reasonably represented by a single pseudo individual. These
considerations hold in any empirical application involving pseudo panels. With a pseudo VAR
we have the additional issue that the choice of N* determines the VAR dimension and, hence,
the computational complexity of estimating the model.

In our empirical work, the limited data restrict us and we simply make standard, economically
sensible choices involving age, education, region, and gender. But it is worth noting that one
may employ other statistical methods for choosing the pseudo individuals. First, one could
adopt the viewpoint that the individuals making up each pseudo individual should be as
similar as possible in terms of their earnings (that is, there should be as little heterogeneity
within a pseudo individual as possible). There are numerous clustering algorithms that could
be used to choose pseudo individuals so as to minimize heterogeneity. An issue with using
a statistical metric such as this to define pseudo individuals is that the resulting definitions
could be counter-intuitive and lack economic intuition.

A second way to proceed would be to start by estimating a pseudo VAR with as large a
value of N* as feasible and then see if homogeneity restrictions can be imposed. For instance,
if the equations for pseudo individuals i and j are found to have the same coefficients (and
thus the same IRFs), then pseudo individuals i and j can be merged together into one pseudo
individual and the pseudo VAR dimension reduced by one. This general insight could be
implemented in several ways, for example, via use of variable selection priors or sequential

testing methods. We leave such an implementation to future research.



Empirically, for a given N*, one can — and we will in our empirical application below —
assess the fit of the pseudo VAR model-implied micro density against the observed micro data
histogram. Such a comparison can indicate whether N* is too small. For example, imagine
that the pseudo VAR is estimated in just N* = 2 pseudo individuals, say, men and women. If
there is considerable within-gender variation, then the micro density constructed from averages
for men and women will be unable to generate enough heterogeneity to match the actual micro

data histogram. This would serve as evidence that a higher value of N* = 2 should be used.

3 The Micro and Macro Data

To demonstrate the utility of the proposed pseudo VAR model, and facilitate direct comparison
with the functional VAR model, we follow Chang et al.| (2024)) and study the joint dynamics
of a set of macro variables and micro data on earnings. To do so we focus on the same sample
period, from 1989Q1 through 2017Q3, as Chang et al. (2024]).

The micro data on weekly earningsﬂ come from the CPS which, like |(Chang et al.| (2024),
we access via the National Bureau of Economic Research MORG[M| The CPS provides a
nationally representative sample of the US workforce, surveying around 50-60,000 households
per month. The CPS has been subject to increasing non-response over time, particularly
since the COVID-19 pandemic, but it remains a robust and broadly representative source
for analyzing income dynamics in the US. Its stratified sample design and benchmarking to
population controls help anchor estimates against major representativeness concerns. Recent
research incorporating administrative data into survey weights shows that the effect of non—
response bias on headline measures, such as participation and unemployment rates, is modest
and typically within the margin of sampling errors (Eggleston et al., [2024)). As discussed
above, the CPS earnings data are top-coded. The percentage of top-coded individuals varies
over time, but is never more than 5 percent in a given quarter.

We follow Chang et al| (2024) in treating the CPS as a repeated cross-section. This
is because the CPS’s panel component, namely, the fact that the earnings question is only
asked of a given household twice, is too small to exploit in our context. We aggregate the
CPS data across the three months in each calendar quarter. Weekly earnings are scaled to
annual earnings by multiplying by 52. As in [Chang et al| (2024)), we construct the macro

measure of the unemployment rate directly from the CPS data. This is one minus the

9We use the CPS variable on weekly earnings, which reports earnings per week before deductions and
includes any overtime, commissions, or tips that are usually received.

Ohttps: / /www.nber.org /research /data/current-population-survey-cps-merged-outgoing-rotation-group-e
arnings-data.
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fraction of individuals with non-zero weekly earnings[”| To remove the common trend in
the cross-sectional earnings data, we also follow the recommendation of Chang et al.| (2024]),
and each quarter we standardize individual-level earnings by (2/3) of nominal per capita
GDP. The 2/3 figure is aimed at approximating the labor share of GDP. Finally, we take
an inverse hyperbolic sine transformation of the earnings data to mitigate the skewness of
the earnings/GDP distribution. The earnings distribution has been shown to be highly non—
normal (see Guvenen et al.| (2021))). But we reverse this transformation post-estimation of
the VAR model before examining the IRFs. Notwithstanding this transformation, the selling
point of the functional and pseudo VAR models that we use is that they do not involve having
to make a parametric assumption about the overall earnings distribution: The data are left
to decide its shape.

A key question is how to define the pseudo individuals. As discussed above, there is a
trade—off between wanting individual survey respondents comprising each pseudo individual
to be homogeneous (minimizing within-pseudo-individual variation) and wanting our pseudo
individuals to be heterogeneous. At the same time, there are computational implications
of having more pseudo individuals. We proceed by defining our pseudo individuals across
four dimensions that capture commonly understood factors explaining differences in earnings,
namely, sex, education, age, and location. These, along with race, represent common characteristics
by which earnings in the US are often broken down[™]

Based on these characteristics, as summarized in Table [T}, we define 400 pseudo individuals:
2 sexes x 2 education levels x 10 age groups x 10 regions. Individuals’ education levels are
classified into two categories: those with a college education or higher and those with a lower
level of education[l] Age is defined with respect to the age of the respondent in the survey, in
contrast to pseudo panel approaches where pseudo individuals are defined on the basis of their
year of birth. This fixed-age-group type approach has been used elsewhere, notably in studies
in population economics where the emphasis is on the effect of different factors on the fertility
of specific age groups (see, for example, Chatterjee and Vogl (2018])). Given our focus on
assessing the effect of shocks on individuals with specific characteristics, rather than following

a group of pseudo individuals through time, we split our sample into pseudo individuals based

1 The employed include both those individuals “working” and those “with a job not at work.” Our focus is
modeling the sample with the unemployed, and hence, our earnings data have what |Chang et al.| (2024)) call
a point mass at zero.

12Gee, for example, Table A-6 from the US Census Bureau: https://www.census.gov/library /publications/
2024 /demo/p60-282.html?7utm campaign=20240911acosd&utm medium=email&utm source=govdelivery,
and breakdowns provided by the Bureau of Labor Statistics: https://www.bls.gov/cps/earnings.htm.

13Definitional changes in the CPS, as discussed by [Jaeger| (2003), affect the consistency of this educational
characteristic over time. See the Data Appendix for more details. For robustness, we also experimented with
a shorter sample period, ending in 2014, that is less affected by these definitional changes. We find results
similar to those reported below.
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on their age at the time of each survey. We consider 10 age groupings. Region is defined using
the Office of Management and Budget’s definition of the 10 “regions” of the US| On average
over time and across the 400 pseudo individuals, this results in pseudo individuals comprising

105 actual individuals.

Table 1: The Micro Data

Characteristic Number Definition

Region 10 Agency administrative regions (Office location:
Boston, New York City, Philadelphia, Atlanta,
Chicago, Dallas, Kansas City, Denver, San
Francisco, Seattle)

Sex 2 Male, Female

Age 10 < 25, (25,30), (30,35), (35,40), (40,45), (45, 50),
(50, 55), (55,60), (60,65), > 65

Education 2 Below college, College and above

Our macro data set uses the same three macroeconomic variables as in |Chang et al.| (2024)
and we use their data transformations too. This means that we model total factor productivity
(TFP) growth, GDP growth, and the unemployment rateE] The pseudo VAR model then
augments these three variables with the 400 pseudo individual observations. This is a large

VAR, but manageable using the methods we set out below.

4 Empirical Application Revisiting the Distributional Effects
of Business Cycle Shocks

4.1 TImplementation Details for the Pseudo VAR

Large VARs can be heavily over—parameterized and require prior shrinkage and /or the imposition
of restrictions on the VAR coefficients or the error covariance matrix. Chang et al. (2024) use
the asymmetric conjugate prior of |(Chan| (2022) and we adopt a similar approach but adapt
the prior to acknowledge that By is not assumed to be lower triangular. We want to impose
different restrictions, as explained below. But the theoretical properties derived in |Chan

(2022)), such as order invariance, still hold and the posterior simulation algorithm retains the

Mhttps: / /www.gao.gov/assets/ggd-75-52.pdf. These definitions are provided in Appendix Table
alongside the city in which the head office is based, which is how we name these regions.

15Full definitions, along with the data transformation and FRED code used, for these macro variables are
listed in Table in the Data Appendix. We also follow |Chang et al.|(2024) and when plotting the macro
IRFs we do so for the employment, rather than the unemployment, rate.
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same form. This prior is a version of the familiar Minnesota prior. An important advantage
of this prior is that the conjugacy means that analytical posterior results are available, thus
reducing the computational burden. In addition, the marginal likelihood is available in closed
form. |Chang et al. (2024) use this to estimate the prior hyperparameters in their functional
VAR (as do we in our pseudo VAR and the functional VAR we compare it to, thus ensuring that
parameters that are common to both models are the same). Prediction is done iteratively using
simulation methods. Posterior simulation methods are used to calculate impulse responses.

In experimentation, we have found it practical to estimate this unrestricted VAR even when
N* runs to several hundred. However, estimating VARs of this dimension poses challenges in
terms of the computational burden, identifying structural shocks and ensuring precision and
stability of empirical results (for example, ensuring that the posterior does not produce any
explosive draws can be difficult to impose and computationally burdensome in large VARS).
Accordingly, the researcher may wish to impose restrictions. These restrictions could involve
either contemporaneous effects (that is, restrictions on the impact matrix By) or lagged effects
(that is, restrictions on A; for j = 1...p). And they can involve either relationships between
the micro and macro variables or relationships between different micro variables.

The choice of restrictions will be application dependent. In our application, to achieve
parsimony in an otherwise large VAR, we impose four sets of restrictions. Importantly,
these restrictions still allow for rich micro-macro dynamics. We first assume Bg;2 = 0,
so that the macro variables affect the micro variables contemporaneously but not the other
way round. Second, we assume that Bggo is a diagonal matrix, so that the micro units
are contemporaneously unrelated. We stress that these restrictions are imposed on the
structural VAR, namely, the VAR specified via By. The corresponding reduced-form VAR
error covariance matrix, 3, remains full. Intuitively speaking, there will still be non-zero error
covariances between different pseudo individuals, but this dependence is driven solely by the
(common) macro variables. Third, we assume Aj 1, ..., A, 12 = 0, so that lags of the micro
variables do not affect the macro variables. Fourth, we assume A; 9, ..., A, 92 are diagonal
matrices, so that the micro units are only affected by lagged values of their own micro unit
(as well as lags of the macro variables).

In a standard macro VAR, the identified structural shock will only reflect the macro
variables. In the unrestricted version of our pseudo VAR, the micro variables can effect
the macro variables and, thus, the identified shock. This means that the structural shock
will not be the same as the one produced by a macro VAR. If the researcher finds this
undesirable, then additional restrictions can be imposed on our pseudo VAR to identify a
structural shock that is the same as that in the macro VAR. However, one might argue that in

most applications it is desirable to allow for the micro variables to have an impact on the macro
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shock; see, for example, |Lenza and Savoia (2024). With our particular choice of restrictions,
we allow for micro-macro linkages contemporaneously (that is, via non-zero elements in By 9;)
and this will have a dynamic effect (that is, Bga; will appear in the calculation of IRFs at
all horizons). In many applications, this degree of flexibility might suffice, particularly since
structural shocks are often identified through their impact effects. But if this is too restrictive,
micro-macro linkages could be made more flexible dynamically by relaxing the assumption that
Aj12,...,A, 12 = 0. But, given the high dimensionality of these matrices, this would lead to a
substantial loss in parsimony. A more parsimonious restriction that does allow more flexibility
in terms of lagged micro-macro interactions might involve, for instance, restrictions that imply
that lags of average earnings (over all pseudo individuals) appear on the right-hand side of the
macro equations. Alternatively, Baumeister et al. (2025)) enter lagged quantiles of the micro
distribution on the right-hand side of the macro equations as a way of allowing distributional
information about the micro data to impact the macro shocks.
Our prior is similar to the asymmetric conjugate prior of Chan| (2022), but minor adaptations

are required due to the restricted nature of our VAR. The prior is inverse Gamma for the
variances of each of the VAR errors. The asymmetric conjugate prior chooses the prior mean

2
79

of the error variance in equation 7 to be s;, which is the sample variance of the residuals of
an AR(4) model for variable i. We also make this choice for the prior mean. The asymmetric
conjugate prior chooses a prior degrees of freedom starting from an inverse-Wishart prior for
the reduced-form error covariance matrix. This is chosen to be N + 2, which is necessary in
the unrestricted VAR to ensure that the prior mean exists. This implies very strong prior
shrinkage when N is large. With the restrictions imposed on our VAR, it is not possible to
use an inverse-Wishart prior for the reduced-form error covariance matrix. In addition, the
number of right-hand-side variables in our restricted VAR is always fairly small and does not
increase with N. Accordingly, we use a much less informative prior for our error variances
and set the prior degrees of freedom to k;, which is the number of right-hand-side variables in
equation 7. In our model, k; will be small and will take on only two values: one for the macro
block and one for the micro block.

For the coefficients, since we estimate the VAR in structural form, there are two sets of
parameters: the impact coefficients and the VAR coefficients. The priors are conjugate and
constructed following (Chan| (2022). Specifically, the priors for the impact coefficients are
normal, with hyperparameters set equal to those in |Chan| (2022). We set the VAR lag length
to p = 2, and impose a Minnesota prior on the VAR coefficients. The hyperparameters are
chosen to ensure consistency across all model specifications. Further details are provided in

Appendix [C] When estimating the functional VAR model of [Chang et al| (2024), we adopt

the same priors described in Appendix [C| focus on their specification with 10 knots for the
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spline approximation, and follow |Chang et al.| (2024) by censoring the likelihood function of

the functional VAR to acknowledge that the micro earnings data are top-coded.

4.1.1 Micro Density Estimation

The functional and pseudo VAR models offer different ways of fitting the micro/cross-sectional
density. We can assess their ability to reproduce the time path of the observed micro earnings/ GDP
data by comparing their cross-sectional fit, over time, against actual earnings. Panel (a) of
Figure (I provides a snapshot for 2009Q1, indicating that both the functional and the pseudo
VAR models capture well the micro data. In panel (b), we plot the Cramér—von Mises distance
between the actual earnings data and the two model-based fitted densities over time. We again
see that both models provide a good fit, with low Cramér-von Mises values. But the pseudo

VAR model consistently offers better cross-sectional fit of the micro data than the functional
VAR.

Figure 1: Cross-sectional density fit of the functional and pseudo VAR models

(b) Cramér—von Mises distance relative to actual

(a) Orange: Actual micro data (2009Q1). Blue: micro data. Blue: pseudo VAR. Red: functional
pseudo VAR. Red: functional VAR. VAR.
0.9 7 0.035 7
0.8 1 0.03 1 A J‘c\\ M
071 0 P W
0.6 - 00251 /\ o ’\/\/M “/\/\ \WK\ “\/“ f/“ Ml \‘
’ | /vw FU\A i “‘ W \f\f ‘/ ‘
0.5 0.02 | | v &/U \‘
i
041 0.015
031
" [ Mg
] 9 U
0.1 0.005 4 q‘\f\ i ”‘ ‘V NV ™,
I g™
0 T T T T T T 1
01985 1990 1995 2000 2005 2010 2015 2020

Notes: Actual earnings/GDP cross-sectional distribution, alongside fitted densities from the
functional VAR (in red) and pseudo VAR (in blue) models.

4.2 Overview of Empirical Results

To illustrate the insights that the pseudo VAR can provide, we structure the next three

sections around different sets of results. The first compares the IRFs we obtain for the macro

variables in our model to those of |Chang et al.| (2024). The second presents distributional

IRFs showing how the business cycle shock affects the earnings distribution, again comparing
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the pseudo VAR against the functional VAR of (Chang et al. (2024). The final set of results
demonstrate the additionality that our model provides in allowing us to directly “look within”
the earnings density to ascertain who is most affected by macro shocks. This is harder to do
with a functional VAR. The best a functional VAR can do is produce distributional IRFs for a
specific pseudo individual (or group of pseudo individuals) by estimating the functional VAR

on a subset of groups. This risks losing interdependencies between the pseudo individuals.

4.3 IRFs for the Macro Variables

We begin by presenting the IRFs for the macro variables. As well as letting us assess whether
movements in the earnings distribution affect how macro shocks impact aggregate variables,
this exercise lets us compare how our pseudo VAR fits the macro data relative to the functional
VAR of (Chang et al| (2024). The IRFs for the macro variables are produced in response
to a macro shock to TFP. Following |Chang et al. (2024), this is identified via Cholesky
orthogonalization, with TFP growth ordered first, GDP growth second, and the unemployment
rate third, and we order the macro ahead of the micro variables. In online Appendix B, we
show that we obtain results similar to those presented in the three sections below when, rather
than via orthogonalization, we identify the macro shock using the maximum-share-of-variance
approach. Echoing Angeletos et al.| (2020), this is defined to be the shock that maximizes the
variability of the unemployment rate over business cycle frequencies (6-32 quarters) and can
be interpreted as a “main business cycle” shockF_GI Following (Chang et al. (2024), all of our
IRFs measure the effect of a three-standard-deviation shock, signed so that positive values of
the macro shock are associated with expansionary phases of the business cycle.

We compare the IRFs produced by our pseudo VAR with two benchmark models: first,
the functional VAR of |Chang et al.| (2024)), using the same choice of knots for the spline
approximation, and, second, the aggregate VAR model estimated using only the three macro
variables. The functional VAR model is estimated using the Bayesian methods described
in |Chang et al.| (2024). We use the same data set, data transformations, and prior (for all
common parameters) in these models. All three VARs have a lag length of 2, a choice also
made in (Chang et al.| (2024).

Figure [2| compares the IRFs from these different models. At a high level, qualitatively, all
three VAR models deliver similar IRFs. TFP, employment, and output all move together over
business cycle frequencies, with the effects of the macro shock on GDP and employment

peaking around a year after impact. The TFP shock raises the level of TFP and GDP

16We emphasize that, consistent with the notion of a main business cycle shock, we obtain similar IRFs
when, rather than maximizing the variability of the unemployment rate, we maximize the variability of GDP
growth instead.
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permanently across the three models, and creates a temporary employment boom.

In short, both the functional and pseudo VAR models support the view that the rich are,
in effect, scaled versions of the poor. If one posits that, although the rich have more wealth,
their consumption and saving behavior is similar to that of the poor, one should not expect
to see the dynamics of the macro aggregates affected by the micro data, as we find is the case
empirically. Our results support the view that the representative agent assumption holds, as
seen in the “perfect aggregation” environment of the Krusell and Smith| (1998) heterogeneous-
agent model. Like the functional VAR of |Chang et al.| (2024]), the pseudo VAR suggests that

micro heterogeneity does not matter for (macro) business cycle fluctuations.

Figure 2: IRFs of the macro variables to the aggregate shock

(a) Aggregate VAR (b) Functional VAR (c) Pseudo VAR
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Notes: Responses of macro variables at 1 through 40 quarters to a 3-SD TFP shock at time 0,
orthogonalized via Cholesky factorization. Panels depict responses of the log level of TFP and GDP,
scaled by 100, and responses of the employment rate (Emp) in percentages. Shaded areas represent
68 percent credible intervals.

4.4 Distributional IRFs

The second set of results is the distributional IRFs showing how the business cycle shock affects
the entire earnings distribution. Again, we compare the pseudo VAR against the functional
VAR of |Chang et al.| (2024). We use heat maps to illustrate distributional IRFs, showing how
an aggregate shock affects different percentiles of the earnings-to-GDP distribution.

The distributional impulse responses can be interpreted as generalized IRFs; see Koop
et al. (1996). Specifically, for each draw from the fitted normal distribution, we obtain a set
of pseudo individuals, denoted by x;, and construct the VAR model. For each MCMC draw
from the VAR, we compute two conditional forecasts of their future earnings: one conditional

on the realization of the shock of interest, and one conditional on the same shock being set to
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Zero.

Under each conditioning scenario, we directly compute the forecasted earnings of the
pseudo individuals, who are weighted proportionally to the number of actual individuals that
they represent”’| We then pool the forecasted earnings of all pseudo individuals to construct
the implied cross-sectional distribution at each horizon h. The impulse response at horizon
h is defined as the difference between the corresponding percentile of these two conditional
distributions. For example, the response of the 10" percentile is computed as the difference
between the 10" percentiles of the two forecasted earnings distributions.

This conditional forecast procedure allows us to characterize the dynamic effects of shocks
on the entire earnings distribution. In our implementation, we perform 2,000 simulations of
the conditional forecast procedurelr_g] For each simulation, impulse responses are computed
from 10,000 MCMC draws. We then pool the 10,000 responses across the 2,000 simulations,
and report the median response as well as the 16" and 84" percentiles to form credible
intervals. If the 16""-84"" percentile interval contains zero, the median response is set to zero.
To highlight statistically meaningful effects and improve readability, statistically insignificant
values are colored white, while significant positive and negative responses are colored green
and red, respectively.

Figure [3] shows the distributional IRFs for both the functional and pseudo VARs["’| The
two VARs can again be seen to offer broadly similar distributional IRFs, in the sense of
having positive values (green) at lower percentiles of the earnings distribution and negative
values (red) at higher percentiles. That is, both models imply that in response to a positive
macro shock, the poor get richer and the rich get poorer, relative to GDP. This empirical
fact is consistent with the wider literature that finds that the distribution of wages tightens
as the economy strengthens (see |(Okun (1973), |[Katz and Krueger| (1999), and |Aaronson et al.
(2019)) % We emphasize that these effects on earnings are relative to GDP. GDP is itself
growing after the macro shock, as already seen in Figure 2]

The distributional effects of the macro shock are strongest in the immediate aftermath of
the macro shock and slowly die out thereafter, with effects becoming statistical insignificant

after about 8 or 9 years. We observe in both models somewhat stronger effects above median

17Since the number is different over time, we use the end of sample, 2017Q3, value.

Each simulation consists of randomly drawing from the set of pseudo densities fitted to x}, estimating the
VAR model, and computing the conditional forecasts using 10,000 MCMC draws of the VAR parameters.

9Tn their paper, Chang et al| (2024 did not flesh out the impact of the business cycle shock across all
percentiles of the earnings distribution. They focus on two specific percentiles, one in the upper tail and one
in the lower tail.

20Declining inequality after a positive aggregate shock is also consistent with studies that have looked at the
distributional effects of monetary policy shocks. [Amberg et al.| (2022), for example, find that the labor-income
effects of expansionary monetary policy shocks are strongest for lower-income individuals.
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earnings. But, supporting the findings in [Heathcote et al. (2023), we also observe strong

cyclical dynamics of income below the median too.

Figure 3: Distributional IRFs to the aggregate shock

10 20 30 40 10 20 30 40
Functional VAR Pseudo VAR

Notes: Micro distributional responses at 1 through 40 quarters, across percentiles of the
earnings/GDP distribution, to a 3-SD TFP shock, orthogonalized via Cholesky factorization, at
time 0. Green areas denote statistically significant positive percentiles, red areas denote statistically
negative percentiles, and white areas denote statistically insignificant percentiles as judged by the
16th - 84th credible interval of the percentile containing zero.

4.5 IRFs for Pseudo Individuals: Group and Distributional

Our final set of results demonstrates the additionality that our model provides in enabling us
to “look within” the earnings density to ascertain who is most affected by macro shocks. The
pseudo VAR can thereby provide stylized facts about how certain types of individuals react to
macro shocks. Such an analysis is not possible with the functional VAR. We contrast, for each
of the four demographic factors, the IRFs obtained by grouping together, by characteristic, the
IRFs across the 400 pseudo individuals with those obtained when we construct distributional
IRFs for the same group.

To illustrate the additional insights that the pseudo VAR enables, relative to functional
VAR models, we contrast the group-level and distributional IRFs for each demographic group

n turn.
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4.5.1 Men versus Women

We start by looking at Figure [4] which shows the effects of the macro shock on the earnings
of men and women. For both men and women we see that, relative to GDP, earnings fall on
average for about three years after the macro shock. This is consistent with the labor share
being countercyclical. Figure {4 evidences that the effects on the “average” man are slightly
more positive than the effects on the “average” woman. This is, in turn, consistent with the
stylized fact that the labor earnings of men are more exposed to macro fluctuations than those
of women (Guvenen et al. (2017)). But it is only when we turn from Figure {4 to Figure |5 to
“look within” the earnings distribution that we gain a fuller picture. From Figure [5| we learn
that the effects on men at the lower end of the earnings distribution are stronger than the
effects on women. We also see that, over time, the positive effects of the macro shock seen
at lower percentiles percolate up the earnings/GDP distribution. After three or four years,
we see that all men with earnings in the bottom third of the earnings distribution gain. By
contrast, the positive effects on women are both much more contained, over time and across
the earnings distribution, and weaker — as evidenced by the middle panel in Figure

Our findings in Figure |5| therefore support the literature documenting that (pre-COVID)
recessions are ‘“mancessions,” in which men’s earnings, certainly those who earn less than
median earnings, are more cyclically sensitive than women’s. This is because men are typically

more exposed to sectors, such as construction and manufacturing, that employ more men; see
Albanesi and Sahin| (2018) and |Alon et al.| (2022).
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Figure 4: TIRFs for men and women

(a) Men (b) Women
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Notes: IRFs for men and women due to a 3-SD TFP shock, orthogonalized via Cholesky
factorization. We perform 2,000 simulations of the conditional forecast procedure. For each pseudo
individual draw, impulse responses are computed for men and women across all MCMC draws
taking a weighted average of the pseudo individual IRFs, where the weights are proportional to the
number of actual individuals represented (based on 2017Q3). We then pool, by gender, these
weighted responses across the 10,000 MCMC draws and the 2,000 simulations and report the
median and the 16" and 84" percentiles to form credible intervals.

Figure 5: Distributional IRFs for men and women

%107 %108

2 2

15 15
20

1 1
30

0.5 40 B 10.5

0 50 4 10

05 60 05
70 q q

- 11 1 11
80 q 80 q

-1.5 -1.5 -1.5
90 q 90 q

2 2 2

10 20 30 40 10 20 30 40 10 20 30 40
Men Women Men minus women

Notes: Micro distributional responses on men and women, across percentiles of the earnings/GDP
distribution, to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Green areas denote
statistically significant positive percentiles, red areas denote statistically negative percentiles, and
white areas denote statistically insignificant percentiles as judged by the 16th - 84th credible
interval of the percentile containing zero. Right-hand-side panel tests whether the observed
differences between men and women are statistically significant.
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4.5.2 Education

We next turn to examining if and how the effects of business cycle shocks on earnings vary
by education. In Figure [0 we see that after falling in relative terms for about two years, the
macro shock raises earnings for those without a college education. However, the effects are
more negative for those with a college education. But, again, looking at these average effects is
masking strong differentials across the earnings distribution. Figure [7] reveals that the macro
shock has strong positive effects on lower-earning individuals without a college education. The
bottom quintile of earnings for those without a college education, in particular, is boosted in
the aftermath of the business cycle shock. In contrast, only those college-educated individuals
in the bottom decile of the earnings distribution are not negatively (in relative terms) impacted

by the business cycle shock.

Figure 6: IRFs by education
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Notes: IRFs due to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Shaded areas
represent 68 percent credible intervals. IRFs involve taking the weighted average of the IRFs for
those pseudo individuals who have and do not have a college education.
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Figure 7: Distributional IRFs by education
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Notes: Micro distributional responses by education, across percentiles of the earnings/GDP
distribution, to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Green areas denote
statistically significant positive percentiles, red areas denote statistically negative percentiles, and
white areas denote statistically insignificant percentiles as judged by the 16th - 84th credible
interval of the percentile containing zero. Right-hand-side panel tests whether the observed
differences between the college-educated and the non-college-educated are statistically significant.

4.5.3 Age

We now turn to examining the effects on earnings of the business cycle shock by age. Figure
focuses on those aged 25 years or younger and those aged 50 through 55. Even looking at the
age-specific IRFs, we see clear differences. The young are positively and persistently affected,
whereas the effects on the older group are negative for four to five years after the macro
shock. HANK models, such as those developed by Bardoczy and Velasquez-Giraldo| (2024),

also emphasize the importance of modeling heterogeneities across age in understanding the

dynamic effects of macro shocks. This builds on the significant literature showing how the

labor market outcomes of the young, more than other demographic groups, are particularly

exposed to cyclical fluctuations (for example, see (Clark and Summers (1981) and |Guvenen|

et al (2017)).

When, in Figure[9], we “look within” the distribution, we see that these averaged age-specific

effects hold reasonably well across the earnings distribution. Both low- and high-earning young
individuals benefit from the business cycle shocks. This is again consistent with the narrative

about higher elasticities of labor supply for younger workers.
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Figure 8: IRFs by age

(a) Age <25 (b) Age 50-55
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Notes: IRFs due to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Shaded areas
represent 68 percent credible intervals. IRFs involve taking the weighted average of the IRFs for the
younger and older pseudo individuals.

Figure 9: Distributional IRFs by age
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Notes: Micro distributional responses by age, across percentiles of the earnings/GDP distribution,
to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Green areas denote statistically
significant positive percentiles, red areas denote statistically negative percentiles, and white areas
denote statistically insignificant percentiles as judged by the 16th - 84th credible interval of the
percentile containing zero. Right-hand-side panel tests whether the observed differences between
younger and older individuals are statistically significant.
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4.5.4 Region

Finally, we illustrate how macro shocks have differential regional effects. We do so by focusing
on two regions: Philadelphia and Seattle. We find that these two regions experience the most
distinct responses, relative to the US as a whole, after the macro shock. It is important to
reiterate that these regions are named after the city in which the office is located, and comprise
a much larger area than these cities alone (the Philadelphia region comprises Delaware,
Maryland, Pennsylvania, Virginia, Washington, D.C., and West Virginia, while the Seattle
region comprises Alaska, Idaho, Oregon, and Washington). See Table for more detail.
Figure [10] starts by showing the IRFs for these two regions. It shows that the effects are
more positive on Seattle than on Philadelphia. Turning to look within the earnings/GDP
distribution, we see in Figure [L1| that the positive effects on the Seattle region, relative to the
US, of the macro shock hold across much of the earnings distribution with the exception of the
lower tail. In contrast, in the Philadelphia region they are consistently more negative. This fits
with the wider finding that not all business cycles are alike: There is regional heterogeneity,

as noted, for example, by Owyang et al.| (2005).

Figure 10: IRFs by region
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Notes: IRFs due to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Shaded areas
represent, 68 percent credible intervals. IRFs involve taking the weighted average of the IRFs for the
different regions.
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Figure 11: Distributional IRFs by region
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Notes: Micro distributional responses by selected region, across percentiles of the earnings/GDP
distribution, to a 3-SD TFP shock, orthogonalized via Cholesky factorization. Green areas denote
statistically significant positive percentiles, red areas denote statistically negative percentiles, and
white areas denote statistically insignificant percentiles as judged by the 16th - 84th credible
interval of the percentile containing zero. Each panel tests whether the observed differences between
the stated region and the US as a whole are statistically significant.
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5 Conclusions

There is growing interest in the distributional effects of macroeconomic shocks. Much of
the existing evidence is derived from structural macroeconomic models with heterogeneous
agents; see, for example, Krusell and Smith (1998)), |Ahn et al.| (2018), Kaplan and Violante
(2018)), Kaplan et al.| (2018)), Liu and Plagborg-Mgller| (2023), and Bayer et al. (2024). In
contrast, the recent trend of developing “micro-macro” VAR models has provided a framework
for comparing the predictions of these structural heterogeneous-agent models with observed
data and providing data-based evidence on how much microeconomic heterogeneity matters
for the macro business cycle and vice versa.

Contributing to this literature, this paper has developed a new econometric approach to
combine macro and micro data in a VAR model, which enables new insights to be derived
on the impact that macro shocks have on individuals. By jointly modeling the individual-
level data alongside a selection of key macroeconomic variables in a large VAR, we gain great
flexibility in modeling the static and dynamic inter-relationships between both micro and
macro variables. We have developed a feasible way of implementing this approach. We turn
the repeated cross-section of our micro data into a pseudo panel and include the earnings of
the pseudo individuals as variables in our VAR. This turns an impractically large VAR into a
still large, but feasible, one.

This approach has a number of advantages over directly modeling aggregate moments of
both the micro (cross-sectional) distribution and the functional VAR models. In addition
to gaining insight into the dynamic impact of the shock on different parts of the income
distribution, our approach lets us “look within” the distribution to identify which types of
micro units are most or least affected. We illustrate these capabilities in an empirical exercise
revisiting a standard set of US macro variables and a micro data set of survey data on
individual earnings.

We show that macro shocks do have business cycle effects on the micro earnings distribution.
Expansionary business-cycle-type shocks raise earnings, relative to GDP, at the bottom of the
earnings distribution and decrease them at the top. What our pseudo VAR approach is
able to tell us, unlike a functional VAR model, is who these people are. We find the most
cyclically sensitive individuals to be men in the bottom deciles of the earnings distribution,
those individuals with less than a college education in the lower percentiles of the earnings

distribution, and the young.
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Online Appendix for “Incorporating Micro Data into
Macro Models Using Pseudo VARS”
by Koop, McIntyre, Mitchell, and Wu

A Data Appendix

Here we provide additional information on the micro and macro data used. We start with the
micro data.

Defining the educational levels in the CPS is complicated by changes in definitions. As
explained in|Jaeger (2003) and [Hersch et al.| (2020)), changes introduced in 1992 make comparisons
of educational attainment before and after this date problematic. Specifically, the CPS went
from asking respondents to “report the highest grade that they had completed” to asking them
“to report the highest degree that they had received.” “The shift from a ‘time spent in school’
measure to focus on degrees received, which can take varying amounts of time, caused a break
in the long time series on educational attainment available in the CPS.” (Jaeger, 2003, 385).
The NBER now provides as part of its CPS extract a new variable, constructed following
Jaeger| (2003), which it describes as allowing “researchers to come closer to the ‘highest grade
completed’ measure available before 19921 We use this measure to break individuals into
those with below college level education and those with above{?] As noted earlier, this approach
no longer works after 2014 given changes in the underlying CPS questionnaire that removed

three key questions on education necessary to implement this approach.

2https://cps.ipums.org/cps/resources/earner /cpsxNBER.pdf

22Specifically, we calculate educational levels as follows: i) 1979 — 1991 we use “gradeat” with values of 16 —
18 coded = 1; ii) 1992 — 1997 we have “grade92” >= 43 coded = 1; iii) 1998 - 2014 we use “ihigrdc” using a
value of 16 — 18 = 1.
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Table A.1: Region Definitions

Region Office Location and States

Region I Office location: Boston
Connecticut, Maine, Massachusetts, New Hampshire, Rhode
Island, Vermont

Region II Office location: New York City
New York, New Jersey, Puerto Rico, U.S. Virgin Islands

Region III Office location: Philadelphia
Delaware, Maryland, Pennsylvania, Virginia, Washington, D.C.,
West Virginia

Region IV Office location: Atlanta
Alabama, Florida, Georgia, Kentucky, Mississippi, North
Carolina, South Carolina, Tennessee

Region V Office location: Chicago
[llinois, Indiana, Minnesota, Michigan, Ohio, Wisconsin

Region VI Office location: Dallas
Arkansas, Louisiana, New Mexico, Oklahoma, Texas

Region VII Office location: Kansas City

Region VIII

Region IX

Region X

Iowa, Kansas, Missouri, Nebraska

Office location: Denver
Colorado, Montana, North Dakota, South Dakota, Utah,
Wyoming

Office location: San Francisco
Arizona, California, Hawaii, Nevada, Guam, Northern Mariana

Islands, American Samoa

Office location: Seattle
Alaska, Idaho, Oregon, Washington
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Table A.2: The Macro Data

Series Transformation/Calculation Source

Unemployment rate  Level CPS

Real GDP per capita 100 x  https://fred.stlouisfed.org/
log(A939RX0Q048SBEA)

TFP

Cumulative sum (DTFPu/4)  https://www.johnfernald.net/TFP
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B Additional Empirical Results

Here we provide additional results that identify the aggregate shock using the max-share
approach. Specifically, we identify the macro shock using the maximum-share-of-variance
approach. As in Angeletos et al.| (2020), this is the shock that maximizes the variability of

the unemployment rate over business cycle frequencies (6-32 quarters) and can be interpreted

as a “main business cycle” (MBC) shock.

Figure A.1: IRFs of the macro variables to the MBC shock

(a) Aggregate VAR (b) Functional VAR (c) Pseudo VAR
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C0 5 10 15 20 25 30 35 40 co 5 10 15 20 25 30 35 40 c0 5 10 15 20 25 30 35 40

15 T T T T T T T T T T T T
N¥ 2/&.
EZM a1
3 .

1
0.6
1
=3 I A
] 504 =
Zos & 408
) 0.2
0

0 0
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40

Notes: Shaded areas represent 68 percent credible intervals.
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B.1 Distributional IRFs to the MBC Shock

Figure A.2: Distributional IRFs to the MBC Shock
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Notes: Green areas denote statistically significant positive percentiles, red areas denote statistically
negative percentiles, and white areas denote statistically insignificant percentiles as judged by the
16th - 84th credible interval of the percentile containing zero.
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B.2

Distributional

B.2.1 Men versus women

IRFs to the MBC Shock for Pseudo Individuals:

Figure A.3: IRFs for men and women
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B.2.2 Education

Figure A.5: IRFs by education
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B.2.3 Age

0.03

Figure A.7: IRFs by age
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B.2.4 Region

Figure A.9: IRFs by region

(a) Agency administrative region:(b) Agency administrative region:
office location Philadelphia office location Seattle

Figure A.10: Distributional IRFs by region
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C Construction of Prior Distribution

Here we provide details of our variant of the prior proposed in (Chan| (2022)). Equation ([1)),

repeated below, is our VAR(p) in “structural” form:

Bozi = Aize 1+ + Az, + 6, ¢ ~N(0,D), (A.1)
where D = diag(c?,03,...,0% ). This allows us to estimate the VAR equation by equation.
B B
As described in Section [2.1] we partition By as By = O PO and impose the
Bo21 Boa2

restrictions summarized in Section {.1} By is full with ones on the diagonal, Byi2 = 0,
By is full, and By 9 is an identity matrix. Under these restrictions, the i-th equation can

be written as:

/ / 2
Zit = Wyo, +X,,0; + €4, € ~N (O, cri) , (A.2)
where:
(=21t ooy —Zic1t, —Zit1ty - - -, —2mt) 1 < M (for the macro equation),
Wit =
(—z16,— 2285+ -, —201t) i > M (for the micro equation),
/ / /
and x; = (1,2, _q,...,2_,)"

We use the normal-inverse-gamma prior:

o | o} ~ N(0,07VE), (A.3)

0; | o7 ~ N(0,07V)),
V; 812>
2727

where s? denotes the sample variance of the residuals from an AR(p) model estimated on

o) ~ IG(

variable 7.
Following (Chan (2022), we set:

diag(1/s3,...,1/s7 1,1/s24,...,1/s3,) i < M (for the macro equation),

diag(1/s%,...,1/s%,) i > M (for the micro equation).
For the VAR coefficients 6;, the prior covariance matrix depends on V. Tt is a Minnesota-
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type prior and contains three hyperparameters, namely, k1, ko, k3, that control the degree of

shrinkage for different types of coefficients:

—

5L for the coefficient on the Ith lag of variable i (own lags),

0 __ K
vl ={ 4

? s

]

for the coefficient on the [th lag of variable j (lags of others),

~
<yl

K3 for the intercept.

We set k1 = 10, k3 = 1, and:

0.01 ¢ < M (for the macro equation),
Rg =
0.001 ¢ > M (for the micro equation).

Finally, the degrees of freedom of the inverse-gamma prior are:

20 ¢ < M (for the macro equation),
vV, =
40 i > M (for the micro equation).

All
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