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Abstract

Median Consumer Price Indexes have proved useful in many contexts and are used worldwide
as key policymaking inputs. Historically, US Median CPI improvements involved increasing the
CPI component level of disaggregation; one might reasonably assume that further disaggregation
would lead to further improvements. We theoretically demonstrate herein: not necessarily. We
then empirically explore the impact of further disaggregation. Substantially more disaggregation
in the shelter indexes and slightly more disaggregation in the remaining components improve
the ability of Median CPI to track the medium-term trend in CPI inflation and its predictive
power for future CPI movements. This new Median CPI suggests that trend inflation was lower
pre-pandemic, accelerated faster in 2021, and decelerated faster after 2022.
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1 Introduction

Much attention is devoted to discerning the signal in the latest inflation reading. That signal is

obscured by changing seasonality and transient fluctuations, but also by outright noise: the price

component growth distribution is highly leptokurtic, so that monthly samples typically have big

outliers. Official measures of inflation are sample means, but sample means are highly sensitive to

outliers.

A simple and efficient approach to removing noise and estimating the center of a leptokurtic

distribution is using a limited-influence statistic, such as the sample median or trimmed-mean.

Introduced by Bryan and Pike (1991) and Bryan and Cecchetti (1994), the Median CPI has proven

to be an efficient estimator of the center of the CPI component distribution, greatly reducing noise

at higher frequencies.1 This allows a more accurate assessment of the latest data (for more on

this point, see the discussion in Richards 2024). Furthermore, median and trimmed-mean CPIs

have been shown to provide accurate estimates of the medium-term trend (MTT) in inflation, an

unobserved object thought to “reflect medium-term inflation developments linked to the business

cycle” (Banbura et al., 2023).2 Measuring the MTT in inflation is crucial in many contexts. For

instance, it is of central importance for monetary policy, and it is necessary for accurate estimation of

the real interest rate in the medium term, which is relevant for most intertemporal decisions. While

much more sophisticated approaches to estimating the MTT exist (see, e.g., Goulet Coulombe et

al. (2024) or Carlomagno et al. (2023)), simple approaches have key advantages, such as ease of

communicating with the public and maintaining its trust.

For these reasons, median and trimmed-mean CPIs are increasingly used in empirical studies,

not only for forecasting, but also for such topics as deducing and interpreting inflation uncertainty,

locating a stable Phillips curve, distinguishing between price adjustment theories, and understanding

post-COVID inflation dynamics (for citations and a more comprehensive list of uses, see Appendix

H). They have also been suggested as a superior measure for monetary policy targeting and com-

munication (Cecchetti and Groshen, 2001; Dolmas and Koenig, 2019; Verbrugge, 2022). In fact,
1Noise may obscure relationships and cloud empirical work involving inflation; see also Mazumder (2017), Kishor

and Koenig (2022), and de Veirman (2023), and this point is implicit in Andrle, Bruha and Solmaz (2017). Owing to
the importance of reducing inflation noise, there is an entire literature devoted to the topic, and numerous approaches
have been proposed.

2See also Mertens (2016).
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central banks around the world make significant use of such measures in their monetary policy

decision-making. Both the European Central Bank and the Sveriges Riksbank use a median infla-

tion measure as one of their estimates of “underlying inflation” (O’Brien and Nickel, 2018; Nickel

et al., 2021; Johansson et al., 2018). In New Zealand, Norway, and Canada, trimmed-mean and

median measures comprise two of five or fewer measures of core inflation (Reserve Bank of New

Zealand, 2024; Norges Bank, 2025; Lao and Steyn, 2019).3 As “measures of underlying inflation,”

the Bank of Japan produces and uses a trimmed-mean and a weighted median (Shiratsuka, 2015).

In Australia, “the most important indicators of underlying inflation are the trimmed-mean and the

weighted median” (Reserve Bank of Australia, 2025). Both the Swiss National Bank and the Central

Bank of Costa Rica use a trimmed-mean as their indicator of core inflation (Swiss National Bank,

2025; Esquivel-Monge et al., 2011; Munoz-Salas and Rodriguez-Vargas, 2021).

Given the growing importance of the median and trimmed-mean CPI, it is worth asking whether

the methodology for constructing these measures could be further enhanced. One natural avenue

worth exploring is increasing the level of disaggregation, i.e., the number of CPI components used to

calculate the median CPI. It is a natural avenue to explore for at least two reasons. First, historically,

all improvements of the Median CPI have involved increasing the level of disaggregation.4 Second,

the level of disaggregation in the current Median CPI measures is relatively low: just 45 components.

Each of these components is an average of more disaggregated components, and as we have noted,

sample averages are sensitive to outliers. In the limit, as less and less disaggregation is used,

the sample median will converge to the sample mean. This suggests that more disaggregation is

better. Furthermore, trimmed-mean PCE inflation and median PCE inflation are calculated using

much larger baskets (178 and 201 PCE components, respectively: see Dolmas 2009 and Carroll and

Verbrugge 2019). This paper investigates whether further disaggregation would enhance the Median

CPI.5

We make theoretical and empirical contributions. On the theory front, we prove that in a real-

world CPI context, more disaggregation does not necessarily yield the minimum mean squared error

(MSE) estimator. The optimal level of disaggregation thus becomes an empirical question. On the
3In Canada, these are described as “main operational guides for monetary policy;” see also the remarks of Deputy

Governor Schembri (2017), who discussed the rationale for abandoning traditional “core" CPI.
4For a brief history, see Appendix D.
5A parallel analysis pertaining to the Trimmed-Mean CPI is in Appendix A.
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empirical front, we systematically investigate the impact of increasing the level of disaggregation,

taking the current Federal Reserve Bank of Cleveland (FRBC) level of disaggregation as our starting

point.6 In particular, we further disaggregate the CPI basket along two dimensions: shelter and

non-shelter components. For shelter components, starting from the current split of 4 regional OER

components and 1 national Rent component, we explore further disaggregating each regional OER

component into two city-size classes, and we explore disaggregating Rent along similar lines. For non-

shelter components, we construct a total of four increasingly more disaggregated baskets, following

the disaggregation structure of the CPI. All told, we compare 15 candidate baskets; the maximally

disaggregated basket consists of 156 components.

We then evaluate the performance of each new median measure using well-established criteria

from the core inflation literature, two of which are worth highlighting: accuracy in tracking an ex-

post measure of the MTT in CPI inflation, and accuracy in predicting future CPI inflation. These

criteria indicate that disaggregating both OER and Rent into eight components is optimal, but more

extensive disaggregation of non-shelter components generally results in clear performance losses.

Thus, our findings are consistent with our theoretical result: increasing the level of disaggregation

as far as possible is not optimal.

Our work extends a long thread of the literature focused on limited-influence estimators (e.g.,

Bryan et al. 1997; Dolmas 2005; Brischetto and Richards 2007; Dolmas 2009; Rich et al. 2022).

Our work also contributes to a large literature that has evaluated competing measures of the MTT

in inflation in terms of metrics such as forecasting, explaining future headline inflation, and tracking

ex-post measures of trend inflation (e.g., Clark 2001; Marques et al. 2003; Rich and Steindel 2007;

Meyer and Pasaogullari 2010; Crone et al. 2013; Higgins and Verbrugge 2015; Gamber and Smith,

2019). We also contribute to the literature examining how the properties of derived measures of

inflation change as one changes the level of disaggregation of the components underlying the headline

price indexes (e.g., cyclical properties, similar to Mahedy and Shapiro 2017; Zaman 2019; Stock and

Watson 2020). However, in contrast to prior work, we are the first to derive a theoretical result

on the optimal level of disaggregation for a weighted-median estimator. Further, we are the first

to propose disaggregating OER into 8 components, and disaggregating Rent, in the calculation of
6For brevity, we omit results demonstrating that less disaggregation leads to worse estimators.

3



limited-influence estimators of inflation. We are also the first to investigate the performance of

these inflation measures by level of disaggregation in a systematic manner. Finally, in another

first, we demonstrate that there is no simple relationship between the frequency with which shelter

components are selected as the median and the strength of the Phillips curve relationship in the

resulting median CPI measure.

Section 2 summarizes key details regarding the computation of the Median CPI. Section 3

sketches the intuition for our theoretical result: the optimal level of disaggregation need not be

the highest level of disaggregation possible. Section 4 provides our approach to disaggregating the

CPI. Results are presented in Section 5. Section 6 provides a discussion and two applications: how

the Phillips curve relationship and how historical inferences about MTT dynamics change depending

upon the version of the Median CPI used. Section 7 concludes.7

2 Computing the FRBC Median and Trimmed-Mean CPI

In this section, we first briefly outline the steps taken to calculate the median CPI from any given

collection of CPI components. Then we explain how one may compute unpublished OER expenditure

weights (and, by extension, unpublished Rent expenditure weights) for regional components of OER.

2.1 Selecting the Median CPI

In the interest of brevity, here we provide a high-level description of the method to compute median

CPI. For a complete description of the method that the FRBC uses to compute the median and

trimmed-mean CPIs, see Appendix E.

A brief description of the method used to compute the Median CPI is as follows. Starting with

the J components in the basket, each month, sort these components’ month-over-month inflation

rates from smallest to largest, j = 1, ..., J . For each j, compute the cumulative expenditure weight

w (j) =
j∑

k=1

ωk where ωk is the expenditure weight for component k. Identify the item category

whose cumulative expenditure weight w(j) falls at the 50th percentile; this item’s inflation rate is

the Median CPI inflation for that month.
7This paper has a supplementary online Appendix that has additional results and details about the history of the

Median CPI and its computation.
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Computing the trimmed-mean CPI is a little more involved, since this is computed as a weighted

mean (so weights must be renormalized), and the specific items at the top and bottom trim per-

centages do not receive their full expenditure weights. For details, see Appendix E.2.

2.2 Computing the Unpublished OER Expenditure Weights

As is evident, expenditure weights are needed to compute the Median and Trimmed-Mean CPIs. CPI

expenditure weights (in CPI parlance, “relative importances”) are estimated annually and released in

December, based upon direct measures of consumer expenditures. Over the course of the following

year, these relative importances are updated every month to reflect relative price movements that

have occurred. Essentially, these approximate how expenditure weights change, based upon changes

in relative prices.8 Most of these relative importances are published.9

But not all. In order to disaggregate national OER into regional components, each component

must be weighted by its appropriate share in the overall CPI-U. But the BLS does not publish the

relative importances of each regional OER component relative to overall CPI-U, so these must be

computed. This is a two-step process.

First, we calculate the annual relative importances for each region x by multiplying: (1) the

relative importance of region x relative to the overall CPI-U; and (2) the relative importance of

OER in region x relative to the overall CPI for that same region x. Why? Suppose we know that

the weight of x in X is x/X and that the weight of X in Y is X/Y . Then what is the weight of

x in Y , i.e., x/Y ? It is simply x/Y = (x/X) ∗ (X/Y ). For example, taking the West region for

concreteness, we know the weight of West OER (x) in the West CPI (X) is x/X, and we also know

that the weight of the West (X) in the national CPI-U (Y ) is X/Y . So to get the weight of West

OER in the national CPI, we multiply the weight of West OER in the West CPI by the weight of

the West region in the national CPI.

Given these annual relative importances, each month we pull the monthly price indexes for
8The updating procedure makes no attempt to approximate substitution behavior across components. Such sub-

stitution is picked up annually – with a very long lag – when the December relative importances are recomputed based
upon Consumer Expenditure Survey data.

9When the Median CPI was introduced, the BLS did not publish any monthly relative importances, nor did it
provide documentation on the procedure it used for updating monthly weights. The FRBC developed a method for
constructing monthly weights. The procedure used in this paper, which we outline below, is consistent with current
BLS practice but differs slightly from the FRBC method. Our results demonstrate that the difference in the weighting
formula has little impact.
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each regional OER component and follow the BLS methodology to compute the current monthly

relative importances for each regional OER component based upon price movements that occurred

that month. With weights and indexes in hand, we apply seasonal adjustment as necessary. These

procedures are explained in Appendix E.1.

3 More Disaggregation Need Not Be Better: A Counterexample

This paper takes as given the decades of research demonstrating the usefulness of the Median CPI

as an estimator of the MTT in inflation, and this section asks: does constructing that median over a

more disaggregated set of indexes necessarily lead to a more accurate estimate of the “true” median?

There is certainly a solid rationale for thinking so. Given the historical record of improvements to

the Median CPI, and given the much higher level of disaggregation in the Median PCE (for example)

compared to the Median CPI, it may seem obvious that increasing the level of disaggregation in

the Median CPI even further will lead to improvement. Moreover, even laying aside the empirical

performance gains that have historically accompanied increased disaggregation, there is a theoretical

argument that would appear to support the notion that “more disaggregation must be better.” At

the lowest level of aggregation —namely, no disaggregation at all —the median equals the mean, i.e.,

equals headline CPI. Next, consider a very minimal level of disaggregation, splitting the CPI into

just core goods, core services, and energy. Most of the time, the core services category is likely to

be chosen as the median. It is clear that the resulting median will be highly volatile and still driven

by outliers, only a modest improvement over just using headline CPI. As the level of disaggregation

increases, it seems obvious that the distinction between the mean and the median would sharpen,

that outliers would be more accurately identified, and that the median would become a closer and

closer approximation to the “true median”—namely, the median of the full scope of underlying

indexes that the statistical agency generates (even if it does not publish all of those indexes, owing

to concerns such as inadequate sample sizes or confidentiality).

However, it turns out that this intuition is incorrect. Proposition 1, given in Appendix F, uses

a simple counterexample to prove that using the median of the most disaggregated published index

doesn’t always provide a better (smaller mean-squared-error) estimate of the true median of the
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underlying distribution, compared to using a more aggregated set of indexes.

To give the intuition in the counterexample, consider a CPI comprised of 7 equally weighted

indexes, whose growth-rate outcomes are driven by a coin flip, H or T . Outcomes are given in the

table below:

Coin flip
Index

1 2 3 4 5 6 7

H 5 -5 0 1 -1 2 -2

T -5 5 0 -1 1 -2 2

Besides index 3 (I3), the other indexes come in pairs. For instance, if the coin flip is H, then

index 1 (I1) grows by 5, while I2 grows by -5. The growth of the CPI would be the weighted average

of the outcomes of I1 through I7.

For either H or T, the weighted median of the above basket is 0, matching the outcome of Index

3, i.e., I3. Suppose that the statistical agency does not publish I1 and I5, but instead aggregates

these two indexes into an index Z, whose weight is accordingly twice as much as the other indexes.

This would not change the CPI outcome, but it would change the median outcome. In particular,

when the coin flip is H, Z = 2, and the weighted median is +1. When the coin flip is T , Z = −2

and the weighted median is -1. If the statistical agency also offers an index Y that aggregates I2

with I4, then computing the weighted median of the set {Y,Z, I3, I6, I7} always yields the correct

median.

This example is highly stylized, but the underlying idea is far more general. What is the upshot?

Since there is no way to deduce the properties of the underlying indexes (as they are unobserved),

there is no way to know which subset of aggregated and disaggregated indexes best estimate, on

average, the true median of the distribution. Thus, the optimal level of disaggregation becomes an

empirical issue. Testing must focus on performance along measurable dimensions, and clearly these

dimensions should reflect end-use interests, such as accuracy against ex-post estimates of the MTT.

The theoretical result in this paper is reminiscent of some results in the factor estimation lit-

erature. For instance, Boivin and Ng (2006) show that increasing the number of underlying indexes
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used to estimate factors is not necessarily better. However, the concern in that part of the literature

is about estimating a modest number of common factors, not a weighted median. Typically, in the

factor literature, the researcher is considering additional series for inclusion that are of varied types,

and not part of a unified group of series constructed and released by a statistical agency under a

common sampling design. And even when the discussion is related to using aggregates versus more

disaggregated series, aggregation in that literature is often seen as desirable in that it can remove

idiosyncratic noise (e.g., Alvarez, Camacho, and Perez-Quiros, 2016). “Beneficial aggregation” may

also be driving the results of Gamber and Smith (2019), who find that—when constructing esti-

mators of the MTT in PCE inflation using a principal components approach—computing principal

components using 17 PCE components yielded superior MTT estimates compared with using 50

components. However, in the context of this proof, the true weighted median is a function of all of

that idiosyncratic noise.

4 Our Approach to Disaggregating the CPI

Having established theoretically that more disaggregation is not necessarily better, we turn to an

empirical investigation. We first describe our approach to disaggregation. To systematically explore

the effect of the disaggregation of CPI components on Median CPI inflation, we derive several novel

splits of the CPI by disaggregating it along two distinct dimensions: shelter components (OER

and Rent), and non-shelter components. This two-dimensional treatment is necessitated by the

aggregation structure in the CPI. We begin by outlining our methodology for achieving increasingly

finer splits of the non-shelter components of the CPI, and then detail our splits for the shelter

components. Finally, we combine each non-shelter split with every shelter split, thus forming several

new complete sets of CPI subcomponents.

4.1 Splitting Non-Shelter Components of the CPI

To split non-shelter CPI components, we begin with the eight major groups of the CPI: “Food and

beverages,” “Housing,” “Apparel,” “Transportation,” “Medical care,” “Recreation,” “Education and

communication,” and “Other goods and services.” Next, we break up each of these components to
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the next lowest level possible by following the CPI item aggregation tree.10 For example, “Food

and beverages” is split into two components, “Food” and “Alcoholic beverages,” while “Housing” is

split into three components, namely, “Shelter,” “Fuels and utilities,” and “Household furnishings and

operations.” We then repeat this process until we cannot achieve a finer level of disaggregation on

any CPI component. In particular, for a given CPI component, we do not split it further if either

of the following conditions holds:

1. A component only has a single subcomponent. For example, “Personal care services” has only

one subcomponent: “Haircuts and other personal care services.”

2. Splitting the component would introduce an “unsampled” item for which the BLS does not

publish a price index. For example, splitting “Information technology, hardware, and services”

would introduce the component “Unsampled information and information processing.” How-

ever, for consistency with the current FRBC Median CPI, we make one exception and split

“New and used motor vehicles” even though this introduces the component “Unsampled new

and used motor vehicles.”

This yields six different collections of components, which we label C0, C1, C2, C3, C4, and C5,

where ascending numbers indicate finer levels of disaggregation.11 From the 8 components in C0,

we have 25 in C1, 56 in C2, 90 in C3, 102 in C4, and 140 in C5. Importantly, the split of shelter

into OER and Rent first appears in C2. Since the focus of this paper is on the effect of varying the

degree of disaggregation in both shelter and non-shelter components, in the remainder of the paper,

we drop collections C0 and C1 from further consideration.

As a baseline, we also add one more collection: FRBC, which consists of the components cur-

rently used to derive the official FRBC Median indicator. Overall, this is the least disaggregated of

the non-shelter component collections. This fact is evident in Figure 1, which displays boxplots of

the set of relative importance levels associated with the (non-shelter) components in each collection.

FRBC has the largest median, largest lower quartile, and largest upper quartile. C2 has one com-
10This tree is available from the BLS as a downloadable spreadsheet from https://www.bls.gov/cpi/additional-

resources/cpi-item-aggregation.htm.
11In fact, this procedure yields eight different levels of disaggregation: C0,...,C7. However, C7 has just 16 more

components than C5, all of which are relatively small components by weight within the Food at Home category.
Therefore, we skip C5 and C6 and re-label C7 as C5.
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ponent with a higher relative importance than FRBC, but this is due to the fact that it follows the

CPI item aggregation tree and so is derived by disaggregating C1, not FRBC.

[Figure 1 here]

Since the goods and services that are non-negligibly important in the consumer basket change

over time, the CPI does not maintain a fully consistent item basket/disaggregation structure over

time. Our approach to disaggregation allows us to collect these data with a non-interrupted dis-

aggregation structure back to 2009M12. But going back further in time, to 1997M12, required

us to adjust for structural breaks in the components “Medical care commodities” and “Telephone

services.”12,13 As a result, the collection of subcomponents in Ci, i = 2, 3, 4, 5 differs slightly over

1997M12-2009M12 and from 2010M01 onward; additionally, the total number of subcomponents in

C4 and C5 is higher by 1 over 1997M12-2009M12.

Going back further in time before 1998 is far more problematic. Not only was the item structure

of the CPI even more dissimilar to the current one, extending our analysis prior to 1997:12 would

eliminate an entire dimension of our analysis, namely the further disaggregation of shelter indexes

(see Section 4.2). The BLS did not begin publishing monthly shelter indexes by city size class until

December 1996 (prior to this, they were bimonthly, which are arguably not well-suited to even a

quarterly analysis).14

Finally, for each component, we collect the monthly relative importances as published by the

BLS, the SA price index (if published by the BLS), and the NSA price index.15 Where the SA price
12Prior to January 2010, “Medical care commodities” consisted of “Prescription drugs" and “Nonprescription drugs

and medical supplies,” the latter of which in turn consisted of “Internal and respiratory OTC drugs” and “Nonpre-
scription medical equipment and supplies.” From 2010 onward, “Medical care commodities” consists of “Medicinal
Drugs” and “Medical equipment and supplies,” the former of which in turn consists of “Prescription drugs” and
“Nonprescription drugs.”

13Prior to January 2010, “Telephone Services” consisted of “Land-line telephone services, local charges,” “Land-line
telephone services, long distance,” and “Wireless telephone services.” From 2010 onward, “Land-line telephone services,
local charges,” and “Land-line telephone services, long distance” are merged into a single “Land-line telephone services”
component.

14We acknowledge that our sample excludes some of previous major fluctuations in inflation, though it does include
both the Global Financial Crisis and the COVID-19 inflation episode.

15Data are collected primarily using Haver Analytics. This is necessary because the BLS does not maintain a
database of relative importances. For a list of the components in each collection and the Haver codes for each
relative importance and price index series, please contact the authors. Price indexes for “Nonprescription drugs and
medical supplies,” “Internal and respiratory OTC drugs,” “Nonprescription medical equipment and supplies,” “Land-
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index is available, we use it to calculate the month-over-month component price changes; otherwise,

we use the NSA price index. If both are available, and if the SA index of a component begins after

1997M12 but the NSA index begins prior to the SA index, then prior to calculating the Median

CPI, we impute missing month-over-month price changes calculated from the SA index as far back

as possible using the month-over-month price changes as calculated from the NSA index.16

4.2 Splitting Shelter Components of the CPI

Unlike the other components in the CPI, OER and Rent cannot be split into further nationally

representative subindexes.17 Further disaggregation can only be done by geography and city-size

class. We define three splits of OER and Rent:

• OER4: The first split, OER4, aligns with the current FRBC “Revised Methodology” of the

Median CPI. OER4 breaks apart the national OER price indices and weights into four regional

OER price indices and weights, one for each of the four Census regions: Northeast, Midwest,

South, and West. Rent is not split. Thus, OER4 consists of 5 shelter components: OER for

each of the four Census regions; and Rent.

• OER8: OER8 further splits each regional OER index into two parts, one for city size class

A (corresponding to population size greater than 2.5 million) and the other for size class B/C

(population size 2.5 million or less), where size classes are defined by the BLS. Rent is not

split. Thus, OER8 consists of 9 components: OER for City Size A and OER for City Size B/C

for each of the four Census regions, respectively; and Rent.

• OER8-RENT8: OER8-RENT8 retains the OER8 split and additionally splits Rent along

the same eight regions as OER8. Thus, OER8-RENT8 consists of 16 components.18

line telephone services, local charges,” and “Land-line telephone services, long distance,” which were not in Haver and
were obtained from the BLS website.

16This is consistent with current BLS practices. As the BLS explains: “Each year the seasonal status of every
series is reevaluated based upon certain statistical criteria. Using these criteria, BLS economists determine whether
a series should change its status: from ‘not seasonally adjusted’ to ‘seasonally adjusted.’ or vice versa.” Therefore, if
the SA price index begins later than the NSA price index for a component, then presumably the BLS did not detect
seasonality in that component over the period where the NSA exists but the SA index does not, and so imputation
in the manner in which we carry it out is valid. For more information on seasonal adjustment in the CPI, see:
https://www.bls.gov/cpi/seasonal-adjustment/using-seasonally-adjusted-data.htm.

17Adams and Verbrugge (2025) criticize this practice, and propose a split along a structure-type dimension.
18Prior to December 2017, there were actually three city size classes: Size A (cities with a population size over

11



As shown in Figure 2, on the basis of component weights, OER8 is more disaggregated than

OER4, and OER8-RENT8 is more disaggregated than OER8, as expected. For all components of

OER4, OER8, and RENT8, we (1) calculate monthly relative importances as outlined previously

in Section 2.2;19 and (2) seasonally adjust each price index using X-13-ARIMA-SEATS once using

data starting in 1997M12.

[Figure 2 here]

4.3 Combining Shelter and Non-Shelter Splits

Complete splits of the CPI are the cross-product of non-shelter component splits (FRBC, C2, C3,

C4, C5) with shelter component splits (OER4, OER8, OER8-RENT8). This gives us 15 component

collections in total. Our notation for a particular split is given by Ci-J where i = 2, 3, 4, 5 refers

to the degree of disaggregation of the non-shelter components, and J ∈(OER4, OER8, OER8-

RENT8) refers to the degree of disaggregation of the shelter components. C5-OER8-RENT8, the

most disaggregated split, has 156 components. FRBC-OER4, the least disaggregated CPI split, is

our baseline.

Our reconstruction of the Median CPI is accurate. Figure 3 demonstrates that, despite mi-

nor methodological differences, the median measure we calculated from the FRBC-OER4 split is

essentially identical to its official counterpart.20

[Figure 3 here]

From each of our 15 splits of the CPI, using the methodology outlined in Section 2, it is straight-

forward to derive measures of 12-month Median CPI inflation. Hereafter, when we refer to inflation,

2.5 million), Size B/C (cities with a population size between 50 thousand and 2.5 million), and Size D (cities with
a population less than 50,000). However, the BLS only published price indices and relative importances for Size D
cities in the Midwest and South regions, and not for the Northeast and West regions. Therefore, between December
1997 and November 2017, we use nine regional indices for both the OER8 and RENT8 splits: the eight mentioned
previously, as well as the index and weights for all Size D cities.

19All Haver codes for the input price indices and relative importances of shelter split components are available on
request from the authors. Additionally, to fill gaps in Haver annual relative importance data, we hand-collected annual
relative importances for Size D cities from 1997 to 2016, as well as for every city size and Census region combination
from 1997 to 2000, from electronic copies of CPI-U Regional Importance Reports. Finally, price index data for Size
D cities were downloaded directly from FRED (Federal Reserve Economic Data). Collected non-Haver data series are
available on request from the authors.

20For the remainder of the paper, we continue to focus attention on the median measures. Appendix A provides
results pertaining to the Trimmed-Mean CPI.
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we are speaking of the 12-month rate of change, measured as a percent. In addition, we will refer

to Median CPI inflation as derived from a particular split of the CPI by the name of the split; for

example, taking split FRBC-OER8-RENT8 for concreteness, we refer to Median CPI inflation as

derived from split FRBC-OER8-RENT8 as "Median FRBC-OER8-RENT8 inflation." After taking

the 12-month percent change of the levels of Median CPI inflation, our sample starts in 1998M12

and ends in 2024M11.

5 Results

To empirically evaluate the effect of higher component disaggregation on the Median CPI, we pri-

marily focus on two criteria that are standard in the core/MTT inflation evaluation literature.

The first criterion entails evaluating how accurately each measure of median inflation tracks

medium-term movements in CPI inflation. We do so using two metrics. First, we assess how closely

the mean of each candidate measure matches that of CPI inflation over our sample. Second, we

examine how accurately each candidate measure tracks changes in a standard ex-post proxy of the

“true” underlying MTT in CPI inflation.

The second criterion entails an assessment of the extent to which each candidate measure predicts

future movements in CPI inflation at six horizons: 1, 3, 6, 12, 24, and 36 months. We do so using a

simple linear regression benchmark taken from the literature, and evaluate its predictive power by

first looking at measures of in-sample fit, and then by looking at out-of-sample predictive accuracy

in a pseudo-real-time forecasting exercise.21

5.1 Accuracy in Estimating the MTT in CPI Inflation

5.1.1 Accuracy in mean

An MTT estimator should, over a long period of time, have an average as close as possible to the

average rate of CPI inflation (Clark 2001; Rich and Steindel 2007; Higgins and Verbrugge 2015;

Stock and Watson 2016). Therefore, we first examine how close the mean of each median measure
21High persistence and low variance are also often seen as desirable criteria for MTT indicators; see, e.g., Clark

(2001), Jonanssen and Nordbo (2006), Silver (2007), Lao and Steyn (2019), or Richards (2024). We find that our
alternative median measures have very similar persistence and variance properties in the full sample.
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was to the mean of CPI inflation over the pre-pandemic and full samples.

In Figure 4, panel (a), for each median inflation candidate, we report the ratio of the average

median inflation rate and the average CPI inflation rate. We find that median CPI measures,

owing to skewness in the cross-sectional distribution of component growth rates, are upward-biased

compared to the CPI.22 However, there is variation in this bias across the median CPI measures.

Most notably, we find that (1) as we move across a given row (i.e., as we increase the degree of

non-shelter disaggregation), the mean of the median inflation series moves further away from the

mean of headline CPI; and (2) as we move down any column (i.e. as we increase the degree of

shelter disaggregation) the mean of the median inflation series moves closer to the mean of headline

CPI. Hence, FRBC-OER8-RENT8 is the least biased, at 5% higher (6% higher) in the full (pre-

pandemic) sample. This is a 3% reduction (5% reduction) relative to the benchmark FRBC-OER4

median inflation in the full (pre-pandemic) sample, the mean of which overstates that of headline

CPI inflation by 8% (11%).

To investigate whether these differences are significant, we perform t-tests of the null hypothesis

that the mean of the jth candidate median inflation measure, j = 1, ..., 15, is statistically indistin-

guishable from the mean of CPI inflation. More formally, we test:

H0 : E[πc
j ] = E[CPI]

where πc
j denotes the jth candidate median inflation measure, CPI denotes CPI inflation, and E[·] is

the expectation operator. Test statistics are calculated using heteroskedasticity-and-autocorrelation-

consistent (HAC) standard errors. Test p-values are reported in Figure 4, panel (b). These results

reveal that the observed differences between average inflation in each candidate median measure and

headline CPI inflation are not statistically significant at all common significance levels in both the

pre-pandemic sample and the full sample for each FRBC split, as well as for the C2-OER8-RENT8

split.

[Figure 4 here]
22Rich, Verbrugge, and Zaman (2022) discuss a similar phenomenon occurring in the components of PCE inflation.
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5.1.2 Accuracy versus a standard ex-post MTT estimate

An MTT estimator should closely track ex-post estimates of that MTT, thereby helping to distin-

guish persistent movements in underlying trend inflation from transitory price shocks (Clark 2001,

Rich and Steindel 2007; Higgins and Verbrugge 2015). Following Bryan et al. (1997) and many

subsequent studies, we use a 37-month centered moving average of 12-month CPI inflation as our

ex-post estimate, or proxy, of the MTT. That is, in a given month, the proxy is equal to the average

of inflation in the current month, the preceding 18 months, and the subsequent 18 months. We ex-

amine the RMSE of deviations between each median inflation measure and the MTT proxy. Hence,

for each of our j candidates, j = 1, ..., 15, we compute:

RMSE(π̄37MMA − πc
j) =

√√√√ 1

T

T∑
t=1

(π̄37MMA
t − πc

j,t)
2 =

√√√√ 1

T

T∑
t=1

(e37MMA
j,t )2 (1)

where π̄37MMA denotes the 37-month centered moving average MTT proxy, πc
j is a candidate median

CPI inflation measure, and e37MMA
j,t = (π̄37MMA

t − πc
j,t) measures the deviation between the two at

month t.

In Figure 5, panel (a), we report the RMSE of each measure of median inflation relative to

the RMSE of our baseline median FRBC-OER4 inflation measure. By this metric, FRBC-OER8-

RENT8 and C2-OER8-RENT8 equivalently outperform all other median candidates, in many cases

by a wide margin. The RMSE of FRBC-OER8-RENT8 and C2-OER8-RENT8 is 9% lower than

that of median FRBC-OER4 inflation pre-pandemic, and 10% lower in the full sample. As before,

the results in Figure 5 show that greater shelter disaggregation improves the ability of the derived

median inflation measure to track the trend inflation proxy, while greater non-shelter disaggregation

worsens it.23

To determine if differences in RMSEs between the baseline FRBC-OER4 measure and each of

the other median inflation measures are statistically significant, we follow Rich and Steindel (2007)

in constructing the Diebold-Mariano (1995) (DM) test statistic for each pairing. This allows us

to consider the null hypothesis that FRBC-OER4 median inflation and another candidate median

inflation measure j both track the 37-month centered moving average MTT proxy equally well
23This is partly, but not entirely, driven by overall bias. For an illustration, see the Trimmed-Mean CPI results in

Appendix A.
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against the alternative hypothesis of significantly different tracking ability. Test p-values are reported

in Figure 5, panel (b). The DM tests show that the observed reduction in the RMSE of FRBC-

OER8-RENT8 and C2-OER8-RENT8 inflation relative to FRBC-OER4 inflation is statistically

significant at all common significance levels in both the pre-pandemic sample and the full sample.

Additionally, FRBC-OER8, while less accurate than FRBC-OER8-RENT8 and C2-OER8-RENT8,

is also statistically significantly more accurate than FRBC-OER4 across samples. All other candidate

median measures have either the same or higher RMSE than FRBC-OER4 in one or both sample

periods, or their tracking ability is statistically indistinguishable from that of FRBC-OER4 at the

5% level and above.

[Figure 5 here]

As a robustness check, we repeat the previous exercise using a different ex-post estimate of the

MTT. Following Higgins and Verbrugge (2015) and Carroll and Verbrugge (2019), we utilize the two-

stage centered moving average, or 2SMA, trend. The 2SMA trend is constructed by first applying

a 25-month centered moving average, followed by a 13-month centered moving average, to headline

CPI inflation. This measure moves similarly to the centered 37-month moving average, but has

the advantage that it eliminates all fluctuations lasting under 36 months. Results are reported in

Appendix I, in Figure I.3. Results are largely consistent with those for the 37-month moving average.

FRBC-OER8-RENT8 and C2-OER8-RENT8 are once again the best performing measures in the

pre-pandemic sample, achieving a 9% reduction in RMSE relative to the FRBC-OER4 baseline.

However, C2-OER8-RENT8 slightly edges out FRBC-OER8-RENT8 in the full sample, achieving a

12% reduction in RMSE relative to a 10% reduction for FRBC-OER8-RENT8. Only FRBC-OER8-

RENT8 and C2-OER8-RENT8 inflation achieve a statistically significant improvement in tracking

the 2SMA trend relative to FRBC-OER4 inflation in both the pre-pandemic sample and the full

sample.24

These results show that splitting OER improves the ability of median measures to track the

underlying trend in CPI inflation, and splitting Rent yields still further benefits in the same direction.
24A referee encouraged us to also investigate robustness to a longer window. Our results for a centered moving

average of length 49 are qualitatively unchanged. Notably, both the FRBC-OER8-Rent8 and the C2-OER8-Rent8
measures offer economically- and statistically-significant gains over FRBC-OER4, and outperform all other measures
(in some cases, by a large margin).
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On the other hand, non-shelter disaggregation is generally associated with a deterioration in the

median’s trend-tracking capability as the degree of this disaggregation increases. These results

largely reinforce the conclusions in the previous section, which together show that (1) in all cases,

FRBC-OER8-RENT8 improves upon FRBC-OER4 in tracking the mean of CPI inflation over time

as well as the underlying inflation trend; (2) in nearly each case, disaggregating the FRBC-OER8-

RENT8 basket further, to C2-OER8-RENT8, yields the same or worse performance on these metrics;

and (3) disaggregating further, to C3-OER8-RENT8 or beyond, hurts performance relative to both

FRBC-OER8-RENT8 and C2-OER8-RENT8.

5.2 Predictive Power over Future Inflation

5.2.1 In-sample explanatory power

It is desirable for an MTT estimator to have explanatory power over future inflation. To assess the

in-sample explanatory power of each of our measures of median inflation, we follow previous research

(e.g., Clark 2001; Rich and Steindel 2007) and estimate regressions of the form:

πt+h − πt = αj,h + βj,h(πt − πc
j,t) + ϵj,t+h (2)

where h denotes the forecast horizon in months, πt refers to the current reading of CPI inflation,

and πc
j,t refers to the current reading of the jth indicator of median CPI inflation, j = 1, ...15. In

other words, we use the current gap between headline inflation and the median inflation measure to

predict the movement of headline inflation over the next h months. We consider six horizons h: 1,

3, 6, 12, 24, and 36 months.

For h ∈ {1, 3, 6}:

• πt+h = 100·[(Pt+h/Pt)
12/h−1] is the h-month rate of inflation h months ahead, at an annualized

rate.

• πt = 100 · [(Pt/Pt−h)
12/h − 1] is the current h-month rate of inflation at an annualized rate.

For h ∈ {12, 24, 36}:

• πt+h = 100 · [(Pt+h/Pt+h−12)− 1] is the 12-month rate of inflation h months ahead.
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• πt = 100 · [(Pt/Pt−12)− 1] is the current 12-month rate of inflation

Notice that the intercept, αj,h, allows for (fixed) bias adjustment for each candidate j – so that

if a particular MTT estimator has a large bias versus headline inflation, the intercept will correct

for that bias. Thus, candidates with higher bias are not automatically penalized.

We present the adjusted R2, denoted R̄2, from these regressions for each measure of median

inflation and for horizons h ∈ {1, 3, 6, 12, 24, 36}. In Figure 6, panel (a), we report R̄2 from fitting

Equation 2 on data in the pre-pandemic sample, and in Figure 6, panel (b), we report the same for

regressions estimated over the full sample.

Overall, differences in in-sample fit between candidates are small. There are also no discernible

trends as the degree of non-shelter disaggregation increases, although we note that in the full sample,

the R̄2 of FRBC-OER8-RENT8 dominates in five of the six horizons. However, one finding stands

out, and is consistent across both samples and all six horizons: for any given level of non-shelter

disaggregation, as we increase shelter disaggregation, the R̄2 of the more shelter-disaggregated can-

didate weakly dominates that of the less shelter-disaggregated candidate. We therefore conclude

that greater shelter disaggregation robustly improves the in-sample explanatory power of median

CPI over future CPI inflation. This result is consistent with our earlier results showing that greater

shelter disaggregation improves the ability of median CPI inflation to track medium-term movements

in CPI inflation.

[Figure 6 here]

5.2.2 Out-of-sample forecasting ability

In the previous section, we measured how increasing levels of component disaggregation impacted

the explanatory power of median CPI over future headline CPI by looking at an in-sample measure of

fit from a simple benchmark regression. In this section, we again turn to the same simple benchmark

regression in order to conduct a pseudo-real-time-out-of-sample forecasting exercise.25 This exercise

provides an additional metric by which to measure how the median CPI’s predictive accuracy over
25Our exercise is “pseudo” real-time because we are using seasonally adjusted headline CPI. We also construct our

measures of median CPI using (1) seasonally adjusted CPI components, when available; and (2) seasonally adjusted
OER and Rent components, which we seasonally adjust ourselves once, using all available data starting in 1997M12.
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headline CPI varies as we vary the levels of shelter and non-shelter disaggregation in the underlying

components.

Consider again Equation 2, this time dropping the j subscript for ease of exposition:

πt+h − πt = αh + βh(πt − πc
t ) + ϵt+h

Defining yt+h = πt+h − πt and xt = πt − πc
t , we estimate regressions of the form:

yt = α̂h + β̂hxt−h

through time t, where (α̂h, β̂h) denote the estimated parameters of the regression. We then form

xt and obtain our point forecast ŷt+h as:

ŷt+h = α̂h + β̂hxt

Finally, the implied forecast of π̂t+h is then:

π̂t+h = ŷt+h + πt

For each h, we estimate the regressions using an expanding window, such that the first out-of-

sample forecast is obtained for 2010M12. Thus, our first estimation window runs through 2010M12−

h to obtain a forecast for 2010M12, our second estimation window runs through 2010M12 − h + 1

to obtain a forecast for 2011M01, and so on, until we have made a forecast for the last month in our

sample.

The density forecasts are computed by applying the parametric bootstrapping procedure to the

estimated Equation 2; the details of the procedure, which accounts for both the shock and the

parameter uncertainty, are relegated to Appendix G. We assess the accuracy of the density forecast

using the widely used metric of log predictive score. The higher the log score, the more accurate the

density forecast. This metric provides the broadest measure of the accuracy and calibration of the

entire predictive density (see Geweke & Amisano, 2010).

Table 1, panel (a), reports RMSFEs for the various models relative to the RMSFE of forecasts

19



made using the FRBC-OER4 benchmark model over the pre-pandemic sample, and panel (b), reports

the results for the full sample. Also reported is the statistical significance of the ratios using the

Diebold and Mariano (1995) (DM) test with the small-sample correction of Harvey, Leybourne, and

Newbold (1997) to test for equal predictive accuracy between forecasts derived from a candidate

median measure j and forecasts obtained using the FRBC-OER4 benchmark.

In general, out-of-sample point forecast accuracy across most alternative splits is comparable to

the benchmark; gains or losses are statistically distinguishable in a few cases, and the significance

of the forecast gains varies across the pre-pandemic and full samples.26,27,28 Specifically, relative

RMSFE improvements are concentrated on OER8-RENT8 splits. In addition, 4 out of 5 statistically

significant forecast gains in the pre-pandemic sample and 6 out of 7 in the full sample are found among

OER8-RENT8 splits. Aside from moving from the FRBC basket to C2, there is little tendency for

point forecast accuracy to improve upon further non-shelter disaggregation. Overall, the two splits

that appear to be the top performers are FRBC-OER8-RENT8 and C2-OER8-RENT8. The latter

is superior pre-pandemic but the two have roughly equal performance when considering the full

sample.

Table 2 presents the density forecast evaluation results. Specifically, it reports the average log

score of the predictive densities from the model with a given candidate median measure minus the

average log score of the densities from the benchmark model with the FRBC-OER4 median measure.

Thus, a positive number suggests that, on average, the density forecasts from the model with the

listed candidate median measure are more accurate than those from the benchmark model. The top

panel reports results for the pre-pandemic sample and the bottom panel for the full sample. Also

reported is the statistical significance of the forecast differences based on the likelihood-ratio test of

Amisano and Giacomini (2007).

Overall, density forecast results reinforce the point forecast results; if anything, they provide
26Over the pre-pandemic sample, there are four cases in which statistically significant forecast gains are observed

(mostly at the 36-month horizon), but these gains disappear in the extended sample, which incorporates data since
the onset of the COVID pandemic. In the extended sample, there are seven cases with statistically significant forecast
gains, but only one overlaps with the statistical gains observed in the shorter sample.

27A referee encouraged us to study robustness across other subsamples. Our forecasting results hold up if we end
our estimation period in 2007, and study forecasts subsequent to then, and also hold up if we restrict attention to the
past ten years (so our results are not driven by pre-2015 performance, either).

28We also assessed the statistical significance using the Clark and West test, and results are robust. Indeed if
anything, the Clark and West (2007) test finds a greater number of accuracy gains to be statistically significant than
the DM test.
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stronger support for the FRBC-OER4-OER8 median measure. Similar to point forecast evaluation,

the density forecast evaluation results indicate that accuracy gains over the benchmark model are

concentrated for the OER8-RENT8 splits. For both sample periods, FRBC-OER4-OER8 consis-

tently outperforms the benchmark model across all forecast horizons except the very near term, and

several of the accuracy gains are statistically significant. But, in contrast to point forecast results,

density results for horizons 24- and 30-months-ahead suggest that for the sample that includes the

past 5 years of evaluation data, the density accuracy of most splits, with the exception of FRBC-

OER8-RENT8, is statistically significantly inferior to the benchmark FRBC-OER4 model. A deeper

inspection of the density estimates suggests that this statistically significant worsening in accuracy

across several splits is due to narrower coverage intervals of the densities and inferior mean esti-

mates of the forecast densities. The latter reasoning of inferior mean estimates is evident in relative

RMSFE ratios greater than 1 in the point forecast evaluation for these splits at the relevant forecast

horizons.

[Table 1 here]

[Table 2 here]

5.3 Summary of Results

Our analysis evaluates the impact of higher shelter and non-shelter component disaggregation on

median CPI measures, focusing on their accuracy in tracking the medium-term trend in CPI inflation

and predictive power over future CPI inflation.

To measure how median inflation tracks medium-term movements in CPI inflation, we first

compare the mean of each median inflation measure to the mean of CPI inflation. We find that

median CPI measures are generally upward-biased compared to CPI, but this bias decreases as

shelter disaggregation increases, particularly with the FRBC-OER8-RENT8 measure, which is the

least biased. We then use a 37-month centered moving average (37MMA) and a two-stage centered

moving average (2SMA) as proxies for the MTT, and calculate the RMSE of deviations between each

median measure and the MTT proxies. FRBC-OER8-RENT8 and C2-OER8-RENT8 consistently

outperform other measures, with statistically significant improvements in tracking the MTT. We
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also find more generally that splitting OER and Rent improves the ability of median measures to

track the underlying trend in CPI inflation, while increasing non-shelter disaggregation is associated

with a deterioration in the median’s trend-tracking capability.29

To measure the predictive power of median inflation over future CPI inflation, we use a simple

linear regression from the literature to assess the in-sample explanatory power of each median infla-

tion measure. In-sample fit as measured by R̄2 shows that greater shelter disaggregation improves

in-sample fit, with FRBC-OER8-RENT8 performing the best across most horizons in the full sample.

Finally, we conduct a pseudo-real-time out-of-sample forecasting exercise using the same regression

framework. Both the point and density evaluation results indicate that OER8-RENT8 splits offer

the most improvements in forecast accuracy at multiple horizons. Overall, FRBC-OER8-RENT8

followed by C2-OER8-RENT8 appears to have the best out-of-sample forecasting performance.

Taken together, our findings strongly suggest that splitting shelter to the OER8-RENT8 level

significantly enhances the ability of median measures to track the MTT in CPI inflation and ex-

plain future inflation, while further non-shelter disaggregation beyond the level of FRBC and C2

is detrimental. These findings support the use of FRBC-OER8-RENT8 or C2-OER8-RENT8 as

the preferred median measure for tracking the MTT in CPI inflation and explaining future CPI

inflation. Since FRBC-OER8-RENT8 represents a smaller change from the current official FRBC

Median CPI, we would recommend this split.

6 Discussion

In this section, we explore some practical implications of finer disaggregations of CPI components

for median CPI inflation.

First, we investigate how varying the level of disaggregation affects the frequency with which

the OER, Rent, and Non-Shelter (i.e., non-OER, non-Rent) components are chosen as the median

component in the median CPI inflation measure.

Next, we examine empirically how increasing disaggregation can alter the relationship between

median CPI and other key economic variables. It has been suggested (e.g., Dolmas and Koenig
29In Appendix I, Figure I.1 (pre-COVID sample) and Figure I.2 (post-COVID sample) compare the main MTT

proxy (37MMA) to the various median measures.
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2019 or Ball et al. 2021) that a good MTT estimator should co-move inversely with economic slack.

Accordingly, for each of our median CPI candidate measures, we estimate a parsimonious empirical

Phillips curve between the median CPI measure and the unemployment gap. This estimation allows

us to observe how changing disaggregation affects the strength of that relationship.

Finally, given our focus on tracking the medium-run trend in CPI inflation, we compare the

historical time-paths of the baseline FRBC-OER4 median to those from our preferred measure,

FRBC-OER8-RENT8, over our sample period. By doing so, we aim to determine how inferences

about the medium-run trend in inflation would change when using one measure versus the other.

6.1 Variation in the Median Component of Median CPI

In any given month, the median CPI is entirely determined by the rate of change in the particular

component chosen as the median component. In the past, there has been considerable interest in the

frequency with which shelter components are chosen as the median. Indeed, even at the inception

of median CPI as an indicator of interest, Bryan and Cecchetti (1994) noted the disproportionate

frequency with which shelter was chosen as the median component. Brischetto and Richards (2007)

found that splitting OER into four subcomponents decreased the frequency with which OER was

selected as the median component.30

Thus, given the degree of interest in the distribution of the median component, before getting to

our main results, we provide in Figure 7 the frequency with which the following types of components

are chosen as the median component: OER, Rent, and Non-shelter (i.e., non-OER, non-Rent)

components. Figure 7, panel (a) covers the pre-pandemic period (1998M12-2019M12) while panel

(b) covers the full sample.

We find that over both samples, non-shelter components are chosen as the median component

less than 50% of the time in the baseline FRBC-OER4 split (upper left entry in left-most matrix in

each figure). Splitting OER4 into OER8, as one would expect, decreases the frequency with which

an OER component is chosen as the median component and increases the fraction of non-shelter

median components across all non-shelter CPI component splits (FRBC, C2, C3, C4, C5). Splitting

shelter further, from OER8 to OER8-RENT8, decreases the frequency with which a Rent component
30Stock and Watson (2020) also draw attention to the frequency with which shelter components are chosen; see

Section 6.3
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is chosen as the median component across nearly all non-shelter CPI component splits (with C2 as

the sole exception), and has a mixed effect on the frequency with which non-shelter is selected as

the median component, as it generally causes the frequency of OER selection to increase slightly

or remain nearly unchanged. Finally, at each shelter split, increasingly disaggregating non-shelter

components generally tends to reduce the frequency with which non-shelter components are chosen

as the median.

On net, we find that a combination of more disaggregated shelter components and less disaggre-

gated non-shelter components leads to a higher probability that non-shelter components are selected

as the median component. In fact, non-shelter components are chosen as the median component

with over 50% probability in the full sample in just three CPI splits: FRBC-OER8, FRBC-OER8-

RENT8, and C2-OER8. What these three splits have in common is the relatively low level of

disaggregation in the non-shelter components.

[Figure 7 here]

Based on the findings presented in Section 5 and the research by Brischetto and Richards (2007),

it would be reasonable to infer that there is a direct relationship between reducing the frequency

of selecting shelter as the median component, and achieving performance gains in estimators of

median CPI. However, if this relationship were strictly true, then the basket C3-OER8-RENT8

should have shown better performance than C2-OER8-RENT8 in our evaluation. This is because

non-shelter components are chosen as the median more frequently in C3-OER8-RENT8, both before

the pandemic and in the full sample. The fact that this was not the case suggests that the frequent

selection of shelter as the median component may be a “feature” of the median CPI, and not a

“bug” which is necessarily correlated with inferior performance. For instance, if shelter is highly

cyclical, but the remaining components that are typically near the median of the distribution are

not, then whenever cyclical forces are strong, they would pull shelter away from the median of the

distribution. In such scenarios, shelter would not be chosen as the median. Therefore, the frequent

selection of shelter as the median might simply indicate that shelter costs generally align with what

is happening to components near the center of the distribution.
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6.2 Empirical Application: Phillips Curve Relationship

Recent research has shown that empirical Phillips curve-type relationships (i.e., estimated reduced-

form regressions relating inflation to labor market slack) are strong and stable over time when the

inflation variable used in regressions is the Median PCE (Ball and Mazumber, 2019), trimmed-mean

PCE (Ashley and Verbrugge, 2025) or Median CPI (Stock and Watson, 2020). Stock and Watson

(2020) argue that this is because, month after month, the component selected as the median CPI

is often an inflation component with a strong sensitivity to economic conditions, such as a shelter

component. They demonstrate that the dynamics of median CPI inflation are “quite similar” to

their cyclically sensitive inflation indicator. Above, we argued that the cyclical sensitivity of the

median CPI results from the fact that components near the median of the distribution are cyclically

sensitive, not because a shelter component per se is often selected. Indeed, given the definition of

an MTT, an MTT estimator that was not cyclically sensitive would be a poor estimator!

Nonetheless, the conjecture does raise the question: are candidate MTT estimators that select

shelter components less frequently in turn relatively less cyclically sensitive? Once again, the answer

we find is both interesting and counterintuitive: no!

To assess the cyclical sensitivity, for each of our median indices, we estimate a parsimonious

Phillips curve formulation similar to the one used in Zaman (2019):

πj,t = αj + βjxt + ej,t (3)

where πj,t is the 12-month inflation rate of the jth median or trimmed-mean CPI index, xt is

defined as the average of the unemployment gap over the preceding 12 months,

xt =
1

12
Σ12
i=1(Ut−i − UN

t−i) (4)

where Ut is the overall unemployment rate and UN
t is the Congressional Budget Office’s (CBO)

estimate of the long-run unemployment rate. βj , which can be thought as the slope of the Phillips

curve, determines the strength of the cyclical relationship between the median or trimmed-mean

inflation measure and the labor market slack.

Table 3 reports the estimated βj for each median candidate. Also reported are the p-values
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to provide an assessment as to whether each estimated βj is statistically different from zero.31 To

abstract from the extreme volatility in the unemployment rate data at the onset of and during the

COVID-19 pandemic, we also report estimates based on estimating the Phillips curve model over

the pre-COVID sample for each inflation measure. As shown in the table, each median measure

exhibits a statistically significant Phillips curve relationship. The βj estimates also clearly indicate

that for a given non-shelter split, as the degree of shelter disaggregation increases, the estimated

Phillips curve relationship weakens, but only marginally (and remains very robust). For example,

the estimated βj for median FRBC-OER4 inflation is -0.408, for FRBC-OER8 it is -0.392, and for

FRBC-OER8-RENT8 it is -0.370.

While our results show that the level of shelter disaggregation is inversely related to the strength

of the Phillips curve relationship among the Median CPI candidates, this inverse relationship is not

simply driven by a reduction in the percentage of time a shelter component is chosen as the median.

Recall from Section 6.2 that upon increasing the level of shelter disaggregation by disaggregating

Rent into 8 components, a shelter component was (typically) chosen more frequently as the median

- and yet, moving from OER8 rows to the OER8-RENT8 rows always results in a weaker Phillips

curve relationship. The results are qualitatively similar for the Trimmed-Mean CPI and are reported

in Appendix A.1.3.

[Table 3 here]

Recent work (e.g., Benigno and Eggertson, 2024; Ashley and Verbrugge, 2025) has located evi-

dence for nonlinearities of various forms in Phillips curves. In Appendix B, we explore two different

forms of nonlinearity in the Phillips curve, to investigate whether the above findings are robust. First,

we approximate the curvature of an unknown nonlinear Phillips curve function using a piecewise-

linear function, estimated using threshold regression with a continuity constraint, as in Doser et al.

(2023). Second, we allow for frequency-dependence in the Phillips curve (i.e., we allow the Phillips

curve relationship to differ by frequency), following Ashley and Verbrugge (2025) and Verbrugge and

Zaman (2024).32 We find convincing evidence for both types of nonlinearity. And broadly speaking,
31Similar to Zaman (2019), to account for the possibility of serial correlation in the regression residuals, we compute

Newey-West standard errors. The lag length is set equal to (4∗(T/100)2/9), where T refers to the size of the estimation
sample.

32We are grateful to a referee for encouraging this exploration.
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we find the same general relationship with respect to level of shelter disaggregation: the strength

of the Phillips curve tends to decline modestly as the level of shelter disaggregation increases, but

remains quite robust.

6.3 Historical Trend in CPI Inflation

To close this section, we explore a practical implication of our proposed finer disaggregation of

CPI components for median CPI inflation: historically, how would inferences about medium-run

trend inflation have changed, when using the FRBC-OER8-RENT8 measure versus the baseline

FRBC-OER4?

In Figure 8, we compare the evolution of both median measures over our pre-pandemic sample.

During most of the period, median FRBC-OER8-RENT8 inflation was consistently lower than me-

dian FRBC-OER4 inflation, at times running about 30 basis points (bps) below FRBC-OER4; a

gap of this size is considered meaningful in monetary policy discussions. We also find that FRBC-

OER8-RENT8 showed less variability over this time, with a standard deviation 8% lower than that

of FRBC-OER4. Our impression is that when the gap between the two measures is notable, FRBC-

OER8-RENT8 is giving a modestly superior reading of the trend in inflation. For instance, in the

years prior to the COVID-19 pandemic, FRBC-OER8-RENT8 was more in line with the views of

economists and monetary policymakers at the time, namely, that medium-run trend inflation was

more subdued than FRBC-OER4 suggested.

[Figure 8 here]

In Figure 9, we compare the evolution of both median measures over our post-pandemic sample.

Our impression about the superiority of the alternative measure is the same. Notably, the FRBC-

OER8-RENT8 median provided more of an early warning, relative to FRBC-OER4, in early 2021

about the surge in CPI inflation that was about to arrive in Q2 of 2021. By March 2021, median

FRBC-OER8-RENT8 exceeded median FRBC-OER4 by just over 20 bps, the largest gap since the

aftermath of the Great Recession. Thereafter, this gap increased to a high of 40 bps in September

2021, just as CPI inflation was exceeding 5%. Conversely, as CPI inflation fell back to more normal
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levels in 2023 and 2024 after hitting a post-pandemic peak of 9% in June 2022, median FRBC-

OER8-RENT8 indicates a more rapid and substantial easing of underlying inflationary pressures

than FRBC-OER4, with the gap between the two hitting a record low of nearly -40 bps when CPI

inflation was hovering at just over 3% in early 2024.

[Figure 9 here]

Still, one might wonder: why did the gap between the FRBC-OER8-RENT8 measure and head-

line inflation remain so large for so long over, for example, the mid-2021 to late 2022 period? Does

this gap represent a failure of the Median CPI? Our emphatic answer is: no. Median CPI should not,

and does not, track the CPI when outliers are driving the CPI. To illustrate this, consider just two

months, June 2021 and June 2022. 33 In June 2021, one item, public transportation, experienced

an inflation rate of 59%, a clear outlier (the next highest category came in at 29%, itself a long way

away from the bulk of the observations, which were clustered between -5% and +9%). But public

transportation was not the biggest outlier. Used cars and trucks came in at 133%, while car and

truck rental came in at nearly 300%! The latter two categories have a combined aggregation weight

of just 3.1% in the CPI basket, yet those two categories alone lifted the CPI in that month by 4.4

percentage points (at an annual rate). The monthly official Median CPI reading that month was

4.2%; headline CPI came in at 10.8%. In June 2022, overall inflation had risen notably. Monthly

inflation peaked that month, coming in at 16.7%; few components read less than +3%. In that

month, even excluding outliers, there was a pronounced rightward skew: a notable number of cate-

gories experienced inflation rates exceeding 11%. The Median CPI came in at 7.2%, indicating that

half of the items in the CPI basket (by aggregation weight) experienced inflation rates at or below

that level. Still, just three categories–motor fuel, public transportation, and fuel oils and other fuels,

coming in at 61%, 169% and 339%–lifted headline CPI by 4.6 percentage points. Dropping those

three categories (and reweighting), the CPI reading would have been 9.8%. In both of these episodes,

the median CPI clearly indicated that outliers were exerting an undue influence on headline CPI.34

33In Appendix C, we provide a discussion of the sensitivity of the median versus the mean to outliers, along with
providing some illustrative examples taken from CPI data in the post-2020 period.

34"Core" CPI does not reliably signal when outliers are driving the CPI: in June 2022, core CPI was 8.4%, fairly
close to Median CPI, correctly indicating that outliers (energy) were huge drivers of headline CPI that month; but in
June 2021, core CPI came in at 9.8%, providing no indication that outliers were driving headline CPI.
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Inflation rose during the COVID-19 pandemic, but outliers have played a dominant role over the

entire period of mid-2021 to the present.

That said, our analysis demonstrates that FRBC-OER8-RENT8 median CPI inflation can sys-

tematically and persistently diverge across time from the FRBC-OER4 baseline. Thus, the FRBC-

OER8-RENT8 inflation measure may offer better insights into trend inflation dynamics that diverge

from those provided by the existing baseline.35

7 Conclusion

The Median CPI is a well-known estimator of the medium-term trend (MTT) in CPI inflation. Over

time, various improvements to this measure have been implemented, and in this paper, we thoroughly

investigate whether further disaggregation would result in further improvement. There are several

reasons to think so. Historically, revisions to the underlying methodology have usually involved

increasing the level of disaggregation; and whenever further disaggregation has been investigated,

it has always improved the performance of the Median CPI. Moreover, less disaggregation, in the

limit, leads to an index identical to headline CPI, suggesting that more disaggregation should be

better. Finally, the current level of disaggregation in the Median CPI is far lower than that used in,

e.g., the Median PCE. One might think that increasing the level of disaggregation would improve

the performance of the Median CPI—and, indeed, that increasing the level of disaggregation by as

much as possible would result in the highest performance gains. But this paper provides evidence

to the contrary.

We first demonstrate theoretically, in Proposition 1, that the minimum mean squared error

estimator of the median of the underlying distribution need not be the one associated with the most

disaggregated basket that is feasible. Hence, the optimal level of disaggregation must be established

empirically.

We conduct this analysis using criteria that are well-established in the literature, focusing on

two criteria in particular: accuracy vis-à-vis medium-term movements in CPI inflation, and predic-
35Qualitative results for C2-OER8-RENT8 are similar. FRBC-OER4, FRBC-OER8-RENT8, C2-OER8-RENT8,

and the rest of our median inflation rates may be downloaded from the authors’ websites.
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tive power for future movements in headline CPI inflation at various horizons. We systematically

investigate the impact of further disaggregation by constructing 15 distinct median CPI inflation

measures with varying levels of disaggregation.

For reducing bias and tracking the ex-post MTT in inflation, we find improvements in accuracy

from disaggregating the shelter components (OER and Rent) by as much as possible. However,

in accordance with Proposition 1, we find that for non-shelter components, increasing the level of

disaggregation–at least once one goes beyond a small amount–generally worsens accuracy. This

demonstrates empirically that increasing disaggregation does not always further enhance these mea-

sures. Our predictive accuracy findings are congruent: increasing housing disaggregation by as much

as possible, but increasing non-shelter component disaggregation only a small amount at most, gen-

erally yields marginal predictive accuracy gains.

We further show that increasing the level of shelter disaggregation does not necessarily increase

the frequency of choosing a non-shelter component as the median. And we show that similar to

the official FRBC median measure, all median CPI measures we considered exhibit a statistically

significant relationship with labor market slack. Contrary to popular belief, there is not a simple

relationship between the frequency with which a shelter component is selected as a median, and the

strength of the resulting Phillips curve.

We end the paper by exploring a very practical question: over the historical period, would

inferences about the medium-term trend in inflation have been different, had the FRBC-OER8-

Rent8 Median CPI been in use? Our answer is that our new measure is modestly superior. First,

we show that prior to the COVID-19 pandemic, our preferred median measure, derived from our

FRBC-OER8-RENT8 split of the CPI, was somewhat more in line with the views of economists and

monetary policymakers at the time, namely, that medium-run trend inflation was more subdued than

the headline inflation rate suggested. During the COVID-19 pandemic and beyond, our preferred

measure more closely tracked the medium-run trend in CPI inflation, rising more quickly in 2021

than the official measure, and falling more rapidly starting in early to mid-2023.

The optimal level of disaggregation for a limited-influence estimator has received almost no

attention in the literature (though prior work has, in a specific case, demonstrated the usefulness of

increasing the level of disaggregation starting from a modestly sized baseline level). As noted above,
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our study demonstrates, for the first time, that maximal disaggregation is not necessarily optimal;

instead, the optimal level of disaggregation must be investigated empirically. This is an impetus

for revisiting other measures, such as the Trimmed-Mean and Median PCE measures, which are

currently built on a very high level of disaggregation (on the order of 200 components): perhaps

less disaggregation would be helpful. Having said that, our work also suggests that in that context,

there may be clear performance gains to disaggregating the OER and Rent components: at present,

neither component is disaggregated at all.
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Figure 1: Distribution of Component Weights in Each Collection

Notes: Component weights as published December 2023. For the purposes of this figure, each collection excludes the
components OER and Rent.

Figure 2: Distribution of Component Weights in Each Housing Split

Notes: Component weights as published December 2023 by the BLS.
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Figure 3: Comparing the FRBC-OER4 Median CPI Inflation to the Official Federal Reserve Bank
of Cleveland Measure
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Figure 4: Median Inflation Measures Relative to Mean of CPI Inflation

Panel A: Mean of Median Inflation Measures Relative to Mean of CPI Inflation

Notes: Reported figures are the ratio of the average of the median inflation rate and the average of CPI inflation.
Both averages are computed as the mean of 12-month inflation rates, measured by percent changes, over the indicated
period. Darker shading indicates higher values, while lighter shading indicates lower values.

Panel B: p-Values of a Statistical Test of Equal Mean Relative to CPI Inflation

Notes: Reported figures are the p-values of a t-test of H0 : E[πc
j ] = E[CPI], where πc

j denotes the jth candidate median
inflation measure. The p-value is obtained by taking the difference of each median inflation measure from CPI inflation,
and regressing this against a constant. The test statistic of the constant term is calculated using heteroskedasticity-
and-autocorrelation-consistent (HAC) standard errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where
T refers to the size of the estimation sample. Darker shading indicates higher values, while lighter shading indicates
lower values.
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Figure 5: Accuracy of Median Inflation Measures Relative to FRBC-OER4: 37 MMA

Panel A: RMSE(π̂37MMA − π̂j) of Median Inflation Measures Relative to FRBC-OER4

Notes: Reported figures are the RMSE of deviations of the median inflation measure from a 37-month centered moving
average of CPI Inflation, divided by the same for median FRBC-OER4 inflation. In the pre-pandemic sample, the
moving average is computed using CPI inflation through December 2019 only. Darker shading indicates higher values,
while lighter shading indicates lower values.

Panel B: p-Values of a Statistical Test of Equal Ability in Tracking π̂37MMA for Median Inflation Measures,
Relative to FRBC-OER4

Notes: Reported figures are the p-values of a Diebold-Mariano (1995) test that RMSE(π̄37MMA − πc
FRBC−OER4)

and RMSE(π̄37MMA − πc
j ) are equal, where j denotes the jth candidate median inflation measure. The p-value is

obtained by taking the difference of the two squared errors series e37MMA
j,t and e37MMA

FRBC−OER4,t, and regressing the
resulting series against a constant. The test statistic of the constant term is then calculated using HAC standard
errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample.
Darker shading indicates higher values, while lighter shading indicates lower values.42



Figure 6: In-Sample Adjusted R2 of Equation 2

Panel A: Pre-Pandemic Sample (1998M12-2019M12)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate median inflation measure.
h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates lower values.

Panel B: Full Sample (1998M12-2024M11)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate median inflation measure.
h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates lower values.
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Figure 7: Percentage Frequency of Selection as the Median Component

Panel A: Pre-Pandemic (1998M12-2019M12)

Notes: Reported figures are the percentage of months over the indicated sample period in which OER, Rent, and
Non-shelter (i.e., non-OER, non-Rent) components are chosen as the median component. Darker shading indicates
higher values, while lighter shading indicates lower values.

Panel B: Full Sample (1998M12-2024M11)

Notes: Reported figures are the percentage of months over the indicated sample period in which OER, Rent, and
Non-shelter (i.e., non-OER, non-Rent) components are chosen as the median component. Darker shading indicates
higher values, while lighter shading indicates lower values.
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Figure 8: Comparing FRBC-OER4 and FRBC-OER8-RENT8 Measures of Median CPI Inflation,
Pre-Pandemic Sample
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Figure 9: Comparing FRBC-OER4 and FRBC-OER8-RENT8 Measures of Median CPI Inflation,
Post-Pandemic Sample
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Table 1: Relative RMSFEs of Out-of-Sample Point Forecasts Using Equation 2

Panel A: Pre-Pandemic Sample (1998M12-2019M12)

Forecast Horizon (Months) h=1 h=3 h=6 h=12 h=24 h=36

FRBC-OER4 RMSFE 2.23 1.86 1.6 1.39 1.28 0.92

FRBC-OER8 1.01* 1.01 1.01 1.01 0.99 1.02
FRBC-OER8-RENT8 1.01 1.01 1.01 0.99 0.98 1.02

C2-OER4 1.0 0.99 1.02 1.0 1.02 0.96
C2-OER8 1.01 0.98 1.0 0.98 0.99 0.96*
C2-OER8-RENT8 1.0 0.97* 0.98 0.93 0.99 0.97

C3-OER4 1.0 1.0 1.0 1.0 1.03 0.97
C3-OER8 1.01 1.01 1.01 1.0 1.02 0.97
C3-OER8-RENT8 1.0 1.0 0.99 0.97 1.01 0.97*

C4-OER4 1.0 1.0 1.01 1.02 1.02 0.96
C4-OER8 1.01 1.0 1.01 1.0 0.97 0.94
C4-OER8-RENT8 1.0 0.99 0.99 0.98 0.98 0.96***

C5-OER4 1.0 1.01 1.02 1.03 1.02 0.94
C5-OER8 1.01 0.99 1.01 1.01 0.99 0.95
C5-OER8-RENT8 1.0 1.0 0.99 0.97 0.98 0.94***

Panel B: Full Sample (1998M12-2024M11)

Forecast Horizon (Months) h=1 h=3 h=6 h=12 h=24 h=36

FRBC-OER4 RMSFE 2.76 2.54 2.39 2.33 2.25 1.98

FRBC-OER8 1.01* 1.01 1.01 1.0 0.98* 0.99
FRBC-OER8-RENT8 1.0 0.98* 0.98 0.98 0.98 0.99

C2-OER4 1.01 1.0 0.99 1.0 1.03 1.02
C2-OER8 1.02 0.99 0.99 1.0 1.03 1.03
C2-OER8-RENT8 1.02 0.98* 0.97* 0.97* 1.01 1.02

C3-OER4 1.0 1.01 1.0 1.01 1.03 1.01
C3-OER8 1.01 1.01 1.0 1.0 1.02 1.01
C3-OER8-RENT8 1.0 0.99 0.97* 0.97 1.01 1.0

C4-OER4 1.0 1.01 1.0 1.02 1.04 1.01
C4-OER8 1.0 1.0 0.99 1.0 1.02 1.01
C4-OER8-RENT8 0.99 0.98 0.97* 0.98 1.01 1.01

C5-OER4 1.01 1.01 1.01 1.02 1.03 1.01
C5-OER8 1.01 1.01 1.0 1.01 1.02 1.01
C5-OER8-RENT8 1.0 1.0 0.98 0.98 1.0 1.0

Notes: RMSFE is the root mean squared forecast error. In both panels, the row "FRBC-OER4 RMSFE"
reports the raw RMSFE of the FRBC-OER4 benchmark for each forecast horizon. All other rows report
relative RMSFEs, with the RMSFE of FRBC-OER4 for forecast horizon h taken as the denominator for
relative RMSFEs in column h. Relative RMSFEs less than 1 are highlighted in green. For each relative
RMSFE, we calculate the Diebold and Mariano (1995) (DM) test with the small-sample correction of Harvey,
Leybourne, and Newbold (1997) for equal predictive accuracy between a given forecast and the forecast from
the FRBC-OER4 benchmark. Relative RMSFEs in bold and with *, **, or *** denote rejections of the null
hypothesis at the 10%, 5%, or 1% level, respectively.
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Table 2: Relative Log-scores of Out-of-Sample Density Forecasts Using Equation 2

Panel A: Pre-Pandemic Sample (1998M12-2019M12)

Forecast Horizon (Months) h=1 h=3 h=6 h=12 h=24 h=36

FRBC-OER4 Log score -2.63 -2.50 -2.13 -1.77 -1.75 -1.61

FRBC-OER8 -0.007* -0.008 0.011 -0.009 0.018* -0.002
FRBC-OER8-RENT8 -0.007* 0.003 0.014 0.012 0.036* 0.004

C2-OER4 -0.002 -0.004 -0.010 0.002 -0.033 -0.016
C2-OER8 -0.006 0.001 0.012 0.023* 0.001 0.000
C2-OER8-RENT8 -0.007 0.006 0.037** 0.064** 0.001 -0.003

C3-OER4 0.002 -0.001 -0.001 0.000 -0.041** 0.007
C3-OER8 -0.008* -0.003 -0.002 -0.001 -0.026* 0.010
C3-OER8-RENT8 -0.001* 0.000 0.021 0.030 -0.011 0.013

C4-OER4 0.001 -0.002 -0.013 -0.023** -0.028* 0.008
C4-OER8 -0.008 -0.002 -0.011 0.002 0.030** 0.018*
C4-OER8-RENT8 -0.005 0.003 0.014 0.020 0.025** 0.018**

C5-OER4 0.001 -0.003 -0.024* -0.029** -0.015 0.025**
C5-OER8 -0.007 0.001 0.001 -0.008 0.013* 0.025***
C5-OER8-RENT8 -0.006 0.006 0.017 0.031 0.022*** 0.033***

Panel B: Full Sample (1998M12-2024M11)

Forecast Horizon (Months) h=1 h=3 h=6 h=12 h=24 h=36

FRBC-OER4 Log score -2.72 -2.63 -2.57 -2.53 -2.53 -2.33

FRBC-OER8 -0.003 -0.003 -0.006 -0.010 0.037*** 0.021*
FRBC-OER8-RENT8 0.002 0.025** 0.061** 0.053 0.036* 0.037*

C2-OER4 -0.008* -0.005 0.023 0.006 -0.043** -0.036***
C2-OER8 -0.014* -0.005 0.033 -0.012 -0.049* -0.063**
C2-OER8-RENT8 -0.012 0.014 0.076*** 0.059** -0.022 -0.071**

C3-OER4 -0.001 -0.005 0.005 -0.009 -0.054*** -0.035*
C3-OER8 -0.001 -0.001 0.012 -0.006 -0.036* -0.036*
C3-OER8-RENT8 -0.005 0.010 0.074* 0.081* -0.012 -0.035

C4-OER4 0.000 -0.008 -0.003 -0.020 -0.072** -0.034*
C4-OER8 -0.005 -0.004 0.019 0.019 -0.043 -0.054*
C4-OER8-RENT8 -0.004 0.009 0.064** 0.053 -0.031 -0.054*

C5-OER4 -0.003 -0.014 -0.010 -0.042 -0.071** -0.033
C5-OER8 -0.007* -0.009 0.006 -0.013 -0.071 -0.027
C5-OER8-RENT8 -0.005 0.004 0.045* 0.034 -0.021 -0.034

Notes: The numbers reported in the first row are the logarithmic predictive score (Log score) from the model
with the FRBC-OER4 median measure, while the rows below it are relative Log scores (relative to FRBC-
OER4). Thus, a relative Log score that is negative indicates that the model with the FRBC-OER4 measure
is more accurate on average than the model being compared. Similarly, the positive value of relative Log
score indicates the model being compared is more accurate on average; these cells are highlighted in green.
The forecast performance is based on an expanding window of estimation. *, **, or *** denote rejections of
the null hypothesis of equal predictive accuracy at the 10%, 5%, or 1% level, respectively, based on the LR
test of Amisano and Giacomini (2007).
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Table 3: Estimated Phillips Curve Slope

Series
Median CPI

Sample: 2000-2019 Sample: 2000-2024
β̂ p-value β̂ p-value

FRBC-OER4 -0.271 0.00 -0.408 0.00
FRBC-OER8 -0.263 0.00 -0.392 0.00
FRBC-OER8-RENT8 -0.241 0.00 -0.370 0.00
C2-OER4 -0.272 0.00 -0.408 0.00
C2-OER8 -0.251 0.00 -0.390 0.00
C2-OER8-RENT8 -0.227 0.00 -0.359 0.00
C3-OER4 -0.290 0.00 -0.432 0.00
C3-OER8 -0.282 0.00 -0.416 0.00
C3-OER8-RENT8 -0.251 0.00 -0.380 0.00
C4-OER4 -0.305 0.00 -0.450 0.00
C4-OER8 -0.278 0.00 -0.415 0.00
C4-OER8-RENT8 -0.250 0.00 -0.382 0.00
C5-OER4 -0.308 0.00 -0.451 0.00
C5-OER8 -0.283 0.00 -0.422 0.00
C5-OER8-RENT8 -0.250 0.00 -0.384 0.00

Note: The estimates shown are for two different estimation samples: 2000M1 through 2019M12 (denoted Sample:
2000-2019) and 2000M1 through 2024M11 (denoted Sample: 2000-2024). The data from 1999M1 through 1999M12
are used to compute the lagged value of the unemployment rate gap.
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