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Abstract

For decades, the Federal Reserve Bank of Cleveland (FRBC) has produced the Median Consumer
Price Index (CPI). It has proven useful in various contexts, such as forecasting and understanding
post-COVID inflation dynamics. Historically, revisions/improvements to the FRBC methodol-
ogy have involved increasing the level of disaggregation in the CPI components. Thus, it may be
reasonable to assume that further disaggregation improves the properties of the median CPI. We
theoretically demonstrate: not necessarily. We then empirically explore the impact of further
disaggregation by examining fifteen candidate baskets of CPI items that vary by the level of
disaggregation. In line with prior literature, we find that greater disaggregation in the shelter
indexes improves the ability of the Median CPI to track the medium-term trend in CPI inflation
and its predictive power over future CPI movements. In contrast, increasing disaggregation in
the remaining components leads to a deterioration in performance. Our preferred Median CPI
measure suggests lower trend inflation pre-pandemic, a faster acceleration in trend inflation in
2021, and a faster deceleration in trend inflation after 2022.
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1 Introduction

Measuring the medium-term trend (MTT) in inflation is important for several reasons. First, it is

a matter of central importance for monetary policy. Second, because the real interest rate matters

for intertemporal decisions, estimating the MTT in inflation is useful in practically any real-world

situation where intertemporal tradeoffs are involved. Third, it is useful in removing noise from the

inflation series, noise that otherwise might obscure relationships and cloud empirical work involving

inflation.1

While there are many approaches to estimating the MTT in inflation, a simple method that

has stood the test of time is using a limited-influence statistic—such as a median—to estimate the

center of the current cross-sectional distribution of CPI or PCE component price changes. Limited-

influence statistics are useful for estimating the center of the inflation distribution because the sample

distribution of CPI component price changes is highly leptokurtic, i.e., it frequently has big outliers.

Official measures of inflation are computed as a sample mean across component price changes, but

sample means are very sensitive to outliers. Thus, limited-influence statistics are more efficient

estimators of the center of the distribution, and in practice, those statistics have been shown to be

good estimates of the MTT in inflation.

Bryan and Pike (1991) and Bryan and Cecchetti (1994) introduced the Median CPI and Trimmed-

Mean CPI, and shortly thereafter the Federal Reserve Bank of Cleveland (FRBC) began producing

these series. These two series are generally reliable signals of the MTT in CPI inflation.2 For this

reason, these and other similar measures are increasingly used in empirical studies, not only in the

forecasting context (e.g., Smith, 2004; Meyer, Venkatu and Zaman, 2013; Liu and Smith, 2014; Meyer

and Zaman 2019; Verbrugge and Zaman, 2023,2024; Ocampo, Schoenle and Smith 2023; Richards,
1Mazumder (2017), Kishor and Koenig (2022), and de Veirman (2023) also make this point, and it is implicit in

Andrle, Bruha and Solmaz (2017). The reduction of noise helps explain why Phillips curves estimated with, e.g.,
trimmed-mean inflation, are much more successful. To our knowledge, Alves (2014) is the only extant study using
trimmed inflation in a DSGE model.

2In like manner, the trimmed-mean PCE has been shown to be a very good signal of the MTT in PCE inflation;
see Mertens (2016). Limited-influence measures also greatly reduce noise at high frequencies (monthly or quarterly)
and allow a more accurate assessment of the latest data, a point emphasized by Richards (2024). There are more
sophisticated approaches to deducing the MTT. For instance, Goulet Coulombe et al. (2024) propose a machine
learning approach to time-varying weighting and trimming, specifically calibrated for optimal forecasting performance.
Carlomagno et al. (2023) propose an approach to selecting a particular trimmed mean (or fixed exclusion measure)
based on a sophisticated loss function. However, simple approaches—such as the Median CPI—have other advantages,
such as in communicating with the public.
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2024) but in many other contexts as well, including: establishing and testing the robustness of

stylized inflation facts (Bryan and Cecchetti, 1999; Verbrugge, 1999; Fang, Miller and Yeh, 2010);

understanding inflation uncertainty (Metiu and Prieto, 2023); discriminating between models of price

adjustment (Ashley and Ye, 2012); locating a stable Phillips curve (Ball and Mazumder, 2011; Ball

and Mazumder, 2019a,b; Stock and Watson, 2020; Ashley and Verbrugge, 2025); studying the effects

of oil supply shocks (Kilian, 2008); understanding inflation expectations and their relationship to

inflation (Verbrugge and Zaman, 2021); and understanding post-Great Recession and post-COVID

inflation dynamics (Ball and Mazumder, 2011; Mazumder, 2018; Ball et al., 2021; Ball, Leigh, and

Mishra 2022; Verbrugge and Zaman 2023; Cotton et al., 2023). They have also been suggested as a

superior measure for monetary policy targeting and communication (Cecchetti and Groshen, 2001;

Dolmas and Koenig, 2019; Verbrugge, 2022).3

Central banks around the world make significant use of such measures in their monetary policy

decision-making. The European Central Bank formally uses a median inflation measure as one

of its estimates of "underlying inflation" (O’Brien and Nickel, 2018; Nickel et al., 2021), as does

the Swedish Riksbank (Johansson et al., 2018). In Australia, "the most important indicators of

underlying inflation are the trimmed mean and the weighted median" (Reserve Bank of Australia,

2025). In New Zealand, the trimmed mean and the weighted median are two of the five measures

of core inflation (Reserve Bank of New Zealand, 2024); in Norway, the trimmed mean and median

are two of four measures of core inflation (Norges Bank, 2025). Since 2017, the Bank of Canada

has used a median and a trimmed-mean inflation measure as two of its three preferred core inflation

measures and "main operational guides for monetary policy" (Lao and Steyn, 2019; see also the

remarks of Deputy Governor Schembri (2017), who discussed the rationale for abandoning "core"

CPI.). The Swiss National Bank calculates core inflation using a trimmed mean (Swiss National

Bank, 2025). The Central Bank of Costa Rica uses a trimmed mean as its indicator of core inflation

(Esquivel-Monge et al., 2011; Munoz-Salas and Rodriguez-Vargas, 2021).

Given the growing importance of the Median CPI, it is worth exploring whether it might be

enhanced.4 One potential approach lies in increasing the level of disaggregation, i.e., the number of
3Verbrugge (2022), in particular, highlights the severe theoretical and empirical deficiencies of ex-food-and-energy,

or “core,” inflation measures.
4While we provide a parallel analysis pertaining to the Trimmed-Mean CPI in the Appendix, we focus on the

Median CPI in the main body. The degree of disaggregation that is best for the Median CPI need not coincide with
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CPI components used to calculate it. Such changes have precedent. The earliest precursor to today’s

Median CPI had just seven components. When formally introduced, it had 36 components, which

was later increased to 41. Subsequent research demonstrated that it would be desirable to increase

the number of components to 45, where it stands today. But is this level of disaggregation optimal?

Notably, trimmed-mean PCE inflation and median PCE inflation are calculated using significantly

larger baskets of 178 and 201 PCE components, respectively (Dolmas 2009; Carroll and Verbrugge

2019). This paper investigates whether further disaggregation would enhance the Median CPI.

Our first result, which is a theoretical result, is surprising. We demonstrate that, when estimat-

ing the weighted median of the underlying distribution of CPI indexes, if some of those underlying

indexes are unobserved because they are unpublished—as is the case with the CPI—the weighted

median of the most highly disaggregated basket that is feasible (based upon indexes that are ob-

served) is not necessarily the minimum mean squared error (MSE) estimator. Hence, the optimal

level of disaggregation becomes an empirical question.

We therefore conduct such an empirical investigation, systematically investigating the impact of

the level of disaggregation, taking the current FRBC Median CPI basket as our starting point. We

disaggregate the CPI basket along two dimensions: shelter and non-shelter components. For shelter

components, our starting point is the current FRBC methodology, which splits Owners’ Equivalent

Rent (OER) into four regional components. We then further divide each regional OER component

into two components based on city size-classes. For Rent, we apply the same disaggregation, resulting

in a total of eight OER indexes and eight Rent indexes at the highest level of shelter disaggregation.

For non-shelter components, we use the current FRBC non-shelter component basket as our baseline

and then construct four additional non-shelter component baskets using the disaggregation structure

of the CPI. This results in a total of 15 candidate baskets of CPI components, ranging in size from

the current FRBC basket of 45 components to a basket of 156 components. Next, we construct the

Median CPI index corresponding to each basket. We then evaluate the performance of each new

median measure using well-established criteria from the core inflation literature. Two in particular

are worth highlighting. First, we assess how disaggregation affects the accuracy of median inflation

in tracking an ex-post estimate of the MTT in CPI inflation. Second, we examine the extent to

the degree of disaggregation that is best for the Trimmed-Mean CPI.
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which disaggregation impacts the predictive power of each measure over future movements in CPI

inflation.

We find disaggregating both OER and Rent into eight components, in combination with only

little-to-no-more non-shelter disaggregation relative to the FRBC basket, to be the optimal mix

of disaggregation in terms of tracking the ex-post MTT in CPI inflation and maximizing in-sample

predictability over future movements in CPI inflation. Notably, further disaggregation of non-shelter

components generally results in clear performance losses. Thus, our findings are in keeping with those

of our theoretical result, and are somewhat counterintuitive: increasing the level of disaggregation

as far as possible is not optimal.

Our work extends a long thread of the literature that has derived or extended measures of trend

CPI and PCE inflation using limited-influence estimators (e.g. Bryan and Pike 1991; Bryan and

Cecchetti 1994; Bryan et al. 1997; Dolmas 2005; Brischetto and Richards 2007; Dolmas 2009; Higgins

and Verbrugge 2015; Carroll and Verbrugge 2019; Rich et al. 2022). Our work also contributes to a

large literature that has evaluated competing measures of the MTT in inflation in terms of metrics

such as forecasting, explaining future headline inflation, and tracking ex-post measures of trend

inflation (e.g., Clark 2001; Marques et al. 2003; Rich and Steindel 2007; Meyer and Pasaogullari

2010; Crone et al. 2013; Higgins and Verbrugge 2015; Gamber and Smith, 2019; Verbrugge and

Zaman 2023, 2024). We also contribute to the literature examining how the properties of derived

measures of inflation change as one changes the level of disaggregation of the components underlying

the headline price indices (e.g., Mahedy and Shapiro 2017; Zaman 2019; Stock and Watson 2020).

However, in contrast to prior work, we are the first to derive a theoretical result regarding the

optimal level of disaggregation for a weighted-median estimator. Further, we are the first to propose

disaggregating OER into 8 components, and disaggregating Rent at all, in the calculation of limited-

influence estimators of MTT inflation. We are also the first to investigate the performance of MTT

inflation measures by level of disaggregation in a systematic manner. Finally, we are also the

first to demonstrate that there is no simple relationship between the frequency with which shelter

components are selected as the median and the strength of the Phillips curve relationship in the

resulting median CPI measure.

The rest of the paper is organized as follows. In Section 2, we provide a brief history of the FRBC
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Median and 16% Trimmed-Mean CPI inflation measures, along with an overview of the methodology

behind their calculation. In Section 3, we prove that the optimal level of disaggregation need not be

the highest level of disaggregation possible. In Section 4, we propose a scheme for defining several

collections of CPI components at increasingly finer levels of disaggregation of shelter and non-

shelter components than the set of 45 components currently used to compute the FRBC measures.

Section 5 examines how varying the level of CPI component disaggregation affects the ability of

median CPI inflation measures to track an ex-post estimate of the MTT in CPI inflation and to

explain future inflation. In Section 6, we discuss some practical implications of our preferred degree

of disaggregation for the Median CPI. First, we look at how changing the degree of component

disaggregation alters the distribution of components chosen as the median component over time.

Next, we investigate the extent to which disaggregation influences the Phillips curve relationship.

Finally, we examine the implications for trend CPI inflation: our preferred Median CPI measure

suggests lower trend inflation pre-pandemic, a faster acceleration in trend inflation in 2021, and a

faster deceleration in trend inflation after 2022. Section 7 concludes.

2 The FRBC Median and Trimmed-Mean CPI

2.1 A Brief History

The FRBC Median and 16% Trimmed-Mean CPI inflation originated from the seminal work of

Bryan and Pike (1991) and Bryan and Cecchetti (1994), who were the first to propose a theoretical

and statistical justification for the use of the median or trimmed mean as measures of "core" (or

trend) inflation (Dolmas and Wynne 2008).5 While the FRBC has published these limited-influence

estimators of the MTT in CPI inflation for decades, the components of CPI inflation from which

these measures are calculated have evolved over time.6

Prior to 1998, the FRBC calculated the Median and Trimmed-Mean CPI using 36 CPI compo-

nents. In 1998, the Bureau of Labor Statistics (BLS) carried out its sixth comprehensive revision of
5The earliest precursor to today’s Median CPI in Bryan and Pike (1991) was derived from just seven CPI compo-

nents.
6The FRBC updates the Median and Trimmed-Mean CPI each month immediately following a

new CPI data release by the Bureau of Labor Statistics (BLS) and makes these data available at
https://www.clevelandfed.org/en/indicators-and-data/median-cpi.
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the CPI, leading the FRBC to modify its component basket, for a revised total of 41 components.7

Importantly, prior to 1998, Median and Trimmed-Mean CPI used the Shelter component, whereas

after 1998, Shelter was split into: Rent of primary residence (Rent); Lodging away from home;

Owners’ Equivalent Rent of primary residence (OER); and Tenants’ and household insurance.8

In July 2007, the FRBC again revised the Median and Trimmed-Mean CPI. Under this new

"Revised Methodology," OER was split into four regional OER subindices, one each for the North-

east, Midwest, South, and West. This change was prompted by research by Brischetto and Richards

(2007)–later confirmed by the FRBC (2007)–that found that breaking up OER improved the ability

of trimmed-mean measures to track the trend in CPI inflation. Concurrently, the FRBC added the

component Leased Cars and Trucks, bringing the total to 45 CPI components.9

Since its introduction in 2007, small methodological adjustments have since been made to the

"Revised Methodology" Median and Trimmed-Mean CPI to ensure that it reflects the most recent

statistical techniques and data availability. For example, the BLS does not seasonally adjust the

four regional OER subindices despite the presence of seasonality in each (FRBC 2007). Since the

FRBC Median and Trimmed-Mean CPI indices use seasonally adjusted (SA) data (see Higgins and

Verbrugge 2015 for a discussion), the FRBC seasonally adjusts the regional OER series. Whereas the

FRBC originally used the Census Bureau’s X-12-ARIMA procedure to do this, it has since switched

to the newer X-13-ARIMA-SEATS procedure.

In the next section, we review in detail the current methodology for constructing the FRBC

Median and Trimmed-Mean CPI. We begin by explaining the procedure for calculating the monthly

expenditure weights, and seasonally adjusting CPI indices, for the four regional components of OER.

We then enumerate the steps we take to calculate the median and trimmed mean from any collection

of CPI components.
7For more on this and other revisions, see https://www.bls.gov/cpi/additional-resources/historical-changes.htm
8We refer to measures calculated from either set of components as the "Old Methodology" Median and Trimmed-

Mean CPI. The "Old Methodology" data begin in 1967 through July 2007. See the Online Appendix for both the
pre-1998 and post-1997 sets of components used under the "Old Methodology."

9Data for the "Revised Methodology" measures begin in 1983, as this is when the BLS introduced the rental equiv-
alence method of measuring the cost of owner-occupied shelter. See the online appendix for a list of the components
used under the "Revised Methodology."
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2.2 Methodology

2.2.1 OER

CPI expenditure weights (in CPI parlance, “relative importances”) are estimated annually and re-

leased in December, based upon direct measures of consumer expenditures. Over the course of the

following year, they are updated every month to reflect relative price movements that have occurred.

Essentially, these describe or approximate how expenditure weights change, based upon changes in

relative prices.10

In order to split OER into regional components and incorporate them into median and trimmed-

mean CPI calculations, each component is weighted by its appropriate share in the overall CPI-U.

Unlike for most components, the BLS does not publish the relative importances of each regional OER

component relative to overall CPI-U. The FRBC must therefore compute these itself. Computing

these weights is a two-step process.11

First, we calculate the annual relative importances for each region x by multiplying: (1) the

relative importance of region x relative to the overall CPI-U; and (2) the relative importance of

OER in region x relative to the overall CPI for that same region x. Why? Suppose we know that

the weight of x in X is x/X and that the weight of X in Y is X/Y. What is the weight of x in Y, i.e.

x/Y? It is simply x/Y = (x/X)*(X/Y). For example, taking the West region for concreteness, we

know the weight of West OER (x) in the West CPI (X) is x/X, and we also know that the weight of

the West (X) in the national CPI-U (Y) is X/Y. So to get the weight of West OER in the national

CPI, we multiply the weight of West OER in the West CPI by the weight of the West region in the

national CPI.

Given these annual relative importances, each month we pull the monthly price indices for

each regional OER component and follow the BLS methodology to compute the current monthly

relative importances for each regional OER component based upon price movements that occurred
10The updating procedure makes no attempt to approximate substitution behavior across components. Such sub-

stitution is picked up annually – with a very long lag – when the December relative importances are recomputed based
upon Consumer Expenditure Survey data.

11When the Median CPI was introduced, the BLS did not publish monthly relative importances, nor did it provide
documentation on the procedure it used for updating monthly weights. The FRBC developed a method for con-
structing monthly weights. The procedure used in this paper, which we outline below, is consistent with current BLS
practice but differs slightly from the FRBC method. Our results demonstrate that the difference in the weighting
formula has little impact.
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that month. Let us consider a concrete example. Suppose we are in March and are given: (1)

the values of the non-seasonally-adjusted (NSA) price index of component x for December (IxDec)

through March (IxMar); (2) the values of the same for the headline CPI-U (ICPI
Dec through ICPI

Mar ); and

(3) the annual (December) relative importance of x, Rx
Dec. We wish to compute Rx

Mar. The current

BLS method to construct the non-normalized weight Rx
Mar is given by:

Rx
Mar = Rx

Dec ∗
(
IxMar

IxDec

)
To construct the normalized weight, one adjusts all the relative weights so as to ensure that they

all add up to 100 by simply dividing the non-normalized weight by the analogous “updated relative

importance” for the entire CPI – which has an initial “relative importance” of 100 in December –

which is given by:

RCPI
Mar = 100 ∗

(
ICPI
Mar

ICPI
Dec

)
Hence the normalized weight for x, Φx

Mar, equals:

Φx
Mar =

Rx
Mar

RCPI
Mar

One can also rewrite this as a recursive formula. Clearly:

Rx
Mar = Rx

Dec ∗
(
IxMar

IxDec

)
= Rx

Dec ∗
(
IxFeb

IxDec

)(
IxMar

IxFeb

)
= Rx

Feb

(
IxMar

IxFeb

)
Similarly:

RCPI
Mar = RCPI

Feb

(
ICPI
Mar

ICPI
Feb

)
This implies:

Φx
Mar =

Rx
Mar

RCPI
Mar

=
Rx

Feb

RCPI
Feb

∗
(IxMar/I

x
Feb)(

ICPI
Mar/I

CPI
Feb

) = Φx
Feb

(IxMar/I
x
Feb)(

ICPI
Mar/I

CPI
Feb

)
With this methodology, we compute for each month t the weights Φc

t for each component c in
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Northeast OER, Midwest OER, South OER, and West OER.

This leaves the monthly CPI indices for each component. The BLS produces both SA and NSA

versions of the headline CPI-U index and most components.12 However, the BLS does not publish

SA price indices for the four regional OER indices despite the presence of seasonality in each series.

As a result, FRBC seasonally adjusts these series using the BLS methodology described above.

2.2.2 Calculating Median and Trimmed-Mean CPI Inflation

For a given collection of CPI components C, denote as

πc
t = 100

( Ict
Ict−1

− 1
)

the monthly inflation rate of component c in month t. For a regional OER component, Ict is

the corresponding NSA CPI index that has been seasonally adjusted, as explained in the previous

section. For other components, Ict is the SA index published by the BLS, if available. If a given

index Ict is only available from the BLS in NSA form, then since that component does not display

significant seasonality, we use the NSA index for that component. For each component c, in addition

to πc
t , we have available Φc

t , calculated as explained in the previous section for each regional OER

component and taken from the BLS otherwise. To calculate the median and trimmed-mean in month

t:

1. For each c ∈ C, if either πc
t or Φc

t is missing, component c is dropped from any further

calculations. Denote as C̃ the set of components C excluding components with missing data.13

2. Renormalize the weights such that for each c ∈ C̃: Φ̃c
t = 100(Φc

t/
∑

c∈C̃ Φc
t).

3. For all c ∈ C̃, sort πc
t from smallest to largest. More formally, define a one-to-one mapping

c ↔ j, j = 1, ..., J , where j denotes the relative position of πc
t . For example, c ↔ j = 1 if πc

t

is the smallest monthly inflation rate, and c ↔ j = J if πc
t is the largest.

12As the BLS explains: "Seasonally adjusted data are computed using seasonal factors derived by the X-13ARIMA-
SEATS Seasonal Adjustment Method. These factors are updated with the release of January data in February and
reflect price movements from the previous calendar year. The new factors are used to revise the previous 5 years
of seasonally adjusted data; older seasonally adjusted indexes are considered to be final." For more information on
seasonal adjustment in the CPI, see https://www.bls.gov/cpi/seasonal-adjustment/.

13Missing data are rare, but can happen if BLS has insufficient source data to publish the component.
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4. For each j, compute cumulative weight w(j) =
∑j

k=1 Φ̃
j
t where Φ̃j

t ≡ Φ̃c
t if and only if c ↔ j.

5. Find the first j for which 50 ≤ w(j). Denoting this index as jMED, the median component is

the component cMED satisfying cMED ↔ jMED, and the median inflation rate is πcMED

t .

6. To calculate the 16% trimmed mean:

(a) Find the first j for which 8 < w(j). Denote this index as jS and set its normalized relative

importance to Φ̃jS
t ≡ Φ̃j

t − 8.

(b) Find the first j for which 92 ≤ w(j). Denote this index as jE and set its normalized

relative importance to Φ̃jE
t ≡ Φ̃j

t − Φ̃j−1
t .

(c) Calculate the trimmed mean:

πTM
t =

∑
j∈[jS ,jE ] π

j
t Φ̃

j
t∑

j∈[jS ,jE ] Φ̃
j
t

=

∑
j∈[jS ,jE ] π

j
t Φ̃

j
t

84

3 More Disaggregation Need Not Be Better: A Theoretical Result

Given the historical record of improvements to the Median CPI, and given the much higher level of

disaggreation in the Median PCE (for example) compared to the Median CPI, it may seem obvious

that increasing the level of disaggregation in the Median CPI even further will lead to improvement.

Moreover, even laying aside the empirical performance gains that have historically accompanied

increased disaggregation, there is a more theoretical argument that seems to support the notion that

“more disaggregation must be better.” At the lowest level of aggregation —namely, no disaggregation

at all —the median equals the mean., i.e., equals headline CPI. Next, consider a very low level of

disaggregation, splitting the CPI into just core goods, core services, and energy. Most of the time,

core services is likely to be chosen as the median. It is clear that the resulting median will be highly

volatile, and also clear that very little has been gained over just using headline CPI. As the level

of disaggregation increases, it seems obvious that the distinction between the mean and the median

would sharpen, and that the median would become a closer and closer approximation to the “true

median”—namely, the median of the full scope of underlying indexes that the statistical agency

generates (even if it does not publish all of those indexes, owing to concerns such as inadequate
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sample sizes or confidentiality). However, it turns out that this intuition is incorrect. In this

section, we prove that if researchers do not have access to the full scope of underlying indexes that

the statistical agency generates in order to produce a weighted average statistic like the CPI, and

wish to compute the weighted median of the sample distribution, it is not always better to use

the most disaggregated data that are available. Thus, the optimal level of disaggregation in any

particular case is an empirical issue: one must assess how the weighted average computed based upon

various levels of disaggregation performs along a number of dimensions, such as accuracy against

ex-post estimates of the MTT.

We begin with some definitions. Consider a discrete collection of N random variables: A =

{Xj : j = 1, ...N}, each with an associated non-negative weight wj : j ∈ A with
∑N

j=1wj = 1.

Denote a member of the set A by V . We define the weighted sample median as follows. After

the random variables are realized, sort the random variables from smallest to largest, indexed by

k, so that vk is the kth largest realization. The cumulative sum weight through index l is defined

by
∑l

k=1wk. Then the weighted median of the sample of random variables A is defined as follows:

wmed (A) = vl :
∑l

k=1wk ≤ 0.5 and
∑l+1

k=1wk > 0.5.

Proposition 1. Suppose that there is a collection of N random variables: B = {Xj : j = 1, ...N} ,

each with an associated non-negative weight wj : j ∈ B with
∑N

j=1wj = 1. Suppose that there

exists a set C ⊂ B, of cardinality r, whose elements are unobserved; instead, what is observed is

their weighted mean Y =
∑

j∈C wjXj . Without loss of generality, assume that the indexes of the

random variables in C are {M − r,M − r + 1, ...,M}. Moreover, there exists a second set D ⊂ B,

of cardinality s, with C ∩D = ∅, with a weighted mean Z =
∑

j∈D wjXj. Without loss of generality,

assume that the indexes of the random variables in C are {M − r − s,M − r − s+ 1, ...,M − s− 1}.

Let

G = {Y,Xj : j = 1, ...,M − r − 1}

and let

H = {Y, Z,Xj : j = 1, ...,M − r − s}
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Then the following inequality need not hold:

E [wmed (G)− wmed (B)]2 ≤ E [wmed (H)− wmed (B)]2

Proof. We prove this via a counterexample. We consider a collection of 7 random variables B =

{Xi, i = 1, ..., 7}, each equally weighted. For simplicitly, one of these, X4, has the dirac delta function

(centered on 0) as its distribution. The distributions of all the random variables are as follows:

X1 ∼ U [−8,−7]

X2 ∼ U [−4.5,−3.5)

X3 ∼ U [−2,−1]

X4 ∼ {δ (t) = 0, t ̸= 0}

X5 ∼ U [1, 2]

X6 ∼ U (3.5, 4.5]

X7 ∼ U [7, 8]

Given these distributions, the weighted sample median wmed(B) is always x4, whose realization

is always 0, and this coincides with the population weighted median. But suppose that X1 and

X5 are unobserved; instead, only their weighted average Y is observed. Note that realizations of

Y lie within [−3.5,−2.5]. The most disaggregated observed collection of random variables is the

set G = {X2, Y,X3, X4, X6, X7}. For any realization, this ordering also corresponds to the sorted

list, with 3/7 of the weight below X3 and 3/7 of the weight above x3; thus, for any realization,

wmed(G) = x3, which is at most -1. In this example, the median of the most disaggregated observed

collection of random variables will never equal the median of the underlying distribution.

However, consider aggregating X3 and X7 into a variable Z. Realizations of Z lie within [2.5, 3.5]

and the weighted median of the set H = {X2, Y,X4, Z,X6} is always x4, and equal to the population

weighted median, 0.

In this example,

E [wmed (G)− wmed (B)]2 > E [wmed (H)− wmed (B)]2

12



Hence, the most disaggregated set available, G, need not yield the most accurate weighted median

estimate.

The theoretical result in this paper is reminiscent of some results in the factor estimation liter-

ature. For instance, Boivin and Ng (2006) show that increasing the number of underlying indexes

used to estimate factors is not necessarily better. However, the concern in that part of the literature

relates to estimating a modest number of common factors, not a weighted median. Typically, in

the factor literature, the researcher is considering additional series for inclusion that are of varied

types, and not part of a unified group of series constructed and released by a statistical agency under

a common sampling design. And even when the discussion does relate to using aggregates versus

more disaggregated series, aggregation in that literature is often seen as desirable in that it can re-

move idiosyncratic noise (e.g., Alvarez, Camacho, and Perez-Quiros, 2016). “Beneficial aggregation”

may also be driving the results of Gamber and Smith (2019), who find that—when constructing

estimators of the MTT in PCE inflation using a principal components approach—computing prin-

cipal components using 17 PCE components yielded superior MTT estimates compared with using

50 components. However, in our context, the true weighted median is a function of all of that

idiosyncratic noise.

4 Finer Disaggregations of the CPI

Having established theoretically that more disaggregation is not necessarily better, we turn to an

empirical investigation. We first describe our approach to disaggregation. To systematically explore

the effect of disaggregation of CPI components on Median CPI inflation, we derive several novel

splits of the CPI by disaggregating it along two distinct dimensions: shelter components (OER and

Rent), and non-shelter components. (As will be evident below, this two-dimensional treatment is

necessitated by the aggregation structure in the CPI.) We begin by outlining our methodology for

achieving increasingly finer splits of the non-shelter components of the CPI, and then detail our

splits for the shelter components. Finally, we combine each non-shelter split with every shelter split,

thus forming several new complete sets of CPI subcomponents.

13



4.1 Splitting Non-Shelter Components of the CPI

To split non-shelter CPI components, we begin with the eight major groups of the CPI: "Food and

beverages," "Housing," "Apparel," "Transportation," "Medical care," "Recreation," "Education and

communication," and "Other goods and services." Next, we break up each of these components to

the next lowest level possible by following the CPI item aggregation tree.14 For example, "Food

and beverages" is split into two components, "Food" and "Alcoholic beverages," while "Housing"

is split into three components, namely "Shelter," "Fuels and utilities," and "Household furnishings

and operations." We then repeat this process until we cannot achieve a finer level of disaggregation

on any CPI component. In particular, for a given CPI component, we do not split it further if either

of the following conditions hold:

1. A component only has a single subcomponent. For example, "Personal care services" has only

one subcomponent: "Haircuts and other personal care services."

2. Splitting the component would introduce an "unsampled" item for which the BLS does not

publish a price index. For example, splitting "Information technology, hardware, and services"

would introduce the component "Unsampled information and information processing." How-

ever, for consistency with the current FRBC Median CPI, we make one exception and split

"New and used motor vehicles" even though this introduces the component "Unsampled new

and used motor vehicles."

This yields six different collections of components, which we label C0, C1, C2, C3, C4, and C5,

where ascending numbers indicate finer levels of disaggregation.15 From the 8 components in C0,

we have 25 in C1, 56 in C2, 90 in C3, 102 in C4, and 140 in C5. Importantly, the split of shelter

into OER and Rent first appears in C2. Since the focus of this paper is on the effect of varying the

degree of disaggregation in both shelter and non-shelter components, in the remainder of the paper,

we drop collections C0 and C1 from further consideration.
14This tree is available from the BLS as a downloadable spreadsheet from https://www.bls.gov/cpi/additional-

resources/cpi-item-aggregation.htm.
15In fact, this procedure yields eight different levels of disaggregation: C0,...,C7. However, C7 has just 16 more

components than C5, all of which are relatively small components by weight within the Food at Home category.
Therefore, we skip C5 and C6 and re-label C7 as C5.
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As a baseline, we also add one more collection: FRBC, which consists of the components currently

used to derive the official FRBC Median indicator. Overall, this is the least disaggregated of the

the non-shelter component collections. This fact is evident in Figure 1, which displays boxplots of

the set of relative importance levels associated with the (non-shelter) components in each collection.

FRBC has the largest median, largest lower quartile, and largest upper quartile (though C2 has one

component with a higher relative importance than FRBC).

Figure 1: Distribution of Component Weights in Each Collection

Notes: Component weights as published December 2023. For the purposes of this figure, each collection excludes the
components OER and Rent.

Since the goods and services that are non-negligibly important in the consumer basket change

over time, the CPI does not maintain a fully consistent item basket/disaggregation structure over

time. Our approach to disaggregation allows us to collect these data with a non-interrupted dis-

aggregation structure back to 2009M12. To go back further in time to 1997M12 requires adjusting

for structural breaks in the components "Medical care commodities" and "Telephone services."16,
16Prior to January 2010, "Medical care commodities" consisted of "Prescription drugs" and "Nonprescription drugs

and medical supplies," the latter of which in turn consisted of "Internal and respiratory OTC drugs" and "Nonpre-
scription medical equipment and supplies." From 2010 onward, "Medical care commodities" consists of "Medicinal
Drugs" and "Medical equipment and supplies," the former of which in turn consists of "Prescription drugs" and
"Nonprescription drugs."
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17 Due to this, the collection of subcomponents in Ci, i = 2, 3, 4, 5 differs slightly over 1997M12-

2009M12 and from 2010M01 onward; additionally, the total number of subcomponents in C4 and

C5 is higher by 1 over 1997M12-2009M12.18

Finally, for each component, we collect the monthly relative importances as published by the

BLS, the SA price index (if published by the BLS), and the NSA price index.19 Where the SA price

index is available, we use it to calculate the month-over-month component price changes; otherwise,

we use the NSA price index. If both are available, and if the SA index of a component begins after

1997M12 but the NSA index begins prior to the SA index, then prior calculating median CPI, we

impute missing month-over-month price changes calculated from the SA index as far back as possible

using the month-over-month price changes as calculated from the NSA index.20

4.2 Splitting Shelter Components of CPI

Unlike the other components in the CPI, OER and Rent cannot be split into further nationally

representative subindices.21 Further disaggregation can only be done by geography and city size-

class.

We define three splits of OER and Rent:

• OER4: The first split, OER4, aligns with the current “Revised Methodology" of the Median

and Trimmed-Mean CPI. OER4 breaks apart the national OER price indices and weights into
17Prior to January 2010, "Telephone Services" consisted of "Land-line telephone services, local charges," "Land-

line telephone services, long distance," and "Wireless telephone services." From 2010 onwards, "Land-line telephone
services, local charges," and "Land-line telephone services, long distance" are merged into a single "Land-line telephone
services" component.

18Going back further in time before 1998 would require adjusting each component basket to align with the item
structure of the CPI prior to the sixth comprehensive revision. We leave this extension to future research.

19Data are collected primarily using Haver Analytics. This is necessary because the BLS does not maintain a
database of relative importances. For a list of the components in each collection and the Haver codes for each relative
importance and price index series, see the Online Appendix. Price indices for "Nonprescription drugs and medical
supplies," "Internal and respiratory OTC drugs," "Nonprescription medical equipment and supplies," "Land-line
telephone services, local charges," and "Land-line telephone services, long distance," which were not in Haver and
were obtained from the BLS website, are also documented in the Online Appendix.

20This is consistent with current BLS practices. As the BLS explains: "Each year the seasonal status of every
series is reevaluated based upon certain statistical criteria. Using these criteria, BLS economists determine whether a
series should change its status: from "not seasonally adjusted" to "seasonally adjusted", or vice versa." Therefore, if
the SA price index begins later than the NSA price index for a component, then presumably the BLS did not detect
seasonality in that component over the period where the NSA exists but the SA index does not, and so imputation
in the manner in which we carry it out is valid. For more information on seasonal adjustment in the CPI, see:
https://www.bls.gov/cpi/seasonal-adjustment/using-seasonally-adjusted-data.htm.

21Adams and Verbrugge (2021) criticize this practice, and propose a split along a structure-type dimension.
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four regional OER price indices and weights, one for each of the four Census regions: Northeast,

Midwest, South, and West. Rent is not split. Thus, OER4 consists of 5 components: OER for

each of the four Census regions; and Rent.

• OER8: OER8 further splits each regional OER index into two parts, one for city size class

A (corresponding to population size greater than 2.5 million) and size class B/C (population

size 2.5 million or less), where size classes are defined by the BLS. Rent is not split. Thus,

OER8 consists of 9 components: OER for City Size A and OER for City Size B/C for each of

the four Census regions, respectively; and Rent.

• OER8-RENT8: OER8-RENT8 retains the OER8 split and additionally splits Rent along

the same eight regions as OER8. Thus, OER8-RENT8 consists of 16 components.22

As shown in Figure 2, on the basis of component weights, OER8 is more disaggregated than

OER4, and OER8-RENT8 is more disaggregated than OER8, as expected. For all components of

OER4, OER8, and RENT8, we (1) calculate monthly relative importances as outlined previously in

the Methodology section23; and (2) seasonally adjust each price index using X-13-ARIMA-SEATS

once using data starting in 1997M12.
22Prior to December 2017, there were actually three city size classes: Size A (cities with a population size over

2.5 million), Size B/C (cities with a population size between 50 thousand and 2.5 million), and Size D (cities with
a population less than 50,000). However, the BLS only published price indices and relative importances for Size D
cities in the Midwest and South regions, and not for the Northeast and West regions. Therefore, between December
1997 and November 2017, we use nine regional indices for both the OER8 and RENT8 splits: the eight mentioned
previously, as well as the index and weights for all Size D cities.

23All Haver codes for the input price indices and relative importances of shelter split components may be found in
the Online Appendix. Additionally, to fill gaps in Haver annual relative importance data, we hand-collected annual
relative importances for Size D cities from 1997 to 2016, as well as for every city size and Census region combination
from 1997 to 2000, from electronic copies of CPI-U Regional Importance Reports. Finally, price index data for Size
D cities were downloaded directly from FRED (Federal Reserve Economic Data). Collected non-Haver data may be
found in the Online Appendix.
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Figure 2: Distribution of Component Weights in Each Housing Split

Notes: Component weights as published December 2023 by the BLS.

4.3 Combining Shelter and Non-Shelter Splits

Complete splits of the CPI are the cross-product of non-shelter component splits (FRBC, C2, C3,

C4, C5) with shelter component splits (OER4, OER8, OER8-RENT8). This gives us 15 component

collections in total. Our notation for a particular split is given by Ci-J where i = 2, 3, 4, 5 refers

to the degree of disaggregation of the non-shelter components, and J ∈(OER4, OER8, OER8-

RENT8) refers to the degree of disaggregation of the shelter components. C5-OER8-RENT8, the

most disaggregated split, has 156 components. FRBC-OER4, the least disaggregated CPI split, is

our baseline.

Our reconstruction of the Median CPI is accurate. Figure 3 demonstrates that, despite mi-

nor methodological differences, the median measure we calculated from the FRBC-OER4 split is

essentially identical to its official counterpart.24

24For the remainder of the paper, we continue to focus attention on the median measures. Appendix 1 provides
results pertaining to the Trimmed-Mean CPI.
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Figure 3: Comparing the FRBC-OER4 Median CPI Inflation to the Official Federal Reserve Bank
of Cleveland Measure

From each of our 15 splits of the CPI, using the methodology outlined in Section 2.2.2, it is

straightforward to derive measures of 12-month Median CPI inflation. Hereafter, when we refer

to inflation, we are speaking of the 12-month rate of change, measured as a percent. In addition,

we will refer to Median CPI inflation as derived from a particular split of the CPI by the name of

the split; for example, taking split FRBC-OER8-RENT8 for concreteness, we refer to Median CPI

inflation as derived from split FRBC-OER8-RENT8 as "Median FRBC-OER8-RENT8 inflation."

Our sample starts in 1998M12 and ends in 2024M11.

5 Results

To empirically evaluate the effect of higher component disaggregation on the Median CPI, we pri-

marily focus on two criteria that are standard in the core/MTT inflation evaluation literature.

First, we evaluate how accurately each measure of median inflation tracks medium-term move-

ments in CPI inflation. We do so using two metrics. First, we assess how closely the mean of each

candidate measure matches that of CPI inflation over our sample. Second, we examine how accu-

rately each candidate measure tracks changes in a standard ex-post proxy of the "true" underlying

MTT in CPI inflation.
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Second, we assess the extent to which each candidate measure has predictive power over future

movements in CPI inflation at six horizons: 1, 3, 6, 12, 24, and 36 months. We do so using a

simple linear regression benchmark taken from the literature, and evaluate predictive power by first

looking at measures of in-sample fit, and then by looking at out-of-sample predictive accuracy in a

pseudo-real-time forecasting exercise.25

5.1 Accuracy in Estimating the MTT in CPI Inflation

5.1.1 Accuracy in mean

An MTT estimator should, over a long period of time, have an average as close as possible to the

average rate of CPI inflation (Clark 2001; Rich and Steindel 2007; Higgins and Verbrugge 2015;

Stock and Watson 2016). Therefore, we first examine how close the mean of each median measure

was to the mean of CPI inflation over the pre-pandemic and full samples.

In Figure 4, for each median inflation candidate, we report the ratio of the average median

inflation rate and the average CPI inflation rate. We find that median CPI measures, owing to

skewness in the cross-sectional distribution of component growth rates, are upward-biased compared

to the CPI.26 However, there is variation in this bias across the median CPI measures. Most

notably, we find that (1) as we move across a given row (i.e., as we increase the degree of non-

shelter disaggregation), the mean of the median inflation series moves further away from the mean

of headline CPI; and (2) as we move down any column (i.e. as we increase the degree of shelter

disaggregation) the mean of the median inflation series moves closer to the mean of headline CPI.

Hence, FRBC-OER8-RENT8 is the least biased, at 5% higher (6% higher) in the full (pre-pandemic)

sample. This is a 3% reduction (5% reduction) relative to the benchmark FRBC-OER4 median

inflation in the full (pre-pandemic) sample, the mean of which overstates that of headline CPI

inflation by 8% (11%).

To investigate whether these differences are significant, we perform t-tests of the null hypothesis

that the mean of the jth candidate median inflation measure, j = 1, ..., 15, is statistically indistin-
25High persistence and low variance are also often seen as desirable criteria for MTT indicators; see, e.g., Clark

(2001), Jonanssen and Nordbo (2006), Silver (2007), Lao and Steyn (2019), or Richards (2024). We find that our
alternative median measures have very similar persistence and variance properties in the full sample.

26Rich, Verbrugge, and Zaman (2022) discuss a similar phenomenon occurring in the components of PCE inflation.
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guishable from the mean of CPI inflation. More formally, we test:

H0 : E[πc
j ] = E[CPI]

where πc
j denotes the jth candidate median inflation measure, CPI denotes CPI inflation,

and E[·] is the expectation operator. Test statistics are calculated using heteroskedasticity-and-

autocorrelation-consistent (HAC) standard errors. Test p-values are reported in Figure 5. These

results reveal that the observed differences between average inflation in each candidate median mea-

sure and headline CPI inflation are not statistically significant at all common significance levels in

both the pre-pandemic sample and the full sample for each FRBC split, as well as for the C2-OER8-

RENT8 split.
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Figure 4: Mean of Median Inflation Measures Relative to Mean of CPI Inflation

Notes: Reported figures are the ratio of the average of the median inflation rate and the average of CPI inflation.
Both averages are computed as the mean of 12-month inflation rates, measured by percent changes, over the indicated
period. Darker shading indicates higher values, while lighter shading indicates lower values.

Figure 5: p-Values of a Statistical Test of Equal Mean Relative to CPI Inflation

Notes: Reported figures are the p-values of a t-test of H0 : E[πc
j ] = E[CPI], where πc

j denotes the jth candidate median
inflation measure. The p-value is obtained by taking the difference of each median inflation measure from CPI inflation,
and regressing this against a constant. The test statistic of the constant term is calculated using heteroskedasticity-
and-autocorrelation-consistent (HAC) standard errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where
T refers to the size of the estimation sample. Darker shading indicates higher values, while lighter shading indicates
lower values.

22



5.1.2 Accuracy versus a standard ex-post MTT estimate

An MTT estimator should closely track ex-post estimates of that MTT, thereby helping to distin-

guish persistent movements in underlying trend inflation from transitory price shocks (Clark 2001,

Rich and Steindel 2007; Higgins and Verbrugge 2015). Following Bryan et al. (1997) and many

subsequent studies, we use a 37-month centered moving average of 12-month CPI inflation as our

ex-post estimate, or proxy, of the MTT. That is, in a given month, the proxy is equal to the average

of inflation in the current month, the preceding 18 months, and the subsequent 18 months. We ex-

amine the RMSE of deviations between each median inflation measure and the MTT proxy. Hence,

for each of our j candidates, j = 1, ..., 15, we compute:

RMSE(π̄37MMA − πc
j) =

√√√√ 1

T

T∑
t=1

(π̄37MMA
t − πc

j,t)
2 =

√√√√ 1

T

T∑
t=1

(e37MMA
j,t )2 (1)

where π̄37MMA denotes the 37-month centered moving average MTT proxy, πc
j is a candidate

median CPI inflation measure, and e37MMA
j,t = (π̄37MMA

t − πc
j,t) measures the deviation between the

two at month t.

In Figure 6, we report the RMSE of each measure of median inflation relative to the RMSE

of our baseline median FRBC-OER4 inflation measure. By this metric, FRBC-OER8-RENT8 and

C2-OER8-RENT8 equivalently outperform all other median candidates, in many cases by a wide

margin. The RMSE of FRBC-OER8-RENT8 and C2-OER8-RENT8 is 9% lower than that of median

FRBC-OER4 inflation pre-pandemic, and 10% lower in the full sample. As before, the results in

Figure 6 show that greater shelter disaggregation improves the ability of the derived median inflation

measure to track the trend inflation proxy, while greater non-shelter disaggregation worsens it.

To determine if differences in RMSEs between the baseline FRBC-OER4 measure and each of

the other median inflation measures are statistically significant, we follow Rich and Steindel (2007)

in constructing the Diebold-Mariano (1995) (DM) test statistic for each pairing. This allows us

to consider the null hypothesis that FRBC-OER4 median inflation and another candidate median

inflation measure j both track the 37-month centered moving average MTT proxy equally well against

the alternative hypothesis of significantly different tracking ability. Test p-values are reported in

Figure 7. The DM tests show that the observed reduction in the RMSE of FRBC-OER8-RENT8 and
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C2-OER8-RENT8 inflation relative to FRBC-OER4 inflation is statistically significant at all common

significance levels in both the pre-pandemic sample and the full sample. Additionally, FRBC-

OER8, while less accurate than FRBC-OER8-RENT8 and C2-OER8-RENT8, is also statistically

significantly more accurate than FRBC-OER4 across samples. All other candidate median measures

have either the same or higher RMSE than FRBC-OER4 in one or both sample periods, or their

tracking ability is statistically indistinguishable from that of FRBC-OER4 at the 5% level and above.
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Figure 6: RMSE(π̂37MMA − π̂j) of Median Inflation Measures Relative to FRBC-OER4

Notes: Reported figures are the RMSE of deviations of the median inflation measure from a 37-month centered moving
average of CPI Inflation, divided by the same for median FRBC-OER4 inflation. In the pre-pandemic sample, the
moving average is computed using CPI inflation through December 2019 only. Darker shading indicates higher values,
while lighter shading indicates lower values.

Figure 7: p-Values of a Statistical Test of Equal Ability in Tracking π̂37MMA for Median Inflation
Measures, Relative to FRBC-OER4

Notes: Reported figures are the p-values of a Diebold-Mariano (1995) test that RMSE(π̄37MMA − πc
FRBC−OER4)

and RMSE(π̄37MMA − πc
j ) are equal, where j denotes the jth candidate median inflation measure. The p-value is

obtained by taking the difference of the two squared errors series e37MMA
j,t and e37MMA

FRBC−OER4,t, and regressing the
resulting series against a constant. The test statistic of the constant term is then calculated using HAC standard
errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample.
Darker shading indicates higher values, while lighter shading indicates lower values.

25



As a robustness check, we repeat the previous exercise using a different ex-post estimate of the

MTT. Following Higgins and Verbrugge (2015) and Carroll and Verbrugge (2019), we utilize the two-

stage centered moving average, or 2SMA, trend. The 2SMA trend is constructed by first applying

a 25-month centered moving average, followed by a 13-month centered moving average, to headline

CPI inflation. This measure moves similarly to the centered 37-month moving average, but has the

advantage that it eliminates all fluctuations lasting under 36 months. In Figure 8, we report the

RMSE of each median inflation measure against the the 2SMA trend relative to the same for median

FRBC-OER4 inflation. Results are largely consistent with those in Figure 6. FRBC-OER8-RENT8

and C2-OER8-RENT8 are once again the best performing measures in the pre-pandemic sample,

achieving a 9% reduction in RMSE relative to the FRBC-OER4 baseline. However, C2-OER8-

RENT8 slightly edges out FRBC-OER8-RENT8 in the full sample, achieving a 12% reduction in

RMSE relative to a 10% reduction for FRBC-OER8-RENT8.

As before, in Figure 9 we report for each median inflation candidate the p-values of the DM test

of equal ability in tracking the 2SMA trend estimate against the FRBC-OER4 baseline. Results

show that only FRBC-OER8-RENT8 and C2-OER8-RENT8 inflation achieve a statistically signif-

icant improvement in tracking the 2SMA trend relative to FRBC-OER4 inflation at all common

significance levels in both the pre-pandemic sample and the full sample.

These results show that splitting OER improves the ability of median measures to track the

underlying trend in CPI inflation, and splitting Rent yields still further benefits in the same direction.

On the other hand, non-shelter disaggregation is generally associated with a deterioration in the

median’s trend-tracking capability as the degree of this disaggregation increases. These results

largely reinforce the conclusions in the previous section, which together show that (1) in all cases,

FRBC-OER8-RENT8 improves upon FRBC-OER4 in tracking the mean of CPI inflation over time

as well as the underlying inflation trend; (2) in nearly each case, disaggregating the FRBC-OER8-

RENT8 basket further, to C2-OER8-RENT8, yields the same or worse performance on these metrics;

and (3) disaggregating further, to C3-OER8-RENT8 or beyond, hurts performance relative to both

FRBC-OER8-RENT8 and C2-OER8-RENT8.
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Figure 8: RMSE(π̂2SMA − π̂j) of Median Inflation Measures Relative to FRBC-OER4

Notes: Reported figures are the RMSE of deviations of the median inflation measure from a two-stage centered moving
average (2SMA) of CPI inflation, divided by the same for median FRBC-OER4 inflation. In the pre-pandemic sample,
the moving average is computed using CPI inflation through December 2019 only. Darker shading indicates higher
values, while lighter shading indicates lower values.

Figure 9: p-Values of a Statistical Test of Equal Ability in Tracking π̂2SMA for Median Inflation
Measures, Relative to FRBC-OER4

Notes: Reported figures are the p-values of a Diebold-Mariano (1995) test that RMSE(π̂2SMA − π̂FRBC−OER4) and
RMSE(π̂2SMA − π̂j) are equal, where j denotes the jth candidate median inflation measure. The p-value is obtained
by taking the difference of the two squared errors series ê2SMA

j,t and ê2SMA
FRBC−OER4,t, and regressing the resulting series

against a constant. The test statistic of the constant term is then calculated using HAC standard errors with a small
sample correction and ⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample. Darker shading indicates
higher values, while lighter shading indicates lower values.
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5.2 Predictive Power over Future Inflation

5.2.1 In-sample explanatory power

It is desirable for an MTT estimator to have explanatory power over future inflation. To assess the

in-sample explanatory power of each of our measures of median inflation, we follow previous research

(e.g., Clark 2001; Rich and Steindel 2007) and estimate regressions of the form:

πt+h − πt = αj,h + βj,h(πt − πc
j,t) + ϵj,t+h (2)

where h denotes the forecast horizon in months, πt refers to the current reading of CPI inflation,

and πc
j,t refers to the current reading of the jth indicator of median CPI inflation, j = 1, ...15. We

consider six horizons h: 1, 3, 6, 12, 24, and 36 months.

For h ∈ {1, 3, 6}:

• πt+h = 100·[(Pt+h/Pt)
12/h−1] is the h-month rate of inflation h months ahead, at an annualized

rate.

• πt = 100 · [(Pt/Pt−h)
12/h − 1] is the current h-month rate of inflation at an annualized rate.

For h ∈ {12, 24, 36}:

• πt+h = 100 · [(Pt+h/Pt+h−12)− 1] is the 12-month rate of inflation h months ahead.

• πt = 100 · [(Pt/Pt−12)− 1] is the current 12-month rate of inflation

Notice that the intercept, αj,h, allows for (fixed) bias adjustment for each candidate j - so that

if a particular MTT estimator has a large bias versus headline inflation, the intercept will correct

for that bias. Thus, candidates with higher bias are not automatically penalized.

We present the adjusted R2, denoted R̄2, from these regressions for each measure of median

inflation and for horizons h ∈ {1, 3, 6, 12, 24, 36}. In Figure 10 we report R̄2 from fitting Equation 2

on data in the pre-pandemic sample, and in Figure 11 we report the same for regressions estimated

over the full sample.

Overall, differences in in-sample fit between candidates are small. There are also no discernible

trends as the degree of non-shelter disaggregation increases, although we note that in the full sample,

28



the R̄2 of FRBC-OER8-RENT8 dominates in five of the six horizons. However, one finding stands

out, and is consistent across both samples and all six horizons: for any given level of non-shelter

disaggregation, as we increase shelter disaggregation, the R̄2 of the more shelter-disaggregated candi-

date weakly dominates that of the less shelter-disaggregated candidate. We therefore conclude that

greater shelter disaggregation robustly improves the in-sample explanatory power of median CPI

over future CPI inflation. This result is consistent with our earlier results showing that greater shel-

ter disaggregation improves the ability of median CPI inflation in tracking medium-term movements

in CPI inflation.
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Figure 10: In-Sample Adjusted R2 of Equation 2, Pre-Pandemic Sample (1998M12-2019M12)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate median inflation measure.
h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates lower values.

Figure 11: In-Sample Adjusted R2 of Equation 2, Full Sample (1998M12-2024M11)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate median inflation measure.
h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates lower values.
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5.2.2 Out-of-sample forecasting ability

In the previous section, we measured how increasing levels of component disaggregation impacted

the explanatory power of median CPI over future headline CPI by looking at an in-sample measure of

fit from a simple benchmark regression. In this section, we again turn to the same simple benchmark

regression in order to conduct a pseudo-real-time-out-of-sample forecasting exercise.27 This exercise

provides an additional metric by which to measure how median CPI’s predictive accuracy over

headline CPI varies as we vary the levels of shelter and non-shelter disaggregation in the underlying

components.

Consider again Equation 2, this time dropping the j subscript for ease of exposition:

πt+h − πt = αh + βh(πt − πc
t ) + ϵt+h

Defining yt+h = πt+h − πt and xt = πt − πc
t , we estimate regressions of the form:

yt = α̂h + β̂hxt−h

through time t, where (α̂h, β̂h) denote the estimated parameters of the regression. We then form

xt and obtain our forecast ŷt+h as:

ŷt+h = α̂h + β̂hxt

Finally, the implied forecast of π̂t+h is then:

π̂t+h = ŷt+h + πt

For each h, we estimate the regressions using an expanding window, such that the first our-of-

sample forecast is obtained for 2010M12. Thus, our first estimation window runs through 2010M12−

h to obtain a forecast for 2010M12, our second estimation window runs through 2010M12 − h + 1

27Our exercise is "pseudo" real-time due to the fact that we are using seasonally adjusted headline CPI. We
also construct our measures of median CPI using (1) seasonally adjusted CPI components, when available; and (2)
seasonally adjusted OER and Rent components, which we seasonally adjust ourselves once, using all available data
starting in 1997M12.
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to obtain a forecast for 2011M01, and so on, until we have made a forecast for the last month in our

sample.

Table 1 reports RMSFEs for the pre-pandemic sample relative to the RMSFE of forecasts made

using the FRBC-OER4 benchmark. Table 1 also reports statistical significance results using the

Diebold and Mariano (1995) (DM) test with the small-sample correction of Harvey, Leybourne, and

Newbold (1997) for equal predictive accuracy between forecasts derived from a candidate median

measure j and forecasts obtained using the FRBC-OER4 benchmark. Table 2 reports the same

results for the full sample.

In general, out-of-sample forecast accuracy for alternative splits is comparable to the benchmark,

gains or losses are only rarely statistically distinguishable (and usually only at the 10% level), and

statistically significant forecast gains are not robust between the pre-pandemic and full samples.28

Relative RMSFE improvements are concentrated on OER8-RENT8 splits. In addition, 4 out of 5

statistically significant forecast gains in the pre-pandemic sample and 6 out of 7 in the full sample

are found among OER8-RENT8 splits. Aside from moving from the FRBC basket to C2, there

is little tendency for point forecast accuracy to improve upon further non-shelter disaggregation.

Overall, the two splits that appear to be the top performers are FRBC-OER8-RENT8 and C2-

OER8-RENT8. The latter is superior pre-pandemic but the two have roughly equal performance

when considering the full sample.
28Over the pre-pandemic sample, there are four cases in which statistically significant forecast gains are observed

(mostly at the 36-month horizon) but these results are not robust once we extend the forecasting exercise to encompass
the full sample. Similarly, over the full sample there are seven cases with statistically significant forecast gains, but
for six of these cases, results are not robust when we consider the shorter sample.
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Table 1: Relative RMSFEs of Out-of-Sample Forecasts Using Equation 2, Pre-Pandemic Sample
(1998M12-2019M12)

Forecast Horizon (Months) 1 3 6 12 24 36

FRBC-OER4 RMSFE 2.23 1.86 1.6 1.39 1.28 0.92

FRBC-OER8 1.01* 1.01 1.01 1.01 0.99 1.02
FRBC-OER8-RENT8 1.01 1.01 1.01 0.99 0.98 1.02

C2-OER4 1.0 0.99 1.02 1.0 1.02 0.96
C2-OER8 1.01 0.98 1.0 0.98 0.99 0.96*
C2-OER8-RENT8 1.0 0.97* 0.98 0.93 0.99 0.97

C3-OER4 1.0 1.0 1.0 1.0 1.03 0.97
C3-OER8 1.01 1.01 1.01 1.0 1.02 0.97
C3-OER8-RENT8 1.0 1.0 0.99 0.97 1.01 0.97*

C4-OER4 1.0 1.0 1.01 1.02 1.02 0.96
C4-OER8 1.01 1.0 1.01 1.0 0.97 0.94
C4-OER8-RENT8 1.0 0.99 0.99 0.98 0.98 0.96***

C5-OER4 1.0 1.01 1.02 1.03 1.02 0.94
C5-OER8 1.01 0.99 1.01 1.01 0.99 0.95
C5-OER8-RENT8 1.0 1.0 0.99 0.97 0.98 0.94***

Notes: RMSFE is the root mean squared forecast error. The row "FRBC-OER4 RMSFE" reports
the raw RMSFE of the FRBC-OER4 benchmark for each forecast horizon. All other rows report
relative RMSFEs, with the RMSFE of FRBC-OER4 for forecast horizon h taken as the denominator
for relative RMSFEs in column h. Relative RMSFEs less than 1 are highlighted in green. For each
relative RMSFE, we calculate the Diebold and Mariano (1995) (DM) test with the small-sample
correction of Harvey, Leybourne, and Newbold (1997) for equal predictive accuracy between a given
forecast and the forecast from the FRBC-OER4 benchmark. Relative RMSFEs in bold and with
*, **, or *** denote rejections of the null hypothesis of equal predictive accuracy of the alternative
median CPI measure and the FRBC-OER4 benchmark at the 10%, 5%, or 1% level, respectively,
based on the DM test.
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Table 2: Relative RMSFEs of Out-of-Sample Forecasts Using Equation 2, Full Sample (1998M12-
2024M11)

Forecast Horizon (Months) 1 3 6 12 24 36

FRBC-OER4 RMSFE 2.76 2.54 2.39 2.33 2.25 1.98

FRBC-OER8 1.01* 1.01 1.01 1.0 0.98* 0.99
FRBC-OER8-RENT8 1.0 0.98* 0.98 0.98 0.98 0.99

C2-OER4 1.01 1.0 0.99 1.0 1.03 1.02
C2-OER8 1.02 0.99 0.99 1.0 1.03 1.03
C2-OER8-RENT8 1.02 0.98* 0.97* 0.97* 1.01 1.02

C3-OER4 1.0 1.01 1.0 1.01 1.03 1.01
C3-OER8 1.01 1.01 1.0 1.0 1.02 1.01
C3-OER8-RENT8 1.0 0.99 0.97* 0.97 1.01 1.0

C4-OER4 1.0 1.01 1.0 1.02 1.04 1.01
C4-OER8 1.0 1.0 0.99 1.0 1.02 1.01
C4-OER8-RENT8 0.99 0.98 0.97* 0.98 1.01 1.01

C5-OER4 1.01 1.01 1.01 1.02 1.03 1.01
C5-OER8 1.01 1.01 1.0 1.01 1.02 1.01
C5-OER8-RENT8 1.0 1.0 0.98 0.98 1.0 1.0

Notes: RMSFE is the root mean squared forecast error. The row "FRBC-OER4 RMSFE" reports
the raw RMSFE of the FRBC-OER4 benchmark for each forecast horizon. All other rows report
relative RMSFEs, with the RMSFE of FRBC-OER4 for forecast horizon h taken as the denominator
for relative RMSFEs in column h. Relative RMSFEs less than 1 are highlighted in green. For each
relative RMSFE, we calculate the Diebold and Mariano (1995) (DM) test with the small-sample
correction of Harvey, Leybourne, and Newbold (1997) for equal predictive accuracy between a given
forecast and the forecast from the FRBC-OER4 benchmark. Relative RMSFEs in bold and with
*, **, or *** denote rejections of the null hypothesis of equal predictive accuracy of the alternative
median CPI measure and the FRBC-OER4 benchmark at the 10%, 5%, or 1% level, respectively,
based on the DM test.

5.3 Summary of Results

Our analysis evaluates the impact of higher shelter and non-shelter component disaggregation on

median CPI measures, focusing on their accuracy in tracking the medium-term trend in CPI inflation

and predictive power over future CPI inflation.

To measure how median inflation tracks medium-term movements in CPI inflation, we first

compare the mean of each median inflation measure to the mean of CPI inflation. We find that

median CPI measures are generally upward-biased compared to CPI, but this bias decreases as
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shelter disaggregation increases, particularly with the FRBC-OER8-RENT8 measure, which is the

least biased. We then use a 37-month centered moving average (37MMA) and a two-stage centered

moving average (2SMA) as proxies for the MTT, and calculate the RMSE of deviations between each

median measure and the MTT proxies. FRBC-OER8-RENT8 and C2-OER8-RENT8 consistently

outperform other measures, with statistically significant improvements in tracking the MTT. We

also find more generally that splitting OER and Rent improve the ability of median measures to

track the underlying trend in CPI inflation, while increasing non-shelter disaggregation is associated

with a deterioration in the median’s trend-tracking capability.

To measure the predictive power of median inflation over future CPI inflation, we use a sim-

ple linear regression from the literature to assess the in-sample explanatory power of each median

inflation measure. In-sample fit as measured by R̄2 shows that greater shelter disaggregation im-

proves in-sample fit, with FRBC-OER8-RENT8 performing the best across most horizons in the full

sample. Finally, we conduct a pseudo-real-time out-of-sample forecasting exercise using the same

regression framework. The results indicate that OER8-RENT8 splits offer the most improvements

in forecast accuracy at multiple horizons. Overall, FRBC-OER8-RENT8 and C2-OER8-RENT8

appear to have the best out-of-sample forecasting performance.

Taken together, our findings strongly suggest that splitting shelter to the OER8-RENT8 level

significantly enhances the ability of median measures to track the MTT in CPI inflation and ex-

plain future inflation, while further non-shelter disaggregation beyond the level of FRBC and C2

is detrimental. These findings support the use of FRBC-OER8-RENT8 or C2-OER8-RENT8 as

the preferred median measure for tracking the MTT in CPI inflation and explaining future CPI

inflation. Since FRBC-OER8-RENT8 represents a smaller change from the current official FRBC

Median CPI, we would recommend this split.

6 Discussion

In this section, we explore some practical implications of finer disaggregations of CPI components

for median CPI inflation.

First, we investigate how varying the level of disaggregation affects the frequency with which
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the OER, Rent, and Non-Shelter (i.e., non-OER, non-Rent) components are chosen as the median

component in the median CPI inflation measure.

Next, we examine empirically how increasing disaggregation can alter the relationship between

median CPI and other key economic variables. It has been suggested (e.g., Dolmas and Koenig

2019 or Ball et al. 2021) that a good MTT estimator should co-move inversely with economic slack.

Accordingly, for each of our median CPI candidate measures, we estimate a parsimonious empirical

Phillips curve between the median CPI measure and the unemployment gap. This estimation allows

us to observe how changing disaggregation affects the strength of that relationship.

Finally, given our focus on tracking the medium-run trend in CPI inflation, we compare the

historical time-paths of the baseline FRBC-OER4 median to those from our preferred measure,

FRBC-OER8-RENT8, over our sample period. By doing so, we aim to determine how inferences

about the medium-run trend in inflation would change when using one measure versus the other.

6.1 Variation in the Median Component of Median CPI

In any given month, the median CPI is entirely determined by the rate of change in the particular

component chosen as the median component. In the past, there has been considerable interest in the

frequency with which shelter components are chosen as the median. Indeed, even at the inception

of median CPI as an indicator of interest, Bryan and Cecchetti (1994) noted the disproportionate

frequency with which shelter was chosen as the median component. Brischetto and Richards (2007)

found that splitting OER into four subcomponents decreased the frequency with which OER was

selected as the median component.29

Thus, given the degree of interest in the distribution of of the median component, before getting

to our main results, we provide in Figure 12 and Figure 13 the frequency with which the following

types of components are chosen as the median component: OER, Rent, and Non-shelter (i.e., non-

OER, non-Rent) components. Figure 12 covers the pre-pandemic period (1998M12-2019M12) while

Figure 13 covers the full sample.

We find that over both samples, non-shelter components are chosen as the median component

less than 50% of the time in the baseline FRBC-OER4 split (upper left entry in left-most matrix
29Stock and Watson (2020) also draw attention to the frequency with which shelter components are chosen; see

Section 6.3

36



in each figure). Splitting OER4 to OER8, as one would expect, decreases the frequency with which

an OER component is chosen as the median component and increases the fraction of non-shelter

median components across all non-shelter CPI component splits (FRBC, C2, C3, C4, C5). Splitting

shelter further, from OER8 to OER8-RENT8, decreases the frequency with which a Rent component

is chosen as the median component across nearly all non-shelter CPI component splits (with C2 as

the sole exception), and has a mixed effect on the frequency with which non-shelter is selected as

the median component, as it generally causes the frequency of OER selection to increase slightly

or remain nearly unchanged. Finally, at each shelter split, increasingly disaggregating non-shelter

components generally tends to reduce the frequency with which non-shelter components are chosen

as the median.

On net, we find that a combination of more disaggregated shelter components and less disaggre-

gated non-shelter components leads to a higher probability that non-shelter components are selected

as the median component. In fact, non-shelter components are chosen as the median component

with over 50% probability in the full sample in just three CPI splits: FRBC-OER8, FRBC-OER8-

RENT8, and C2-OER8. What these three splits have in common is the relatively low level of

disaggregation in the non-shelter components.
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Figure 12: Percentage Frequency of Selection as the Median Component, Pre-Pandemic (1998M12-
2019M12)

Notes: Reported figures are the percentage of months over the indicated sample period in which OER, Rent, and
Non-shelter (i.e., non-OER, non-Rent) components are chosen as the median component. Darker shading indicates
higher values, while lighter shading indicates lower values.

Figure 13: Percentage Frequency of Selection as the Median Component, Full Sample (1998M12-
2024M11)

Notes: Reported figures are the percentage of months over the indicated sample period in which OER, Rent, and
Non-shelter (i.e., non-OER, non-Rent) components are chosen as the median component. Darker shading indicates
higher values, while lighter shading indicates lower values.
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A reasonable inference, given our results in Section 5 and those of Brischetto and Richards

(2007), would be that there is a direct link between reducing the frequency with which shelter is

chosen as the median component and performance gains in estimators of median CPI. On the other

hand, if that were strictly the case, then C3-OER8-RENT8 should have outperformed C2-OER8-

RENT8 in our evaluation, given that non-shelter is chosen as the median more frequently in the

former basket both pre-pandemic and in the full sample. This suggests that, on its own, choosing

shelter as the median component more frequently may simply be a feature of the median CPI, and

is not necessarily correlated with inferior performance by median CPI inflation as a measure of the

MTT in inflation. For instance, if shelter is highly cyclical, but the remaining components that are

typically near the median of the distribution are not, then whenever cyclical forces are strong, they

would pull shelter away from the median of the distribution, such that shelter would not be chosen

as the median. In that case, the fact that shelter is often chosen as the median would simply mean

that shelter generally reflects what is happening to components near the center of the distribution.

6.2 Empirical Application: Phillips Curve Relationship

Recent research has shown that empirical Phillips curve-type relationships (i.e., estimated reduced-

form regressions relating inflation to labor market slack) are strong and stable over time when the

inflation variable used in regressions is the Median PCE (Ball and Mazumber, 2019), trimmed mean

PCE (Ashley and Verbrugge, 2023) or Median CPI (Stock and Watson, 2020). Stock and Watson

(2020) argue that this is because, month after month, the component selected as the median CPI

is often an inflation component with a strong sensitivity to economic conditions, such as a shelter

component. They demonstrate that the dynamics of median CPI inflation are "quite similar” to

their cyclically sensitive inflation indicator. Above, we argued that the cyclical sensitivity of the

median CPI results from the fact that components near the median of the distribution are cyclically

sensitive, not because a shelter component per se is often selected. Nonetheless, the conjecture does

raise the question: are candidate MTT estimators that select shelter components less frequently

in turn relatively less cyclically sensitive? Once again, the answer we find is both interesting and

counterintuitive: no!

To assess the cyclical sensitivity, for each of our median indices, we estimate a parsimonious
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Phillips curve formulation similar to the one used in Zaman (2019):

πj,t = αj + βjxt + ej,t (3)

where πj,t is the 12-month inflation rate of the jth median or trimmed-mean CPI index, xt is

defined as the average of the unemployment gap over the preceding 12 months,

xt =
1

12
Σ12
i=1(Ut−i − UN

t−i) (4)

where Ut is the overall unemployment rate and UN
t is the Congressional Budget Office’s (CBO)

estimate of the long-run unemployment rate. βj , which can be thought as the slope of the Phillips

curve, determines the strength of the cyclical relationship between the median or trimmed-mean

inflation measure and the labor market slack.

Table 3 reports the estimated βj for each median candidate. Also reported are the p-values

to provide an assessment as to whether each estimated βj is statistically different from zero.30 To

abstract from the extreme volatility in the unemployment rate data at the onset of and during the

COVID-19 pandemic, we also report estimates based on estimating the Phillips curve model over

the pre-COVID sample for each inflation measure. As shown in the table, each median measure

exhibits a statistically significant Phillips curve relationship. The βj estimates also clearly indicate

that for a given non-shelter split, the greater the shelter disaggregation, the weaker the estimated

Phillips curve relationship, although the differences in the estimates are marginal. For example,

the estimated βj for median FRBC-OER4 inflation is -0.408, for FRBC-OER8 it is -0.392, and for

FRBC-OER8-RENT8 it is -0.370. While our results show that the level of shelter disaggregation

is inversely related to the strength of the Phillips curve relationship among the Median CPI can-

didates, this inverse relationship is not driven by a reduction in the percentage of time a shelter

component is chosen as the median. Recall from Section 6.2 that upon increasing the level of shel-

ter disaggregation by disaggregating Rent into 8 components, a shelter component was (typically)

chosen more frequently as the median - and yet, moving from OER8 rows to the OER8-RENT8 row
30Similar to Zaman (2019), to account for the possibility of serial correlation in the regression residuals, we compute

Newey-West standard errors. The lag length is set equal to (4∗(T/100)2/9), where T refers to the size of the estimation
sample.
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always results in a less strong Phillips curve relationship. The results are qualitatively similar for

the Trimmed-Mean CPI and are reported in Appendix A.1.3.

Table 3: Estimated Phillips Curve Slope

Series
Median CPI

Sample: 2000-2019 Sample: 2000-2024
Beta p-value Beta p-value

FRBC-OER4 -0.271 0.00 -0.408 0.00
FRBC-OER8 -0.263 0.00 -0.392 0.00
FRBC-OER8-RENT8 -0.241 0.00 -0.370 0.00
C2-OER4 -0.272 0.00 -0.408 0.00
C2-OER8 -0.251 0.00 -0.390 0.00
C2-OER8-RENT8 -0.227 0.00 -0.359 0.00
C3-OER4 -0.290 0.00 -0.432 0.00
C3-OER8 -0.282 0.00 -0.416 0.00
C3-OER8-RENT8 -0.251 0.00 -0.380 0.00
C4-OER4 -0.305 0.00 -0.450 0.00
C4-OER8 -0.278 0.00 -0.415 0.00
C4-OER8-RENT8 -0.250 0.00 -0.382 0.00
C7-OER4 -0.308 0.00 -0.451 0.00
C7-OER8 -0.283 0.00 -0.422 0.00
C7-OER8-RENT8 -0.250 0.00 -0.384 0.00

Note: The estimates shown are for two different estimation samples: 2000M1 through 2019M12 (denoted Sample:
2000-2019) and 2000M1 through 20204M11 (denoted Sample: 2000-2024). The data from 1999M1 through 1999M12
are used to compute the lagged value of the unemployment rate gap.

6.3 Historical Trend in CPI Inflation

To close this section, we explore a practical implication of our proposed finer disaggregation of

CPI components for median CPI inflation: historically, how would inferences about medium-run

trend inflation have changed, when using the FRBC-OER8-RENT8 measure versus the baseline

FRBC-OER4?

In Figure 14, we compare the evolution of both median measures over our pre-pandemic sam-

ple. During most of the period, median FRBC-OER8-RENT8 inflation was consistently lower than

median FRBC-OER4 inflation, at times running about 30 basis points (bps) below FRBC-OER4; a
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gap of this size is considered meaningful in monetary policy discussions. We also find that FRBC-

OER8-RENT8 showed less variability over this time, with a standard deviation 8% lower than that

of FRBC-OER4. Our impression is that when the gap between the two measures is notable, FRBC-

OER8-RENT8 is giving a modestly superior reading of the trend in inflation. For instance, in the

years prior to the COVID-19 pandemic, FRBC-OER8-RENT8 was more in line with the views of

economists and monetary policymakers at the time, namely, that medium-run trend inflation was

more subdued than FRBC-OER4 suggested.

Figure 14: Comparing FRBC-OER4 and FRBC-OER8-RENT8 Measures of Median CPI Inflation,
Pre-Pandemic Sample

In Figure 15, we compare the evolution of both median measures over our post-pandemic sample.
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Our impression about the superiority of the alternative measure is the same. Notably, the FRBC-

OER8-RENT8 median provided more of an early warning, relative to FRBC-OER4, in early 2021

about the surge in CPI inflation that was about to arrive in Q2 of 2021. By March 2021, median

FRBC-OER8-RENT8 exceeded median FRBC-OER4 by just over 20 bps, the largest gap since the

aftermath of the Great Recession. Thereafter, this gap increased to a high of 40 bps in September

2021, just as CPI inflation was exceeding 5%. Conversely, as CPI inflation fell back to more normal

levels in 2023 and 2024 after hitting a post-pandemic peak of 9% in June 2022, median FRBC-

OER8-RENT8 indicates a more rapid and substantial easing of underlying inflationary pressures

than FRBC-OER4, with the gap between the two hitting a record low of nearly -40 bps when CPI

inflation was hovering at just over 3% in early 2024.

Still, one might wonder: why did the gap between the FRBC-OER8-RENT8 measure and head-

line inflation remain so large for so long over, for example, the mid-2021 to late 2022 period? Does

this gap represent a failure of the Median CPI? Our emphatic answer is: No. Median CPI should

not, and does not, track the CPI when outliers are driving the CPI. To illustrate this, consider

just two months, June 2021 and June 2022. 31 In June 2021, one item, public transportation,

experienced an inflation rate of 59%, a clear outlier (the next highest category came in at 29%,

itself a long way away from the bulk of the observations, which were clustered between -5% and

+9%). But public transportation was not the biggest outlier. Used cars and trucks came in at

133%, while car and truck rental came in at nearly 300%! The latter two categories have a combined

aggregation weight of just 3.1% in the CPI basket, yet those two categories alone lifted the CPI in

that month by 4.4 percentage points (at an annual rate). The monthly official Median CPI reading

that month was 4.2%; headline CPI came in at 10.8%. In June 2022, overall inflation had risen

notably. Monthly inflation peaked that month, coming in at 16.7%; few components read less than

+3%. In that month, even excluding outliers, there was a pronounced rightward skew: a notable

number of categories experienced inflation rates exceeding 11%. The Median CPI came in at 7.2%,

indicating that half of the items in the CPI basket (by aggregation weight) experienced inflation

rates at or below that level. Still, just three categories–motor fuel, public transportation, and fuel

oils and other fuels, coming in at 61%, 169% and 339%–lifted headline CPI by 4.6 percentage points.
31In Appendix B, we provide a discussion of the sensitivity of the median versus the mean to outliers, along with

providing some illustrative examples taken from CPI data in the post-2020 period.
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Dropping those three categories (and reweighting), the CPI reading would have been 9.8%. In both

of these episodes, the median CPI clearly indicated that outliers were exerting an undue influence on

headline CPI.32 Inflation rose during the COVID-19 pandemic, but outliers have played a dominant

role over the entire period of mid-2021 to the present.

That said, our analysis demonstrates that FRBC-OER8-RENT8 median CPI inflation can sys-

tematically and persistently diverge across time from the FRBC-OER4 baseline. Thus, the FRBC-

OER8-RENT8 inflation measure may offer better insights into trend inflation dynamics that diverge

from those provided by the existing baseline.33

32”Core” CPI does not reliably signal when outliers are driving the CPI: in June 2022, core CPI was 8.4%, fairly
close to Median CPI, correctly indicating that outliers (energy) were huge drivers of headline CPI that month; but in
June 2021, core CPI came in at 9.8%, providing no indication that outliers were driving headline CPI.

33Qualitative results for C2-OER8-RENT8 are similar. FRBC-OER4, FRBC-OER8-RENT8, C2-OER8-RENT8,
and the rest of our median inflation rates may be downloaded from the Online Appendix.
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Figure 15: Comparing FRBC-OER4 and FRBC-OER8-RENT8 Measures of Median CPI Inflation,
Post-Pandemic Sample

7 Conclusion

The Median CPI measure developed by Federal Reserve Bank of Cleveland (FRBC) researchers

is a well-known estimator of the medium-term trend (MTT) in CPI inflation. Over time, various

improvements to this measure have been implemented. Historically, revisions to the underlying

methodology have usually involved increasing the level of disaggregation; and whenever further

disaggregation has been investigated, it has always improved the performance of the Median CPI.

Moreover, less disaggregation, in the limit, leads to an index identical to headline CPI, suggesting
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that more disaggregation should be better. Finally, the current level of disaggregation in the Median

CPI is far lower than that used in, e.g., the Median PCE. It may seem obvious that increasing the level

of disaggregation would improve the performance of the Median CPI—and indeed, that increasing

the level of disaggregation by as much as possible would result in the highest performance gains.

But this paper provides evidence to the contrary.

We first demonstrate theoretically, in Proposition 1, that the minimum mean squared error

estimator of the median of the underlying distribution need not be the one associated with the most

disaggregated basket that is feasible. Hence, the optimal level of disaggregation must be established

empirically.

We conduct this analysis using criteria well-established in the literature, focusing on two criteria

in particular: accuracy vis-a-vis medium-term movements in CPI inflation, and predictive power for

future movements in headline CPI inflation at various horizons. We systematically investigate the

impact of further disaggregation by constructing 15 distinct median CPI inflation measures with

varying levels of disaggregation.

For reducing bias and tracking the ex-post MTT in inflation, we find improvements in accuracy

from disaggregating the shelter components (OER and Rent) by as much as possible. However,

in accordance with Proposition 1, we find that for non-shelter components, increasing the level of

disaggregation–at least once one goes beyond a small amount–generally worsens accuracy. This

demonstrates empirically that increasing disaggregation does not always further enhance these mea-

sures. Our predictive accuracy findings are congruent: increasing housing disaggregation by as much

as possible, but increasing non-shelter component disaggregation only a small amount at most, gen-

erally yields marginal predictive accuracy gains.

We further show that increasing the level of shelter disaggregation does not necessarily increase

the frequency of choosing a non-shelter component as the median. And we show that similar to

the official FRBC median measure, all median CPI measures we considered exhibit a statistically

significant relationship with labor market slack. Contrary to popular belief, there is not a simple

relationship between the frequency with which a shelter component is selected as a median, and the

strength of the resulting Phillips curve.

We end the paper by exploring a very practical question: over the historical period, would
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inferences about the medium-term trend in inflation have been different, had the FRBC-OER8-

Rent8 Median CPI been in use? Our answer is that our new measure is modestly superior. First,

we show that prior to the COVID-19 pandemic, our preferred median measure, derived from our

FRBC-OER8-RENT8 split of CPI, was somewhat more in line with the views of economists and

monetary policymakers at the time, namely, that medium-run trend inflation was more subdued than

the headline inflation rate suggested. During the COVID-19 pandemic and beyond, our preferred

measure more closely tracked the medium-run trend in CPI inflation, rising more quickly in 2021

than the official measure, and falling more rapidly starting in early to mid-2023.

The optimal level of disaggregation for a limited-influence estimator has received almost no

attention in the literature (though prior work has, in a specific case, demonstrated the usefulness of

increasing the level of disaggregation starting from a modestly sized baseline level). As noted above,

our study demonstrates, for the first time, that maximal disaggregation is not necessarily optimal;

instead, the optimal level of disaggregation must be investigated empirically. This is an impetus

for revisiting other measures, such as the Trimmed-Mean and Median PCE measures, which are

currently built on a very high level of disaggregation (on the order of 200 components).
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A Appendix 1: Trimmed-Mean CPI Results

A.0.1 Accuracy in mean

In Figure A.1, for each trimmed-mean inflation candidate, we report the ratio of the average trimmed-

mean inflation rate and the average CPI inflation rate. All ratios are approximately equal to 1. In

Figure A.2 we report p-values for t-tests of equality of means. Results show that the observed

differences between average inflation in each candidate trimmed-mean measure and headline CPI

inflation are not statistically significant

Figure A.1: Mean of Trimmed-Mean Inflation Measures Relative to Mean of CPI Inflation

Notes: Reported figures are the ratio of the average of the trimmed-mean inflation rate and the average of CPI
inflation. Both averages are computed as the mean of 12-month inflation rates, measured by percent changes, over
the indicated period. Darker shading indicates higher values, while lighter shading indicates lower values.
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Figure A.2: p-Values of a Statistical Test of Equal Mean Relative to CPI Inflation

Notes: Reported figures are the p-values of a t-test of H0 : E[πc
j ] = E[CPI], where πc

j denotes the jth candidate
trimmed-mean inflation measure. The p-value is obtained by taking the difference of each trimmed-mean inflation
measure from CPI inflation, and regressing this against a constant. The test statistic of the constant term is calculated
using heteroskedasticity-and-autocorrelation-consistent (HAC) standard errors with a small sample correction and
⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample. Darker shading indicates higher values, while
lighter shading indicates lower values.

A.0.2 Accuracy versus a standard ex-post MTT estimate

In Figure A.3, we report the RMSE of each measure of trimmed-mean inflation against a 37-month

centered moving average (37MMA) of 12-month CPI inflation relative to the RMSE of the baseline

trimmed-mean FRBC-OER4 inflation measure. C5-OER8-RENT8 outperforms, with an RMSE that

is 5% lower than that of trimmed-mean FRBC-OER4 inflation pre-pandemic and in the full sample.

DM p-values reported in Figure A.4 show that the observed reduction in the RMSE of C5-OER8-

RENT8 relative to FRBC-OER4 is statistically significant at the 10% level in the pre-pandemic

sample and at the 5% level in the full sample.
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Figure A.3: RMSE(π̂37MMA − π̂j) of Trimmed-Mean Inflation Measures Relative to FRBC-OER4

Notes: Reported figures are the RMSE of deviations of the trimmed-mean inflation measure from a 37-month centered
moving average of CPI Inflation, divided by the same for trimmed-mean FRBC-OER4 inflation. In the pre-pandemic
sample, the moving average is computed using CPI inflation through December 2019 only. Darker shading indicates
higher values, while lighter shading indicates lower values.

Figure A.4: p-Values of a Statistical Test of Equal Ability in Tracking π̂37MMA for Trimmed-Mean
Inflation Measures, Relative to FRBC-OER4

Notes: Reported figures are the p-values of a Diebold-Mariano (1995) test that RMSE(π̄37MMA−πc
FRBC−OER4) and

RMSE(π̄37MMA − πc
j ) are equal, where j denotes the jth candidate trimmed-mean inflation measure. The p-value

is obtained by taking the difference of the two squared errors series e37MMA
j,t and e37MMA

FRBC−OER4,t, and regressing the
resulting series against a constant. The test statistic of the constant term is then calculated using HAC standard
errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample.
Darker shading indicates higher values, while lighter shading indicates lower values.
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In Figure A.5, we report the RMSE of each trimmed-mean inflation measure against the 2SMA

trend relative to the same for trimmed-mean FRBC-OER4 inflation, and in Figure A.6 we report

for each trimmed-mean candidate the p-values of the DM test of equal ability in tracking the 2SMA

trend estimate against the FRBC-OER4 baseline. In contrast to results using the 37MMA trend, C3

splits perform best in the pre-pandemic sample, achieving a 4% reduction in RMSE relative to the

FRBC-OER4 baseline, while C2 splits perform best in the full sample, achieving an 8% reduction

in RMSE, both of which are statistically significant at the 5% level.

Figure A.5: RMSE(π̂2SMA − π̂j) of Trimmed-Mean Inflation Measures Relative to FRBC-OER4

Notes: Reported figures are the RMSE of deviations of the trimmed-mean inflation measure from a two-stage centered
moving average (2SMA) of CPI inflation, divided by the same for trimmed-mean FRBC-OER4 inflation. In the pre-
pandemic sample, the moving average is computed using CPI inflation through December 2019 only. Darker shading
indicates higher values, while lighter shading indicates lower values.
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Figure A.6: p-Values of a Statistical Test of Equal Ability in Tracking π̂2SMA for Trimmed-Mean
Inflation Measures, Relative to FRBC-OER4

Notes: Reported figures are the p-values of a Diebold-Mariano (1995) test that RMSE(π̂2SMA − π̂FRBC−OER4) and
RMSE(π̂2SMA − π̂j) are equal, where j denotes the jth candidate trimmed-mean inflation measure. The p-value
is obtained by taking the difference of the two squared errors series ê2SMA

j,t and ê2SMA
FRBC−OER4,t, and regressing the

resulting series against a constant. The test statistic of the constant term is then calculated using HAC standard
errors with a small sample correction and ⌊4[T/100]2/9⌋ lags, where T refers to the size of the estimation sample.
Darker shading indicates higher values, while lighter shading indicates lower values.

A.1 Predictive power over future inflation

A.1.1 In-sample explanatory power

In Figure A.7 and Figure A.8 we report the adjusted R2 from fitting Equation 2 for each measure

of trimmed-mean inflation and for horizons h ∈ {1, 3, 6, 12, 24, 36} in the pre-pandemic and full

samples, respectively. Pre-pandemic, C5 measures match or exceed the rest, although differences

between measures are small. Results are more mixed in the full sample, with small differences

between measures once again.
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Figure A.7: In-Sample Adjusted R2 of Equation 2, Pre-Pandemic Sample (1998M12-2019M12)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate trimmed-mean inflation
measure. h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates
lower values.

Figure A.8: In-Sample Adjusted R2 of Equation 2, Full Sample (1998M12-2024M11)

Notes: Reported figures are the adjusted R2 from fitting Equation 2 for each jth candidate trimmed-mean inflation
measure. h denotes the horizon in months. Darker shading indicates higher values, while lighter shading indicates
lower values.
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A.1.2 Out-of-sample forecasting ability

To measure trimmed-mean CPI’s predictive accuracy over headline CPI, we report in Table A.1

and Table A.2 out-of-sample-forecast RMSFEs relative to the RMSFE of forecasts made using the

FRBC-OER4 benchmark for the pre-pandemic and full samples, respectively.

In the pre-pandemic sample, the largest statistically significant gains in forecast accuracy occur

at the 6-month (C4-OER8-RENT8 at the 5% level and C5-OER8-RENT8 at the 10% level) and

12-month horizons (C5 measures, at the 10% level). In the full sample, the largest statistically

significant gains in forecast accuracy occur at the 6-month horizon (C2 measures, at the 10% level).

Table A.1: Relative RMSFEs of Out-of-Sample Forecasts Using Equation 2, Pre-Pandemic Sample
(1998M12-2019M12)

Forecast Horizon (Months) 1 3 6 12 24 36

FRBC-OER4 RMSFE 2.25 1.8 1.53 1.24 1.21 0.98

FRBC-OER8 1.0 1.0 1.0 1.0 1.0 1.01
FRBC-OER8-RENT8 1.0 1.0 1.0* 1.0* 1.0 1.0

C2-OER4 1.0 0.99 0.99 0.97 1.04 0.98
C2-OER8 1.0 0.99 0.99 0.97 1.04 0.99
C2-OER8-RENT8 1.0 0.99 0.99 0.97 1.03 0.98

C3-OER4 1.0 0.99 0.99 0.99 1.02 0.99
C3-OER8 1.0 0.99 0.99 0.99 1.02 0.99
C3-OER8-RENT8 1.0 0.99 0.99* 0.99 1.01 0.99

C4-OER4 1.0 1.0 0.98** 0.98 1.01 1.0
C4-OER8 1.0 1.0 0.98** 0.98 1.01 1.0
C4-OER8-RENT8 1.0 1.0 0.97** 0.97 1.0 1.0

C5-OER4 1.0 0.99 0.97 0.96* 0.99 1.02
C5-OER8 1.0 0.99 0.97 0.96* 0.99 1.02
C5-OER8-RENT8 1.0 0.99 0.97* 0.96* 0.99 1.02

Notes: RMSFE is the root mean squared forecast error. The row "FRBC-OER4 RMSFE" reports
the raw RMSFE of the FRBC-OER4 benchmark for each forecast horizon. All other rows report
relative RMSFEs, with the RMSFE of FRBC-OER4 for forecast horizon h taken as the denominator
for relative RMSFEs in column h. Relative RMSFEs less than 1 are highlighted in green. For each
relative RMSFE, we calculate the Diebold and Mariano (1995) (DM) test with the small-sample
correction of Harvey, Leybourne, and Newbold (1997) for equal predictive accuracy between a given
forecast and the forecast from the FRBC-OER4 benchmark. Relative RMSFEs in bold and with
*, **, or *** denote rejections of the null hypothesis of equal predictive accuracy of the alternative
median CPI measure and the FRBC-OER4 benchmark at the 10%, 5%, or 1% level, respectively,
based on the DM test.
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Table A.2: Relative RMSFEs of Out-of-Sample Forecasts Using Equation 2, Full Sample (1998M12-
2024M11)

Forecast Horizon (Months) 1 3 6 12 24 36

FRBC-OER4 RMSFE 2.71 2.35 2.17 2.18 2.26 2.03

FRBC-OER8 1.0* 1.0 1.0 1.0 1.0 1.0*
FRBC-OER8-RENT8 1.0 1.0 1.0** 1.0** 1.0 1.0

C2-OER4 1.0 0.99 0.96* 0.97 1.03* 1.02
C2-OER8 1.0 0.99 0.96* 0.97 1.03* 1.02
C2-OER8-RENT8 1.0 0.99 0.96* 0.97 1.03 1.02

C3-OER4 1.0 1.0 0.99 1.0 1.02 1.02
C3-OER8 1.0 1.0 0.99 1.0 1.02 1.02
C3-OER8-RENT8 1.0 0.99 0.99 1.0 1.02 1.02

C4-OER4 1.01 0.99 0.98* 1.0 1.02 1.02
C4-OER8 1.01 0.99 0.98* 1.0 1.02 1.03
C4-OER8-RENT8 1.01 0.99 0.98* 0.99 1.02 1.02

C5-OER4 1.01 1.0 0.98 0.99 1.02 1.02
C5-OER8 1.01 1.0 0.98 0.99 1.02 1.02
C5-OER8-RENT8 1.01 1.0 0.98 0.99 1.02 1.02

Notes: RMSFE is the root mean squared forecast error. The row "FRBC-OER4 RMSFE" reports
the raw RMSFE of the FRBC-OER4 benchmark for each forecast horizon. All other rows report
relative RMSFEs, with the RMSFE of FRBC-OER4 for forecast horizon h taken as the denominator
for relative RMSFEs in column h. Relative RMSFEs less than 1 are highlighted in green. For each
relative RMSFE, we calculate the Diebold and Mariano (1995) (DM) test with the small-sample
correction of Harvey, Leybourne, and Newbold (1997) for equal predictive accuracy between a given
forecast and the forecast from the FRBC-OER4 benchmark. Relative RMSFEs in bold and with
*, **, or *** denote rejections of the null hypothesis of equal predictive accuracy of the alternative
median CPI measure and the FRBC-OER4 benchmark at the 10%, 5%, or 1% level, respectively,
based on the DM test.

A.2 Summary of results

We find that trimmed-mean CPI is insensitive to increasing shelter disaggregation, but can benefit

from increasing the level of non-shelter disaggregation beyond FRBC. However, based on our evalu-

ation, the optimal level of non-shelter disaggregation is unclear, as it appears to shift depending on

the criteria and the sample period over which performance on the criteria is evaluated.
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A.3 Empirical application: Phillips curve relationship

Table A.3: Estimated Phillips Curve Slope

Series
Trimmed-Mean CPI

Sample: 2000-2019 Sample: 2000-2024
Beta P -value Beta P -value

FRBC-OER4 -0.195 0.00 -0.310 0.00
FRBC-OER8 -0.193 0.00 -0.308 0.00
FRBC-OER8-RENT8 -0.193 0.00 -0.308 0.00
C2-OER4 -0.182 0.00 -0.292 0.00
C2-OER8 -0.181 0.00 -0.290 0.00
C2-OER8-RENT8 -0.181 0.00 -0.290 0.00
C3-OER4 -0.190 0.00 -0.308 0.00
C3-OER8 -0.190 0.00 -0.307 0.00
C3-OER8-RENT8 -0.190 0.00 -0.307 0.00
C4-OER4 -0.178 0.00 -0.299 0.00
C4-OER8 -0.178 0.00 -0.298 0.00
C4-OER8-RENT8 -0.178 0.00 -0.298 0.00
C7-OER4 -0.180 0.00 -0.300 0.00
C7-OER8 -0.179 0.00 -0.299 0.00
C7-OER8-RENT8 -0.179 0.00 -0.299 0.00

Note: The estimates shown are for two different estimation samples: 2000M1 through 2019M12 (denoted Sample:
2000-2019) and 2000M1 through 20204M11 (denoted Sample: 2000-2024). The data from 1999M1 through 1999M12
are used to compute the lagged value of the unemployment rate gap.

B Appendix 2: Median Versus Mean, for Finding the Center of the

Cross-sectional Distribution of Monthly Inflation Rates

The median of a sample is its middle value, i.e., half of the points in the sample are higher than the

median and half are lower.

But some samples have weights, i.e., each point has an associated weight. This is the case in the

CPI, where each point represents the percentage change in the index of a given category of goods

or services, and the weights correspond to the aggregation weights in the CPI. The CPI in a given

month is the weighted mean of this sample.

Corresponding to a weighted mean, one can also construct a weighted median. A weighted
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median of a sample is constructed using the same logic as an unweighted median: the weighted

median is that value such that half of the weight of the data lies below it. In that sense, like the

median, it identifies the middle value (i.e., the center of the distribution).

A weighted median is very insensitive to outliers, as the following thought experiment demon-

strates. Consider taking just a single point in the sample that lies above the median, and replacing

it with a point that is arbitrarily large. The weighted median will not change its value (at all): this

outlier has not contaminated the information in the weighted median.

Meanwhile, as noted above, the CPI is a weighted average. Under ordinary circumstances, a

weighted average provides a very good signal of the center of the sample. But a weighted mean has

a serious drawback. Very much unlike the weighted median, a weighted mean is extremely sensitive

to outliers. For instance, one may increase the weighted mean by an arbitrary amount by taking just

one single point that lies above the weighted mean–no matter how small its weight–and increasing

it by a sufficiently large amount.

This means that if a given sample has unusually big, or unusually small, points – and particularly

if those points are associated with non-negligible weights – the sample mean will be pulled very

strongly in the direction of the unusual points, and fail to provide an efficient signal of the center

of the distribution. Indeed, this provides the rationale for limited-influence estimators, such as the

median or trimmed mean.

This behavior is well-illustrated for the four months of the CPI’s underlying component growth

rates depicted in Figure B.1: June 2021, June 2022, June 2023 and June 2024. Depicted in the four

panels of the figure are month-over-month percentage changes in the CPI components, along with

the official CPI reading of that month, and the corresponding Median CPI reading (corresponding

to our FRBC-OER8-Rent8 variant). In June 2021, for instance, there are three extreme positive

outliers (as discussed in the main body). They are massively larger than the bulk of the inflation

observations that month. The median CPI (in M/M terms), depicted with an orange dotted line,

reads 0.3 for that month. It is easy to see that it is providing an accurate read of the center of

the bulk of the inflation component readings. Conversely, the CPI (in red) – pulled as it was by

those outliers – came in at more than double that amount, namely, at 0.86. In this month, the

CPI was clearly not a reasonable signal of the center of the distribution. In June 2022, we see
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something qualitatively similar: there is a mass of observations lying between -0.4 and +1.3, and it

is unsurprising to see that the median is 0.61. The CPI, conversely, read +1.30 that month, more

than double the value of the median, and well above the bulk of the observations, pulled as it was

by a few outliers (including one extreme outlier). Conversely, we see that in June 2023, the sample

distribution of CPI component growth rates was only modestly negatively skewed with only two

outliers that were not nearly as extreme. The CPI ended up close to the Median value (0.26 vs.

0.25); but in this month, unlike the previous two cases we just looked at, the CPI seems a reasonable

reading of the center of the distribution. Finally, in June 2024, the sample distribution is clearly

displaying a more pronounced negative skew, with a fairly large number of observations in the deeply

negative range. These negative outliers pulled the CPI down to a reading of 0.0, while the Median

appears to be providing a more reasonable signal of the center of the distribution, at +0.19.

Figure B.1: Cross-sectional distribution of inflation in CPI price index components
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