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Abstract 

 
This chapter summarizes the mixed-frequency methods commonly used for nowcasting inflation. 
It discusses the importance of key high-frequency data in producing timely and accurate inflation 
nowcasts. In the US, consensus surveys of professional forecasters have historically provided an 
accurate benchmark for inflation nowcasts because they incorporate professional judgment to 
capture idiosyncratic factors driving inflation. Using real-time data, we show that a relatively 
parsimonious mixed-frequency model produces superior point and density nowcasting accuracy 
for headline inflation and competitive nowcasting accuracy for core inflation compared with 
surveys of professional forecasters over a long sample spanning 1999–2022 and over a short 
sample focusing on the period since the start of the pandemic.  
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1. Introduction 
 
Real-time tracking of inflation developments is important because inflation influences the 

behavior of everyone in an economy. When making decisions, consumers and businesses may 
have to forecast the inflation rate far into the future. Unfortunately, inflation tends to be difficult 
to predict accurately. However, some recent research finds that forecasts of inflation over the 
next several years can be improved by incorporating more accurate estimates of where inflation 
is likely to be in the near term.1 These inflation “nowcasts” thus serve as an important jumping-
off point for modeling how inflation is likely to behave over a longer period. 

The recognition of the importance of good inflation nowcasts for multi-step forecast 
accuracy has coincided with the development of multiple mixed-frequency (MF) methods for 
simultaneously modeling data at different frequencies. Statistical agencies typically report 
official monthly inflation data with a lag of a few weeks following the end of the target month or 
quarter. However, a considerable amount of information that could have an influence on monthly 
and quarterly inflation readings is available at daily and weekly frequencies. Mixed-frequency 
dynamic factor models (MF-DFMs), mixed data sampling (MIDAS) regressions, mixed-
frequency vector autoregressions (MF-VARs), customized MF approaches that take advantage of 
relationships among particular series, and a variety of machine learning techniques, using both a 
small number of indicators or big data sets, have been applied to combine both high- and low-
frequency indicators into a unified framework to nowcast inflation. 

Of the approaches proposed in the literature to nowcast US inflation, the customized MF 
model developed by Knotek and Zaman (2017), which relies on deterministic model switching 
(DMS) and a limited number of indicators, has been shown to be highly effective in producing 
timely and accurate nowcasts of inflation. This model underlies the inflation nowcasts produced 
and disseminated to the public each business day by the Federal Reserve Bank of Cleveland.  
Knotek and Zaman (2017; 2023a; 2023b) have shown that, historically, this DMS model has 
done quite well; in many cases, the model’s nowcasts have been more accurate than those of 
common benchmarks from alternative statistical models, including from competing MF models, 
and from consensus inflation nowcasts from surveys of professional forecasters. Research by 
other authors has either indirectly or directly validated the competitive inflation nowcasting 
properties of this DMS model (e.g., Marsilli, 2017; Clark et al., 2022).  

In this chapter, we illustrate both the real-time point and density inflation nowcasting 
accuracy of the Knotek and Zaman DMS model relative to surveys of professional forecasters. 
We do horseraces over a long sample spanning 1999:Q2 through 2022:Q4 and a shorter sample 
spanning the period since the onset of the COVID-19 pandemic, a period associated with very 
high economic uncertainty and volatile movements in economic variables, including inflation, 
where the ability to use professional judgment to capture special factors outside the scope of a 
particular model may have proven to be especially important for nowcasting inflation.  

We evaluate the nowcasting accuracy of the DMS model and find that it has performed 
relatively well during both sample periods. Compared with professional forecasters, the DMS 
model has been relatively more accurate than the inflation nowcasts coming from the Blue Chip 
consensus (BC) and the Survey of Professional Forecasters (SPF). While nowcasting errors have 
increased in absolute size since the onset of the pandemic, the DMS model has tended to 
outperform survey estimates even during this recent period. These latter results are notable 
because they represent a true out-of-sample test for the DMS model in a period where the ability 

 
1 See Faust and Wright (2013); Krüger et al. (2017); Knotek and Zaman (2019). 
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of surveys to incorporate judgment, novel data sources, and different models could have been 
particularly beneficial. 

A noteworthy feature of the DMS model is that the nowcasts are produced using only ten 
data series, of which eight are monthly, one weekly, and one daily. In contrast, most other 
contributions in nowcasting US inflation have considered larger information sets, with some 
approaches utilizing what can be called “Big Data.” For example, Modugno (2013) applies a 
MF-DFM on eight monthly, four weekly, and fifteen daily variables to nowcast headline CPI 
inflation, but this expanded data set does not deliver more accurate inflation nowcasts compared 
with the DMS model (see Knotek and Zaman, 2017; 2023a). Clark et al. (2022) implement a 
state-of-the-art random forest machine learning model and apply it to a rich information set 
consisting of 150 variables. They find that the inflation nowcasting accuracy of their approach is 
comparable to that of the DMS model. Garciga, Knotek, and Zaman (2024) extend the 
information set of Knotek and Zaman (2017) by including pricing information contained in the 
regional Federal Reserve Bank surveys and find that doing so yields improvements in nowcast 
accuracy, but those gains were limited to the recent period. Aparicio and Bertolotto (2020) show 
that there are potentially some nowcasting gains coming from Big Data via scraped online retail 
prices, although one cannot reject the null for the US of equal predictive nowcasting accuracy 
with models that use offline fuel prices instead. Overall, it is not clear from the evidence thus far 
that greater amounts of information and/or more sophisticated statistical or data science 
approaches universally deliver more accurate inflation nowcasts. 

The focus of this survey chapter is on nowcasting inflation in the US. In reviewing the 
relevant literature on mixed-frequency methods, we include techniques and papers that have 
focused on nowcasting inflation in other countries as well. This chapter borrows heavily from the 
results in Knotek and Zaman (2017; 2023a; 2023b) and proceeds as follows. Section 2 describes 
the data flow and inflation nowcasting process. Section 3 discusses mixed-frequency methods for 
nowcasting inflation. Section 4 discusses details on surveys of professional forecasters and their 
inflation nowcasts. Section 5 presents empirical results from horseraces comparing the 
nowcasting accuracy of the DMS model with the surveys of professional forecasters. Section 6 
concludes.  
 
2. The Data Flow and Inflation Nowcasting 

 
In the United States, monthly inflation is usually reported in non-annualized terms as 

1100( / 1)t t tP P −= − , where Pt is the price level in month t.  Using these monthly price levels, 
statistical agencies compute year-over-year inflation rates as , 12 12100( / 1)t t t tP P − −= −  and 
quarterly inflation rates T  measured at seasonally adjusted annualized rates as 

4
1100[( / ) 1]T T TP P −= − , where PT denotes the price level in quarter T, which is the average of 

the three monthly price levels in that quarter: , 1 , 2 , 3(1/ 3)( )T T t T t T tP P P P= = == + + .2 Following 
Knotek and Zaman (2017; 2023a; 2023b), we maintain consistency with this method of 
computing inflation in our nowcasting exercises in Section 5: we keep track of available monthly 
price levels and then nowcast or forecast the missing monthly readings of a given quarter to 
construct quarterly inflation rates. 

 
2 This formula is consistent with the way that the US Bureau of Economic Analysis reports quarterly inflation rates. 
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The nowcasting literature that has adhered to the real-time data flow has shown that the 
timing of data releases is important for constructing and assessing the accuracy of nowcasts.  The 
US Bureau of Labor Statistics (BLS) releases the Consumer Price Index (CPI) around the middle 
of the following month; e.g., the May CPI is released around mid-June.  The Bureau of 
Economic Analysis (BEA) typically releases the other major measure of consumer prices, the 
personal consumption expenditures (PCE) price index, around the end of the following month; 
e.g., the May PCE price index is released around the end of June, after the CPI for May has 
already been released.  While the contents and coverage of the two price indexes differ, the CPI 
has predictive content over the PCE price index during the interim period before the latter is 
released.  

Before the release of the CPI, there is a variety of available higher-frequency data (e.g., 
daily oil and raw commodity prices, daily financial variables, weekly gasoline prices) or monthly 
indicators released in a more timely manner (e.g., survey data on manufacturing and non-
manufacturing price indexes compiled by the Institute for Supply Management and by the 
regional Federal Reserve Banks, producer price index data series) with predictive content for CPI 
and PCE inflation—and for their main components: core, food, and energy inflation—that could 
be helpful in the production of timely and accurate inflation nowcasts. Furthermore, in recent 
years, increasing amounts of (unstructured) high-frequency information in the form of online 
prices, scanner data, credit card transaction data, and the like have become available, with 
research showing that these series provide some benefits for nowcasting inflation and especially 
for certain components of aggregate inflation, such as food inflation and goods inflation. One of 
the distinguishing features of many contributions in the inflation nowcasting literature is the 
specific high-frequency data that are shown either to help improve the accuracy of inflation 
nowcasts over traditional methods or to provide timelier nowcasts. We highlight those 
contributions in Section 3.  

A common finding across papers on nowcasting inflation is that accounting for high-
frequency gasoline prices is crucial to obtaining accurate nowcasts of headline inflation (e.g., 
Modugno, 2013; Knotek and Zaman, 2017; Marsilli, 2017; Clark et al., 2022). This is because 
gasoline prices, which are heavily influenced by oil prices, usually dominate near-term 
fluctuations in consumer energy prices in the US, and even though energy consumption is a 
small share of total spending and thus receives a small weight in the aggregate price indexes, the 
volatility of this series is a key factor behind month-to-month fluctuations in headline inflation. 
The fact that gasoline and oil prices are available at a higher frequency than monthly can be used 
to nowcast monthly gasoline price inflation, which, in turn, delivers improved accuracy of the 
inflation nowcasts.  

Figure 1, which is taken from Knotek and Zaman (2017), provides a visual illustration of 
the timing of the data flow over the course of a quarter that an inflation nowcasting framework 
focused on nowcasting both the monthly and the quarterly inflation rates could utilize to produce 
timely and accurate inflation nowcasts. Shown is the daily (e.g., oil prices), weekly (e.g., 
gasoline prices), and monthly (e.g., CPI and PCE prices) data flow for a representative quarter 
(e.g., Q1). The numbers in the circles are representative dates (cases) over the course of a quarter 
featuring distinct information sets. The data release lags imply that at the very beginning of a 
quarter (Case 1), the last available quarterly inflation reading would have been from two quarters 
earlier. For example, at the beginning of January, neither the CPI nor the PCE price index for 
December would be available. Thus, we will not have the complete data for the fourth quarter. 
As a result, the last available quarterly inflation reading would be from the third quarter of the 
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preceding year. The quarterly data for the fourth quarter of the preceding year would become 
available in mid-January for the CPI (Case 3) and late January for the PCE price index (Case 5). 
For the PCE price index, at the beginning of January, we typically have the third estimate of PCE 
price inflation for the third quarter of the preceding year.  Because the information flow 
determines what data were available in real time at any particular point in time for nowcasting, it 
is important to match information sets between competing models or between a model and a 
survey of professional forecasters to ensure that both are on an equal and accurate footing when 
conducting nowcasting horseraces. In our exercises below, we follow the real-time data flow 
whenever possible. 

 
Figure 1: Data Flow Timing  

 
Notes: This figure is taken from Knotek and Zaman (2017). 

 
3. Nowcasting Methods for Inflation 

 
This section discusses the MF methods commonly used to nowcast inflation. These 

methods include the deterministic model switching (DMS) framework of Knotek and Zaman 
(2017), mixed data sampling (MIDAS), MF dynamic factor models (MF-DFMs), MF vector 
autoregressions (MF-VARs), and machine learning and Big Data approaches. To economize on 
space, we briefly discuss each of these methods, except for the DMS framework, for which we 
provide more details because of its use in the empirical section later in the chapter. 

 
3.1. Deterministic Model Switching (DMS) 

 
At its core, the DMS model developed by Knotek and Zaman (2017; 2023a; 2023b) 

follows a parsimonious approach to nowcasting inflation.  First, it relies on a small number of 
carefully chosen data series to inform nowcast estimates.  Second, it combines simple univariate 
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and multivariate regression techniques. Third, it imposes time-varying weights on disaggregate 
and aggregate variables in nowcasting the aggregate. The switches between modeling techniques 
and weights occur deterministically based on the available information set at a point in time, 
thereby taking advantage of the information flow to improve nowcasting accuracy.  For example, 
disaggregate information is utilized for nowcasting the aggregate only when this information is 
available and informative, resulting in time-varying weights.   

The model takes the general form  

 ( ) ( ) ( ) , ( ) ( )
1

J

s t t s t s t t j s t t j s t
j

−
=

= + + +A Z B C X D Z ε , (1) 

where Zt is an 1n  vector of aggregates, Xt is an 1m  vector of disaggregates that are 
informative over Zt, and ( ) ~ ( , )s t Nε 0 Σ .  The coefficient matrices A, B, C, and Dj are n n , 

1,n  n m , and n n , respectively, and vary depending on the available information set, 
denoted s(t); in particular, C and Dj measure the weights put on the disaggregates and lagged 
aggregates, respectively.  This model structure permits the use of information from diverse 
sources.   
 
3.1.1. Nowcasting Core Inflation in DMS 

 
With Core CPI Core PCE[ , ]'t t t =Z  as the aggregate of interest—where Core CPI

t  and Core PCE
t  

are the monthly core CPI inflation rate and core PCE inflation rate in month t, respectively—then 
t =X 0  in equation (1).  Because CPI releases precede PCE releases, we can at times take 

advantage of this timing mismatch.  If we have Core CPI
t  but we only have Core PCE

1t − , we bridge 
core CPI to core PCE to nowcast the as-yet-unreleased month t core PCE inflation rate.  
Conditional on being in this state, the time-varying weights in equation (1) become 

 ( ) ( ) , ( )
21 2

0 0 0
,  ,    

1s t s t j s t j
a b
   

= = =    
   

A B D 0 .  (2) 

The coefficients in equation (2) are estimated over a window of length τ to nowcast Core PCEˆt , 
where we use “^” to denote a nowcasted or forecasted value. 

In all other cases, we rely on the spirit of Atkeson and Ohanian (2001), who find that 
inflation over the previous four quarters is a difficult forecasting benchmark to beat, and we 
forecast monthly core inflation ˆ

tZ  using recursive 12-month moving averages, by fixing  
 ( ) 2 ( ) , ( ) 2,  ,  (1/12) ,  12s t s t j s t J= = = =A I B 0 D I .  (3) 

Thus, if we have data through time t−1 on Core CPI Core PCE
1 1 1[ , ]'t t t − − −=Z , we use equation (3) 

to recursively generate forecasts for time t, t+1, ….  If we have data through time t on Core CPI
t  

but only through time t−1 on Core PCE
1t − , we first use equation (2) to nowcast Core PCEˆt  and then use 

equation (3) to recursively generate forecasts for time t+1, t+2, …, where Core PCEˆt  is included as 
an observation in taking the moving average.  In this way, the arrival of a new core CPI reading 
affects its own forecast; but because PCE release dates lag behind CPI release dates, the arrival 
of core PCE inflation has no impact on core CPI.  The arrival of a new core CPI reading also 
affects the nowcast for core PCE inflation for that month, and this nowcast in turn affects the 
core PCE inflation forecast for future months through the recursion.  Once core PCE inflation 
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data come out for that month, the forecast for core PCE inflation is potentially affected again, 
and the process resets. 
 
3.1.2. Nowcasting Headline Inflation in DMS 

 
In addition to core prices, food prices and energy prices are other key disaggregates for 

headline inflation.  In theory, high-frequency futures and spot market prices for raw food items 
could have predictive content over monthly consumer food inflation, denoted Food

t , and serve as 
useful disaggregate indicators Xt for food inflation.  In practice, raw food prices are a small 
determinant of most retail food prices.  We follow the principle of parsimony and, assuming we 
have data through month t−1, forecast monthly food inflation as 

12Food Food
1

ˆ (1/12)t t jj
  −=

=   and 

then recursively forecast Foodˆt k + , k=1,2,….3 
Energy prices offer a contrast to food prices because gasoline prices dominate 

fluctuations in US consumer energy prices, and gasoline prices are heavily influenced by oil 
prices.  Gasoline prices and oil prices are available at a higher frequency than monthly and can 
be used to nowcast monthly gasoline price inflation after seasonal adjustment, denoted Gasolineˆt , 
which can be used as one of the disaggregate variables in nowcasting headline inflation.  The 
combination of data release lags, higher-than-monthly-frequency data on oil and gasoline prices, 
and the methodology we propose implies that we will typically have one or two more months of 
gasoline inflation nowcasts or forecasts, Gasolineˆt k + , k≥0, than we have data on monthly CPI and 
PCE inflation.  The inclusion of these nowcasts Gasolineˆt  as disaggregates in Xt plays an important 
role in producing highly accurate nowcasts for headline inflation.  In the interest of brevity, we 
refer readers to Knotek and Zaman (2017) for complete details on the construction of the 
gasoline inflation nowcasts.   

With nowcasts of our four disaggregates, we can construct nowcasts and forecasts of 
headline inflation rates using the model in equation (1) and weights that vary deterministically 
with the available information set.  Let CPI PCE[ , ]'t t t =Z  be the aggregate of interest, where 

CPI
t  and PCE

t  are the month t CPI inflation rate and PCE inflation rate, respectively.  The vector 
of relevant disaggregates for headline inflation is  
 Core CPI Core PCE Food Gasoline, , , 't t t t t    =  X .  (4) 

For states in which we have CPI
t  but not PCE

t , we again bridge the headline CPI reading to 
headline PCE; the time-varying weights are:  

 
3 The CPI and the PCE price index treat food differently, suggesting there could potentially be two separate 
disaggregate series.  In the CPI, the food index encompasses both food at home and food away from home, and the 
core CPI excludes all food.  In the PCE price index, food and beverages purchased for off-premises consumption are 
classified as nondurable goods and are excluded from the core PCE price index.  Food services and accommodations 
are classified as services and are included in the core PCE price index.  This change took effect with the BEA’s 
2009 comprehensive revisions.  Because of the limited availability of real-time data on food inflation measures, we 
consider a single food series—the CPI for food—that is used as a disaggregate measure for both CPI and PCE 
inflation. 
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 ( ) ( ) ( ) , ( )
21 2

0 0 0
,  ,  ,   for all 

1s t s t s t j s t j
a b
   

= = = =   
   

A B C 0 D 0   (5) 

and can be estimated over a window of data of length τ to produce a nowcast PCEˆt .  For states in 
which we have Gasolineˆt , we pair that nowcast with the forecasts of Foodˆt , Core CPIˆt , and Core PCEˆt  

generated earlier to complete the vector ˆ
tX .  The time-varying weights  

 13 141 11
( ) ( ) ( ) , ( )

23 242 22

01 0
,  ,    ,   for all 

00 1s t s t s t j s t

c cb c
j

c cb c
   

= = = =   
     

A B C D 0   (6) 

are estimated over a window of data of length τ and we can then forecast CPI PCEˆ ˆ ˆ[ , ]'t t t =Z  using 
ˆ

tX .  Incoming high-frequency data on oil prices and gasoline prices that affect Gasolineˆt  will 

affect ˆ
tX  and headline inflation nowcasts through equation (6).  And in states for which we lack 

Gasolineˆt  and thus do not have the complete disaggregate vector ˆ
tX , we use recursive 12-month 

moving averages by fixing 
 ( ) 2 ( ) ( ) , ( ) 2,  ,  ,  (1/12) ,  12s t s t s t j s t J= = = = =A I B 0 C 0 D I .  (7) 

As with the procedure for core inflation set out earlier, nowcasts or forecasts of headline 
inflation can enter the recursion in equation (7) if they are part of the 12-month window.  Also as 
with core inflation, because PCE inflation is released after CPI inflation, we only bridge from 
CPI to PCE if there is an additional CPI reading.  Hence, nowcasts or forecasts for headline CPI 
inflation are determined by equation (6) or (7), whereas nowcasts or forecasts of headline PCE 
inflation are determined by equation (5), (6), or (7) depending on the available information set.   
 
3.2. Mixed Data Sampling (MIDAS) 
 

Since their introduction by Ghysels et al. (2004), MIDAS models have become 
increasingly popular in nowcasting applications, including for inflation. A MIDAS model is a 
reduced-form regression that involves regressing a variable sampled at low frequency (e.g., 
monthly inflation) on its lags and high-frequency indicators and their lags (e.g., daily oil prices, 
weekly gasoline prices). To prevent parameter proliferation because of the large number of 
coefficients of the high-frequency regressors, MIDAS works with distributed lag polynomial 
operators that impose some strong restrictions on coefficients to reduce the estimation to a 
smaller number of parameters. The model is estimated using nonlinear least squares.  

The MIDAS model with leads for inflation at time t+h, t h + , takes the form 

𝜋𝑡+ℎ =  𝛼(ℎ) +  ∑ 𝜒𝑗+1,(ℎ)
𝑃(𝑀)−1
𝑗=0  𝜋𝑡−𝑗 +  ∑ 𝛾𝑗+1,(ℎ)

𝑃(𝑀)−1
𝑗=0  𝑍𝑡−𝑗 +

 𝛽ℎ  ∑ 𝜔𝑃(𝐻𝐹)−𝑗
𝑃(𝐻𝐹)−1
𝑗=0 (𝜃(ℎ)

𝐻𝐹) 𝑋𝑃(𝐻𝐹)−𝑗,𝑡+1
𝐻𝐹 +  𝑒𝑡+ℎ                               (8) 

where Z includes other monthly variables; P(M) is the number of lags of the monthly regressors; 
and P(HF) is the number of high-frequency observations, 𝑋1,𝑡+1

𝐻𝐹 ,….., 𝑋𝑃(𝐻𝐹),𝑡+1
𝐻𝐹  in month t+1 

(i.e., the target nowcast month).  The coefficients are independently estimated for each forecast 
horizon (h).  The assumption ∑ 𝜔𝑃(𝐻𝐹)−𝑗

𝑃(𝐻𝐹)−1
𝑗=0 (𝜃(ℎ)

𝐻𝐹) = 1 helps identify 𝛽ℎ. 
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Monteforte and Moretti (2013) apply a MIDAS model to nowcast euro area inflation. In 
their case, monthly inflation is regressed on high-frequency financial variables. Knotek and 
Zaman (2017) implement a MIDAS model to nowcast US inflation as an alternative to the DMS 
method. In their application, daily oil and weekly gasoline prices act as high-frequency leads, 
while monthly inflation is the lower-frequency variable. Breitung and Roling (2015) develop a 
nonparametric MIDAS model to nowcast German inflation rates using daily commodity price 
data. Marsilli (2017) uses a MIDAS model to nowcast US inflation using monthly 
unemployment rate data and high-frequency oil price data.  

  
3.3. Dynamic Factor Model (DFM) 
 

Building on Giannone et al. (2008), mixed-frequency dynamic factor models (MF-DFMs) 
are widely used for nowcasting macroeconomic variables.  Modugno (2013) implements a MF-
DFM to generate inflation point nowcasts from a data set comprising monthly, weekly, and daily 
data by extracting a common factor at a daily frequency via the estimation method of Bańbura 
and Modugno (2014).  At the trading-day τ frequency (i.e., the point in time when our nowcasts 
are made), the DFM takes the form 

 𝑦𝜏 = 𝐶𝑓𝜏 +  𝜀𝜏 , 𝜀𝜏 ~ 𝑁(0, Σ)                            (9) 
where 𝑦𝜏 is a vector of observations of mixed frequencies, C is a matrix of loadings, 𝜀𝜏 is a 
vector of idiosyncratic components, and 𝑓𝜏 is a vector of unobserved common components that 
follows 
                            𝐵 𝑓𝜏 = 𝐴(𝐿)𝑓𝜏−1 +  𝜐𝜏, 𝜐𝜏 ~ 𝑁(0, Q)                 (10) 
where B and A(L) are coefficient matrices that capture factor dynamics.  The estimated latent 
daily factor(s) aggregate to weekly and monthly factors, which are used to construct nowcast 
estimates for monthly variables, including inflation. 

With monthly, weekly, and daily data, [ , , ]'M W Dy y y y   = , we have three 
corresponding factors, [ , , ]'M W Df f f f   = , each of dimension r×1.  The monthly factor(s) Mf  
and the weekly factor(s) Wf  are a function of the daily factor(s) Df .  Thus equations (9) and 
(10) can be written as: 

0 0
0 0
0 0

M M M
M

W W W
W

D D D
D

y C f
y C f
y C f

  

  

  







      
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                                              (12) 

The matrices MC , WC , and DC  are the loadings for the monthly, weekly, and daily variables.  
M
  and W

 are time-varying coefficients: M
 is equal to zero the day after the release of the 

monthly data and is equal to one elsewhere; similarly, W
 is equal to zero the day after the 

release of the weekly data and is equal to one elsewhere.  
Assuming that the monthly variables and weekly variables in our system at any time τ 

represent a stock (i.e., a snapshot), accordingly the monthly first difference (or growth rate) and 
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weekly first difference (or growth rate) of those variables can be formed by summing up their 
respective daily first differences (or growth rates).  To forecast arbitrarily far into the future, the 
daily factors are forecast via the transition equation (12) and are translated to daily nowcasts and 
aggregated to weekly and monthly nowcasts via equation (11).   

Amstad and Fischer (2009) apply a MF-DFM on a monthly and daily data set consisting 
of 434 variables to nowcast Swiss core CPI inflation. Liang et al. (2020) use a MF-DFM to 
nowcast China’s PPI inflation. Knotek and Zaman (2023a) consider a combination of MF-DFMs 
(and, separately, combinations of DMS and MIDAS models) to nowcast core and headline US 
inflation. Mariano and Ozmucur (2020) consider a combination of MF-DFMs (and other mixed-
frequency models) to nowcast Philippine inflation. Carvalho (2020) also considers a combination 
of MF-DFMs applied to daily online retail prices and financial data to nowcast monthly 
consumer price inflation in Brazil. In his model, a factor at a daily frequency is extracted from 
many online retail price indices and financial variables and used to compute daily nowcasts of 
CPI inflation.    
 
3.4. Mixed-Frequency VARs (MF-VARs) 
 

VARs are the workhorse models in macroeconomics and macroeconomic forecasting. 
However, when it comes to nowcasting, they are less widely used than other methods mentioned 
thus far. This is because they are relatively computationally demanding and have less success in 
nowcasting horseraces than other parsimonious methods, especially for inflation. Schorfheide 
and Song (2015) is a prominent contribution to the use of MF-VARs for nowcasting and 
forecasting macroeconomic variables that are observed at mixed frequencies; i.e., some are 
observed at a quarterly frequency (e.g., real GDP, consumption) and some at a monthly 
frequency (e.g., inflation, the unemployment rate). Schorfheide and Song used their MF-VAR to 
produce quarterly nowcasts and forecasts of inflation, real GDP, and nine other macroeconomic 
and financial variables. Their MF-VAR implementation, which they estimate with Bayesian 
methods, entails specifying a state-space representation in which the state transition equations 
follow a VAR at monthly frequency and the measurement equations define the observed series as 
a function of potentially latent monthly variables, which are stacked in the state vector. 
McCracken et al. (2021) and Cimadomo et al. (2022) provide alternative proposals for handling 
mixed-frequency data in VARs that do not rely on state-space representation and are 
computationally less demanding. However, empirical applications of these proposals focus on 
nowcasting real GDP and not inflation. Recently, Aliaj et al. (2023) have proposed a Lasso-
regularized MF-VAR (MF-VAR with machine learning method) that works reasonably well in 
nowcasting euro area HICP inflation. This is because the approach is based on a shrinkage 
method that can effectively handle large VARs by automatically excluding the information in the 
VAR that is deemed irrelevant. 

 
3.5. Machine Learning Methods and Big Data 
 

An increasing number of recent papers on inflation nowcasting use high-frequency 
information extracted from massive nontraditional data sets, including online pricing data, 
offline household and retail scanner data, and credit card transactions. These data fall broadly 
under the umbrella of Big Data, since they feature all three “Vs” of “volume, velocity, and 
variety,” properties that define Big Data, according to Cimadomo et al. (2022).  As Powell et al. 
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(2018) discuss, a key obstacle to working with these types of data is that they are “extremely 
messy” and unstructured and require tremendous effort to reconcile with standard official CPI 
statistics.  In some cases, individuals or private companies have processed the online data into 
high-frequency online price indices that can be used by empirical researchers for forecasting and 
other purposes. For example, PriceStats took over the Billion Prices Project (BPP) and provides 
online price indices for various countries, including the US, at daily to weekly frequency.4 
Aparicio and Bertolotto (2020) provide evidence that aggregates of huge volumes of scraped 
online prices may hold some promise for nowcasting and short-term inflation forecasting beyond 
“offline” fuel prices for ten advanced economies, with large and statistically significant gains for 
nowcasting quarterly US inflation.  That said, for nowcasting the current month’s CPI inflation 
rate in the US, one cannot reject the null of equal predictive nowcasting accuracy with models 
that use offline fuel prices instead of online prices.  Similarly, Carvalho (2020) shows the 
usefulness of online retail price indices in nowcasting CPI inflation in Brazil in an MF-DFM 
model setting. Alvarez and Lein (2020) nowcast Swiss CPI inflation using online price indices 
(based on web-scraped pricing information) and real-time expenditure weights computed from 
daily debit card transaction data.  Researchers have also used online prices to follow inflation 
developments in specific categories such as food inflation (e.g., for Poland: Jaworski, 2021; 
Macias et al. , 2022; for Turkey: Soybilgen et al., 2023). 

Beck et al. (2023) use millions of weekly household scanner data entries to create 180 
scanner-based price indices at a weekly frequency to nowcast monthly German inflation. The 
authors fit the mixed-frequency machine learning model (sparse-group LASSO) to these indices 
to nowcast six main disaggregates of aggregate inflation and use the respective nowcasts and 
official weights to compute the nowcast of aggregate inflation. Their results indicate that 
scanner-based indices have can significantly improve nowcasting accuracy for the components 
of inflation and for aggregate inflation.  

Overall, research shows that online prices may help improve inflation nowcasting 
accuracy when included as additional predictors in standard models or when embedded in 
machine learning models.    

Relatedly, advances in computing are allowing researchers to explore other unstructured 
data sets to help nowcast inflation.  For example, Zheng et al. (2023) apply natural language 
processing tools to textual data to nowcast inflation in China. 

There is also a growing body of research on applying machine learning methods to a rich 
data set of many (standard) predictors in nowcasting inflation. Schnorrenberger et al. (2024) 
compare linear machine learning methods (i.e., penalized regression methods: Elastic Net, the 
LASSO and Ridge, and sparse-group LASSO) to nonlinear machine learning methods (tree-
based methods: random forest, Bayesian additive regression trees, generalized random forest, 
and local linear forest) in nowcasting CPI inflation in Brazil. They find that linear ML methods 
(e.g., penalized regression methods) generate more accurate nowcasts of monthly inflation 
compared to nonlinear tree-based algorithms. This finding is consistent with the results of Joseph 
et al. (2022) and Garcia et al. (2017), who find that linear ML methods generate more accurate 
short-term inflation forecasts than nonlinear ML methods.  

These findings probably explain the inflation nowcast performance of the enhanced 
random forest model of Clark et al. (2022), which could be viewed as combining the benefits of 
linear and nonlinear ML methods. The novelty of their model is to allow for a linear relationship 
between the target variable and predictors at each node of the tree, as opposed to the standard 

 
4 For information on the BPP, see Cavallo and Rigobon (2016).  
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approach of just taking the average of the observations of the target variable in that node. They 
show that doing so leads to more accurate inflation nowcasts, whose accuracy outperforms 
simple benchmark models, and rivals the DMS method of Knotek and Zaman in a real-time 
comparison. This finding that a state-of-the-art ML method using 150 data series of different 
frequencies performs just as well as the parsimonious DMS model, which relies on a select few 
variables, is noteworthy. On the one hand, it suggests that the proposed model of Clark et al. 
(2022) is a very flexible approach, since it can effectively parse the rich information set to 
provide accurate inflation nowcasts that rival a hard-to-beat benchmark model. On the other 
hand, this finding instills confidence in the continuing use of the parsimonious approach of 
Knotek and Zaman.               

 
4. Survey Nowcasts 
 

In the US, various surveys of professional forecasters provide estimates of inflation 
nowcasts. These include the Philadelphia Fed’s Survey of Professional Forecasters (SPF), Blue 
Chip Economic Indicators (BC), the National Association for Business Economics Outlook 
Survey, Bloomberg Economics, and Consensus Economics. With the exception of the SPF, the 
others are maintained by private entities and are accessible through a fee-based subscription. Of 
these surveys, the SPF and BC are the most widely used, in part due to their much longer history 
and in part due to an extensive body of research documenting their competitive forecasting 
properties. In particular, Faust and Wright (2009; 2013) have shown that professional 
forecasters’ inflation nowcasts tend to outperform those from statistical models. Faust and 
Wright (2013) suggest that subjective nowcasts may hold a distinct advantage through their 
ability to “add expert judgment” to models (p. 20). Because of their documented nowcasting 
performance, they are a common benchmark against which to test other inflation nowcasting 
models. We briefly discuss the SPF and BC, including some details that will be useful in the next 
section, where we compare the accuracy of the surveys’ inflation nowcasts to that of the DMS 
model. 

 
4.1. Survey of Professional Forecasters (SPF) 

The SPF is a publicly available survey that is published quarterly and is released around 
the middle of the second month of the quarter. The Federal Reserve Bank of Philadelphia 
publishes the survey dates; these dates are about one week prior to the release date, which means 
that SPF nowcasts of current quarter inflation are typically made before the first monthly CPI 
reading for the quarter is released. In the nowcasting horseraces in the next section, we match 
information sets that would have been available to the professional forecasters with the model’s 
information set.  The SPF reports quarterly nowcasts for all four inflation measures considered in 
this paper. It has a long history of reporting CPI forecasts, going back to 1981:Q3.  The SPF 
started reporting core CPI, headline PCE, and core PCE inflation in 2007:Q1.  In Section 5, we 
conduct nowcast comparison exercises beginning in 1999:Q2 for the CPI, which is when our 
real-time data set begins, and beginning in 2007:Q1 for the other three measures. In all cases, we 
end the comparisons in 2022:Q4. Following past research, we use the SPF median nowcasts to 
eliminate outliers. 
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4.2. Blue Chip Economic Indicators (BC) 
 

Blue Chip Economic Indicators is a monthly survey of roughly 50 business economists 
conducted by Wolters Kluwer Legal and Regulatory Solutions. The survey asks respondents to 
provide quarterly nowcasts and forecasts of major US economic indicators, including three of the 
four inflation measures we consider: quarterly CPI, PCE, and core PCE inflation. However, the 
history of the latter two inflation measures is short, since BC started reporting them only 
recently, in June of 2020. For the nowcasts of quarterly CPI inflation, BC has a much longer 
history, with the first such nowcasts issued in March 1980 for 1980:Q1, but, as noted above, we 
will conduct horseraces beginning with 1999:Q2. For each variable, BC reports the consensus 
quarterly nowcast, which is an equal-weighted average of participants’ forecasts. The BC survey 
is typically released around the 10th of each month, but the survey is conducted over an earlier 
two-day period that has historically often been indicated in the release. In the next section, we 
match this timing in our horserace.  
 
5. Nowcasting US Inflation: Surveys vs. DMS 
 

In this section, we compare the nowcasting accuracy of the headline and core inflation 
estimates coming from the DMS model with the accuracy of nowcasts coming from BC and the 
SPF. We evaluate both the point and the density nowcast accuracy over a long sample spanning 
1999:Q2 (2000:Q4 for the density comparison) through 2022:Q4 and a shorter sample spanning 
the period since the onset of the COVID-19 pandemic, a period associated with very high 
economic uncertainty and volatile movements in economic variables, including inflation.  

To preview, the evaluation results indicate that the DMS model has been relatively more 
accurate than the inflation nowcasts coming from the BC consensus and the SPF. While 
nowcasting errors have increased in absolute size since the onset of the pandemic, the DMS 
method has tended to outperform survey estimates even during the recent period. These results 
are noteworthy because when making forecasts, professional forecasters use a range of models 
and expert judgment to capture the special factors driving near-term inflation developments.  

 
5.1. Point Nowcasting Accuracy Comparison  
 
5.1.1. Point Nowcast Comparison with Blue Chip 
 

Considering the timing of the BC survey and the publication of the CPI data, we compare 
BC nowcasting accuracy with that of the DMS model at four different points in time for each 
quarter. For example, nowcasts of the second quarter are collected in the April, May, June, and 
July surveys. The July BC survey data are released about one to two weeks before the BLS 
releases all the data needed to compute quarterly CPI inflation.  

Table 1 reports the root mean squared error (RMSE) accuracy comparison for the sample 
period spanning 1999:Q2 through 2022:Q4 (top panel). We also report results for a short sample 
spanning 2020:Q1 through 2022:Q4 (bottom panel), to investigate inflation nowcasting 
performance since the start of the pandemic.5 The results indicate the following.  

 
5 The “true” actual quarterly annualized inflation rates are computed using the third monthly estimate of PCE and 
CPI prices as the actual value, except for 2022:Q4, which uses the second estimate for November 2022 and the first 
estimate for December 2022. 
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First, as we move from month 1 (at the very beginning of the quarter) through month 4 
(the survey from the month immediately following the quarter, which is released right before the 
quarterly CPI data are available), we see monotonic reductions in RMSEs for both our DMS 
model and the BC consensus. This improved nowcast accuracy is due in part to accumulating 
inflation data as we move from month 1 to month 4. Second, our model’s nowcasts have been 
more accurate on average than BC nowcasts across all four months, as demonstrated by smaller 
RMSEs. Third, the magnitude of the errors experienced since the onset of the pandemic is 
notably larger, as evidenced by comparing RMSEs between the long and short evaluation 
samples, which is consistent with inflation becoming more volatile and more difficult to forecast. 
Nevertheless, our DMS model’s inflation nowcasts have tended to be more accurate on average 
during this period, too. 

 
Table 1: CPI Point Nowcasting Comparisons with the Blue Chip Consensus 

Nowcast Evaluation Sample: 1999:Q2–2022:Q4 
 Blue Chip survey conducted in: 

Month 1 Month 2 Month 3 Month 4 
DMS Model RMSE 1.861 1.281 0.539 0.262 
Blue Chip RMSE 1.964 1.523 0.854 0.425 
Ratio, Blue Chip MSE to DMS MSE 1.114 1.412* 2.512*** 2.631*** 

Nowcast Evaluation Sample: 2020:Q1–2022:Q4 
 Blue Chip survey conducted in: 

Month 1 Month 2 Month 3 Month 4 
DMS Model RMSE 2.968 2.511 0.955 0.321 
Blue Chip RMSE 3.213 2.630 1.347 0.683 
Ratio, Blue Chip MSE to DMS MSE 1.172 1.097 1.988 4.531 

NOTES: Comparisons are matched based on Blue Chip survey dates; for example, when nowcasting the first 
quarter, month 1 would refer to the Blue Chip survey date in January, month 2 would be February’s date, and 
month 3 would be March’s date. The Blue Chip survey in month 4 (e.g., April) is conducted prior to the 
availability of CPI inflation data for the previous quarter and is the final nowcast. Quarterly inflation rates are 
seasonally adjusted annualized percent changes, so errors are expressed in annualized percentage points. *, **, 
and *** denote rejection of the null of equal predictive ability for the DMS model compared with each alternative 
model at the 10%, 5%, and 1% level, respectively, based on the Giacomini–White test. The exercise uses real-
time data from 1999:Q2 through 2022:Q4. For the 2020:Q1–2022:Q4 sample, we do not compute statistical 
significance because the length of the sample size is so short. 

 
To provide a visual illustration of recent quarterly performance, Figure 2 plots the 

profiles of the absolute nowcast errors for CPI inflation from our DMS model and the BC 
consensus for the short sample since the beginning of the COVID-19 pandemic in 2020:Q1. The 
four panels in the figure correspond to months 1 through 4 of each quarter. Looking at the figure, 
two observations immediately stand out. First, moving from panels (a) through (d), the 
magnitude of the absolute errors decreases (as can be seen by the changing scale of the y-axis). 
Second, it is generally the case that DMS model nowcasts were more accurate than the BC 
consensus, with the notable exception of very recent quarters.    
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Figure 2: CPI Point Nowcasting Comparison with the Blue Chip Consensus: Absolute Errors 

  

   

 
5.1.2. Point Nowcast Comparison with the SPF  
 

Table 2 reports the results when we compare the point nowcast accuracy of our DMS 
model to that of the SPF for all four inflation measures. When evaluated over the long sample, 
our model’s nowcasts for both headline CPI and PCE inflation outperform the accuracy of the 
SPF nowcasts by 0.39 percentage point and 0.25 percentage point on average, respectively. 
When evaluated over the short sample that includes the pandemic and the recent surge in 
inflation, the magnitudes of the accuracy gains from our model compared with the SPF are 
significantly larger, at 0.65 percentage point for headline CPI and 0.41 percentage point for 
headline PCE.  
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Table 2: Point Nowcasting Comparisons with the Survey of Professional Forecasters 
Nowcast Evaluation Sample: 1999:Q2–2022:Q4 

 CPI Core CPI PCE Core PCE 
DMS Model RMSE 1.118 0.708 0.874 0.563 
SPF RMSE 1.510 1.062 1.128 0.780 
Ratio, SPF MSE to DMS MSE 1.824*** 2.251 1.667** 1.918 

Nowcast Evaluation Sample: 2020:Q1–2022:Q4 
 CPI Core CPI PCE Core PCE 
DMS Model RMSE 1.988 1.229 1.343 0.801 
SPF RMSE 2.636 2.166 1.756 1.505 
Ratio, SPF MSE to DMS MSE 1.758 3.106 1.708 3.527 

NOTES: Real-time comparisons are based on the SPF survey dates. SPF expectations for each quarter are the 
median value. Quarterly inflation rates are seasonally adjusted annualized percent changes, so errors are 
expressed in annualized percentage points. *,**, and *** denote rejection of the null of equal predictive ability 
for the DMS model compared with each alternative model at the 10%, 5%, and 1% level, respectively, based on 
the Giacomini–White test. The CPI exercise uses real-time data from 1999:Q2 through 2022:Q4. The core CPI, 
PCE, and core PCE exercises use real-time data from 2007:Q1 (the first available SPF estimates) through 
2022:Q4. For the 2020:Q1–2022:Q4 sample, we do not compute statistical significance because the length of the 
sample size is so short. 

 
In the case of core inflation, our model has also tended to outperform the SPF nowcasts 

on average. This is true over the long sample and since the start of the pandemic.6  
Figure 3 provides a visual illustration of nowcast performance since the onset of the 

COVID-19 pandemic. The four panels in the figure plot the absolute nowcast errors for CPI, core 
CPI, PCE, and core PCE inflation measures from our model and the SPF. Early in the pandemic 
and as inflation began to move up in 2021 and early 2022, the inflation nowcasts from our model 
tended to be more accurate than those from the SPF; however, that relative performance reversed 
at the end of 2022 as inflation started showing signs of easing.  
 

 
6 The nowcast improvements for core inflation are not statistically significant according to the Giacomini-White test. 
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Figure 3: Nowcasting Comparison with the Survey of Professional Forecasters: Absolute 
Errors 

  

   

 
5.2. Density Nowcasting Accuracy Comparison 
  

Most of the research on inflation nowcasting has focused on the production and 
evaluation of point nowcasts. There is growing recognition of the importance of the uncertainty 
around the point estimates, i.e., the range of potential inflation outcomes and their probability of 
occurring—the density nowcast. Knotek and Zaman (2023a) provide a comprehensive 
contribution to the production and evaluation of density nowcasts of inflation coming from 
various mixed-frequency models and their combinations, and using a variety of combination 
methods. Their results indicate that the density nowcasts coming from the DMS mixed-
frequency model and from combinations of density nowcasts from a rich set of DMS model 
specifications are generally well-calibrated and tend to outperform other density nowcasting 
approaches. In the interest of space, we omit a full discussion of performance metrics and here 
focus on comparing density nowcasting performance for the DMS model and for a combination 
of DMS models with estimated density nowcasts from the SPF for our two sample periods over 
our four inflation measures.   

For details on the computation of density nowcasts from the DMS model and DMS 
combinations, we refer the reader to Knotek and Zaman (2023a).7  We construct the estimated 

 
7 The DMS combination we show in this paper is based on averaging the densities from 108 DMS model 
specifications.  Knotek and Zaman (2023a) also consider a “grand combination” across mixed-frequency model 
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SPF density nowcasts using a normal distribution, whose mean is set equal to the median SPF 
point nowcast and whose variance is set to match the variance of the historical errors of the SPF 
point nowcasts over a short rolling window.8  Prior work has documented that estimates of 
survey density nowcasts based on historical errors have historically been a good benchmark, 
especially for inflation.9   

Table 3 reports the density accuracy results, based on log scores and relative log scores, 
from the out-of-sample density nowcasting horserace between our DMS model and the SPF and 
between the DMS combination and the SPF. The evaluation period runs from 2000:Q4 through 
2022:Q4 for CPI inflation, and 2007:Q1 through 2022:Q4 for core CPI inflation, PCE inflation, 
and core PCE inflation. The results show that density nowcasts from the DMS model are 
substantially more accurate than the SPF-based benchmark density nowcasts, as indicated by 
significantly higher (less negative) log scores, and the gains are statistically significant.  We 
obtain similar results for the DMS combination, whose density nowcasting performance is 
similar, based on log scores, to the performance of the single DMS model.  For core CPI 
inflation and core PCE inflation, the density accuracy of the DMS model (and the DMS 
combination) is competitive with the SPF, suggesting that the normality assumption embedded in 
the estimated SPF density nowcasts is a reasonable strategy.  Over the short evaluation period 
beginning with the pandemic when inflation volatility surged, the DMS model and the DMS 
combination produce large gains in density nowcast accuracy relative to the SPF-based 
benchmark. 
 
 

 
classes that performs well for inflation density nowcasting.  Because we focus on the DMS model in this paper, we 
do not use the grand combination.  For more on the benefits of density combinations, see, e.g., Hall and Mitchell 
(2007). 
8 Results are robust to the use of mean SPF responses. 
9 Krüger, Clark, and Ravazzolo (2017) and Tallman and Zaman (2020) document competitive nowcasting 
performance, including a good calibration fit of the density nowcasts of inflation constructed through this simple 
procedure.  The procedure’s use of a short rolling window in computing the variance of the historical errors is a 
simple and convenient way to incorporate the changing variance of the density estimates. As discussed in Knotek 
and Zaman (2023a), the Federal Open Market Committee uses historical forecast errors to provide an estimate of the 
uncertainty surrounding the outlook in the Summary of Economic Projections (see Reifschneider and Tulip, 2019).  
While the SPF does provide some density forecasts by combining individual respondents’ density forecasts, we 
favor the historical errors approach because Clements (2018) shows that the survey projection’s second moments are 
inferior to simple statistical models.  In addition, the SPF reports fixed-event density forecasts only for core PCE 
inflation and core CPI inflation, which limits their comparability to our results to the fourth quarter of each year. 
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Table 3: Density Nowcasting Comparisons with the Survey of Professional Forecasters 
Nowcast Evaluation Sample: 2000:Q4–2022:Q4 

 CPI Core CPI PCE Core PCE 
SPF log score (SPF LS) -2.070 -2.111 -1.594 -1.370 
DMS Model log score -1.459 -0.929 -1.170 -0.837 
Relative, SPF LS – DMS 
Model LS 

-0.610*** -1.182* -0.424*** -0.534 

DMS Combination log score -1.452 -0.971 -1.145 -0.809 
Relative, SPF LS – DMS 
Combination LS 

-0.618*** -1.139* -0.449*** -0.562 

Nowcast Evaluation Sample: 2020:Q1–2022:Q4 
 CPI Core CPI PCE Core PCE 
SPF log score (SPF LS) -4.150 -5.850 -2.546 -4.209 
DMS Model log score -2.131 -2.028 -1.722 -1.370 
Relative, SPF LS – Model 
LS 

-2.020 -3.822 -0.824 -2.840 

DMS Combination log score -2.080 -1.913 -1.841 -1.356 
Relative, SPF LS – DMS 
Combination LS 

-2.070 -3.937 -0.705 -2.853 

Notes: The DMS model and DMS combination use real-time data available through the SPF survey date for each 
quarter.  The SPF density nowcasts are based on historical forecast errors; see the text for details.  The CPI 
exercise uses real-time data from 2000:Q4 through 2022:Q4.  The core CPI, PCE, and core PCE exercises use 
real-time data from 2007:Q1 (the first available SPF estimate) through 2022:Q4.  The DM type test reports the 
results of a test for equal predictive accuracy based on testing whether the constant term in the regression of the 
differences in the log score on the constant is statistically different from zero. For the 2020:Q1–2022:Q4 sample, 
we do not compute statistical significance because the length of the sample size is so short. 

 
6. Conclusion 
 

In recent years, the literature on inflation nowcasting has been rapidly developing. At its 
core, interest in inflation nowcasting comes from a realization that more accurate nowcasts, 
while valuable for their own sake, also help improve multi-step inflation forecasts.  Progress on 
inflation nowcasting reflects a combination of advances in statistical and data science techniques 
to handle data sources at multiple frequencies and, in a growing number of cases, large and 
expanding amounts of non-traditional high-frequency data, such as online price indices, 
household and retailer scanner data, credit and debit card transaction data, and textual data. In 
this chapter, we briefly summarize the different methods being used to nowcast inflation. 

We then illustrate the particular usefulness for inflation nowcasting of a specific 
parsimonious mixed-frequency model developed in Knotek and Zaman (2017) that features 
deterministic model switching, or DMS. Using real-time data, we evaluate and compare the 
DMS model’s inflation nowcasting accuracy to two well-known surveys of professional 
forecasters. Across both a long sample spanning 1999–2022 and a short sample focusing on the 
period since the start of the pandemic, the DMS model has outperformed the surveys for 
nowcasting CPI inflation and PCE inflation, while the DMS model’s nowcasting performance 
has been competitive with that of the surveys for core CPI and core PCE inflation.  

Recent work using machine learning techniques opens the possibility of using many and 
different data series to nowcast inflation.  For example, Clark et al. (2022) develop and apply one 
state-of-the-art machine learning method to 150 macroeconomic variables of different 
frequencies and document real-time nowcasting performance that is similar to that of the DMS 
model.  Scraped online data also appear to hold promise for nowcasting and near-term 
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forecasting of inflation.  Future research should look to build on these frameworks and data 
sources to produce more accurate inflation nowcasts. 
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