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Abstract

Interest in regional economic issues coupled with advances in administrative data is driving the
creation of new regional economic data. Many of these data series could be useful for nowcasting
regional economic activity, but they suffer from a short (albeit constantly expanding) time series
which makes incorporating them into nowcasting models problematic. Regional nowcasting is
already challenging because the release delay on regional data tends to be greater than that at
the national level, and “short” data imply a “ragged edge” at both the beginning and the end of
regional data sets, which adds a further complication. In this paper, via an application to the UK,
we develop methods to include a wide range of short data into a regional mixed-frequency VAR
model. These short data include hitherto unexploited regional VAT turnover data. We address
the problem of the ragged edge at both the beginning and end of our sample by estimating regional
factors using different missing data algorithms that we then incorporate into our mixed-frequency
VAR model. We find that nowcasts of regional output growth are generally improved when we
condition them on the factors, but only when the regional nowcasts are produced before the

national (UK-wide) output growth data are published.
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1 Introduction

“Official” sub-national data, as published by national statistical institutes, tend to be available at a
lower frequency and published more slowly than data for the nation as a whole. A case in point, and
the motivating empirical example in this paper, is regional data for gross value added (GVA) for the
UK regionsm While the Office for National Statistics (ONS) has long produced GVA data for the UK
regions, until 2012 these data were produced at an annual frequency only and with a release delay
of approximately one yearﬂ In 2012, with the development of the quarterly regional GDP data set,
ONS production was sped up. Regional GVA then became available at a quarterly frequency and
with a shorter, but still substantial, release delay of approximately six months. This situation is not
unusual at a regional levelﬁ There therefore remains a need, especially to support policy and business
decisions made in real time, to produce more timely regional estimates — so-called “nowcasts.”

The motivation for this paper is the observation that recent years have seen increasing availability,
from both private and public sources, of higher-frequency and more timely data, capturing various
aspects of economic activity, at the regional and national levels. Ideally, when nowcasting, one would
condition on all of these indicators - and let the data (the fit of the model) determine which indicators
are most useful. But these new indicators are often available with only a limited historical time series.
This impedes their inclusion in traditional nowcasting models. Table |1] illustrates the issue in the
context of our UK application (but we emphasize that this issue arises for other variables and in
other countries). From Table [I} we see that many regional indicators are available only from the
1990s onward; e.g., Labour Force Survey data produced by the ONS, house price indices, and the
Purchasing Managers’ Index (PMI). But perhaps of most interest are some of the recently released
data series based on administrative data that have not been previously used for regional nowcasting
in the UK.

These administrative data include payroll employment information derived from the “pay as you
earn” (PAYE) tax system, which are available back to July 2014 only, and value added tax (VAT)
turnover data, which are available back to 2012. There are good reasons to think that these new “short”
indicators should be useful in regional nowcasting. Especially so when, like the PAYE and VAT data,
they are derived from administrative data and, therefore, reflect the universe of individuals/firms
covered by particular taxes. This provides a significant improvement upon survey-based measures
of activity. The payroll employment data also benefit from being high frequency (monthly) and
very timely (released within two weeks of the end of the month). The VAT data, while quarterly
and released with a delay of around 5 months (this reflects the time taken to produce consistent

sub-national aggregates from the underlying firm-level VAT returns), are a key input into the ONS’s

'Real GVA and real GDP are closely related concepts. GVA is in basic prices, while GDP is in market prices (i.e.,
GVA plus taxes (less subsidies) on products equals GDP).

2In this paper, we consider the 12 ITL1 regions, excluding the UK continental shelf. These 12 regions/devolved
nations comprise North East England, North West England, Yorkshire and the Humber, East Midlands, West Midlands,
East of England, London, South East England, South West England, Wales, Scotland, and Northern Ireland.

3In the European Union, for example, regional output data are available only annually (at the ITL2 level) and with
a release delay of more than a year, while in the US state-level GDP data are available quarterly, but with a release
delay of around 3 months - in contrast to data for the US as a whole, which are released with a delay of 4 weeks.



production of regional GDP data themselves. We should therefore expect VAT data to provide useful
information when nowcasting regional GVA growth. But the short and differing lengths of these new
data mean that questions arise over how to include them as indicators in a nowcasting model.

Researchers wishing to update their nowcasts using the latest available information are used to
addressing what is commonly called, since Wallis| (1986]), the “ragged edge” problem. Since different
variables are released with different delays, variables with longer delays will have missing values
at the end of the sample, whereas variables with shorter release delays will not. This leads to a
ragged edge at the bottom of the spreadsheet. Here we have this issue, but we also have a similar
problem occurring at the beginning of the sample. The question of how to address the ragged edge
at both the beginning and the end of the sample in the context of a regional nowcasting model is
thus the focus of this paper. Given that the regional GVA data themselves are available in some
form back to 1966, there is potentially a large loss in estimation accuracy and efficiency if the model
is simply estimated only over the common sample; in the context of Table [} this would be from
the 1990s onward. It is preferable to consider all available data across both the time-series and the
cross-sectional dimensions. However, data with a short time span are difficult to incorporate into
conventional time-series econometric models, which often work best with long samples.

We address this challenge by developing methods to incorporate these “short” data, and potentially
a large number of “short” indicators, into mixed-frequency regional nowcasting models. The specific
class of model we consider is a mixed-frequency vector autoregression (MF-VAR). MF-VARs are a
popular nowcasting tool; for example, see |Brave et al.| (2019)); Eraker et al.| (2014); |Schorfheide and
Song] (2015); McCracken et al.| (2021). [Koop et al.|(2020blc) extended MF-VAR models to the regional
case by incorporating an additional measurement equation reflecting the fact that national GDP is the
aggregation of regional GDP: they call this the “cross-sectional constraint.” This paper sets out how
to use this class of MF-VAR models when nowcasting using short data of the type seen in Table[I] The
proposed model involves a large number of regional variables, some with much shorter time spans
than others, and using these to construct factors for each region using factor extraction methods.
These factors, summarizing the information in the regional predictors, are then incorporated into the
MF-VAR. This leads to a mixed-frequency factor-augmented VAR (MF-FAVAR). At the beginning
of the sample, the regional factors reflect information in only a few regional indicators. But as time
passes and more variables become available, these data are also included in the factors.

Our point of departure is to consider how best to construct these regional factors from the mixed-
frequency and ragged edge data shown in Table[I] Traditionally, missing data problems in factor-based
macroeconomic analysis have been addressed using expectation maximization principal components
analysis (EMPCA); see|Stock and Watson| (2002)). More recently, new approaches have been suggested,
including the tall wide (TW) algorithm of |Bai and Ng| (2021)) and the tall project (TP) algorithm of
Cahan et al|(2023). These are all generic factor estimation algorithms to handle missing data. We
consider the relative performance of these different algorithms when dealing with our specific missing
data configuration - the ragged edge at the beginning and end of the sample - and how to incorporate
these factors into the MF-FAVAR.



Importantly, the model developed has wide applicability for regional nowcasting applications. It
can be used to accommodate other evolving and ragged edge data features that might be evident for
other variables and in other countries. This includes more (or less) timely and higher (lower) frequency
regional output (GVA) data. This model overcomes a major barrier to the more widespread use of
new innovative data sources for regional nowcasting. Given the trend of increasing data availability
at a regional level, and interest from policymakers in improving the spatial granularity of economic
statistics, the development of a regional nowcasting model that is robust to different release delays,
time—series lengths, and data frequencies, represents a valuable addition to the toolkit available
to researchers. Via a UK application, we explore how our model performs in a pseudo-real-time
nowcasting exercise and we test whether including these additional predictors improves the accuracy
of our nowcasts of UK regional GVA.

The remainder of this paper is structured as follows. In Section 2 we describe in more detail
the data we use in our empirical work. In Section 3 we set out the econometric methods used for
nowcasting, including factor analysis of missing data. We explore the properties of three algorithms
for the estimation of factors with ragged edge samples via a set of Monte Carlo exercises. Section 4
reports our empirical results, including a comparison of the factors produced across different methods

and their performance in a pseudo-real-time nowcasting exercise. Section 5 concludes.

2 The Data

In this section, we set out the data used in our model. We do this in two parts. First, we summarize
the regional output growth data. Second, we describe the predictors that we incorporate into our

model, via the calculation of regional factors, to nowcast quarterly regional output growth.

2.1 Regional Output Growth Data

We combine “official” annual regional real GVA growth data produced by the ONS since 1966 with
quarterly regional GVA growth data once they become available. For the English regions and Wales,
the ONS quarterly data date back to 2012Q1; Scottish government data date back to 1998Q1; and
Northern Ireland Statistics and Research Agency data go back to 2006Q1. Pre—1998, the annual GVA
data are available only in nominal terms, and we follow previous research and construct a historical
regional database for the UK by using a UK GDP deflator. For more details on the construction of
this regional database, see |Koop et al. (2020ajb,c, [Forthcoming). In the absence of real-time data

vintages for the regional GVA data, we consider only the latest-vintage GVA dataﬁ

2.2 Regional Indicators: Short and Long Data

An increasing volume of regional economic data, from both official and unofficial sources, is becoming

available. While we cannot claim that the data set we use in this paper represents complete coverage

In general, the release delay for the regional GVA data is 6 months, but the delay for the most recent data has
been longer, meaning that at the time of writing the latest vintage is 2021Q4.



of the regional data available, it does represent a data set with features typical of regional economic
data and it has coverage across many different types of economic data. For use in nowcasting, any
data have to be released on a more timely basis than the target variable (in our case, regional GVA).
This rules out annual indicators and any quarterly indicators that are released with too long a delay
after the quarter to which they relateE| A number of other indicators exist, but we do not have access
to them for a variety of reasonsﬁ However, we should stress that the model we develop in this paper
is capable of incorporating such data should they become available.

Having set out the criteria for data inclusion, Table[I|summarizes the indicators that we ultimately
include in the model. These indicators cover a range of time periods, with some measures having
relatively short time spans (for example, payroll employment data that only go back to 2014), while
others (for example, the house price information) cover the entire sample period. We also observe
a range of release delays, with some indicators being released very quickly after the end of the
reference period, and others being only slightly more timely than regional GDP itself. The indicators
included in this model can be grouped into three main categories: measures of output, labor market
data, and housing market indicators. Measures of output include data covering: construction sector
output, retail sales, trade data, port traffic, tourism stays and spending, and business demographic
information. As discussed, we also included output indices only available for Scotland and Northern
Ireland (for example, the Northern Ireland Index of Services and the Northern Ireland Index of
Production). At a quarterly frequency, there is also one survey of the business outlook, the CBI
business optimism index available for all ITL1 regions, and a Scottish consumer sentiment indicator.
A key monthly indicator of business activity is the PMI survey measure. This comprises separate
indicators of activity that were each included separately: new business, outstanding business, charges,
prices, employment, and future orders. For Scotland, there is also a monthly GDP measure.

This paper is the first to utilize VAT turnover aggregates at the regional level, provided to us
by the ONS, in a pseudo-real-time nowcasting exercise. These data are disaggregated to the I'TL3
(formerly NUTS3) regions of the UK, and are available on a quarterly basis from 2012Q1. For each
ITL1 region, we use VAT data for that ITL1 region, as well as each of the ITL2 and ITL3 subregions
within it, as separate variables used in the construction of the regional factors. Vintage data are
available only from 2019Q4 (which, combined with the previously mentioned lack of real-time data
for regional output growth, also explains our need to undertake a pseudo-real-time exercise). The
typical publication lag of these data is 5 months after the end of the reference quarter. These data
are produced by the ONS (although they are not typically available to researchers outside of the
ONS). The data are aggregations of individual VAT returns from firms, which are cleaned by ONS to
address any anomalies in the completion of these forms by businesses and the declared turnover data

assigned to a quarter and a geographic location (reflecting an allocation to each ITL1/2/3 level). The

®For example, in the UK there are local-level data on lending to small and medium-size enterprises and also mortgage
lending, but neither is more timely than our target measure of regional output.

SFor example, the need for a commercial subscription (e.g., GfK consumer confidence data), the lack of data in
aggregate form (e.g., ONS’s Monthly Business Survey microdata and credit/debit card transactions data), or the data
being privately held.
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issues involved in this data work by ONS are significant and challenging; see, for example, Labonne
and Weale| (2020)).

Labour Force Survey (LFS) data for the ITL1 regions of the UK are also incorporated. They
are available with a release delay of around 6 weeks after the end of the quarter to which they
relate. These data are released on a rolling 3-month basis and are updated each month. The LFS
provides a range of measures of labor market activity, from which we select headline employment and
unemployment, and public-sector employment. There are a small number of monthly labor market
measures. These include data from the social security system (for example, the claimant count rate),
as well as the HMRC real-time information data from the PAYE system on payroll employment and
pay. Given the important role of the housing market in the economy (see Leamer| (2007)), we also
include two measures of changes in house prices. The first of these is monthly house price index data
for each ITL1 region published by the UK government, as well as the quarterly UK house price index
published by the Nationwide Building Society (which has the advantage of being more timely than

the official data series). We also include information on rental prices for the private rental market.

3 Econometric Methods

3.1 Notation and Data Availability

We begin by describing some variable definitions, relationships, and notational conventions used in

this paper.
e t=1,..,T runs at a quarterly frequency.
e r =1,.., R denotes the R regions in the UK.
e VUK is GVA for the UK in quarter ¢.
o yUE = log(V,VE) — log(Y,VE) is the quarterly change (log difference) in GVA in the UK.

e Y/ is GVA for region r in quarter ¢. It is not observed before 2012 except for Scotland and
Northern Ireland, where it is not observed before 1998 and 2006, respectively.

. YtT”A =Y +Y ", +Y ,+Y/ sis annual GVA for region r. It is observed in quarter 4 of each

year, but not in other quarters.

° yI’A = log(Y;r’A) — log(YL”i) is annual GVA growth in region r. It is observed, but only in

/
quarter 4 of each year. y,§4 = (ytl ’A, . yf ’A> is the vector of annual GVA growth rates for the

R regions.

o yi =log(Y;]) —log(Y/ ) is the quarterly change in GVA in region r. It is not observed before
2012 except for Scotland and Northern Ireland, where it is not observed before 1998 in Scotland
and 2006 in Northern Ireland. th = (ytl, ..,yﬁ)/ is the vector of quarterly GVA growth rates
for the R regions.



e The link between the quarterly regional growth rates and their annual counterpart is referred
to as the inter-temporal restriction and takes the form:

A 1, 1 3 3 1 1
Yt = QU+ QUi Wi Y Vi T 5Yies + i @

This restriction is not imposed in periods where quarterly regional GVA growth data are avail-
able.

e The link between the regional growth rates and the UK counterpart is referred to as the cross-

sectional restriction and takes the formi’l
1 R
UK
Wi~ 3 @
r=1

e Z] is a vector containing k, quarterly variables for region r. These are the “short” data that

start at differing times as described in Section [2]

3.2 The MF-FAVAR

To explain the structure of our MF-FAVAR, we begin with a structural VAR that relates a vector of
N dependent variables, y; to lags of the dependent variables:

Byt = Asct + Et (3)

where x; is a vector containing p lags of y;. The errors, g4, are assumed to be N (0, X), where ¥ is a
diagonal matrix and B is lower triangular with ones on the diagonalﬁ

In a conventional VAR, all of the dependent variables are simply observed variables. Note that
A is an N x Np matrix and, thus, there are pN? VAR coefficients to be estimated. If N and/or p
is large, VARs can be seriously over-parameterized. We investigated lag lengths of up to p = 7 (and
our results are robust, so our main results set p = 1). Thus, our A matrix is big. Accordingly, we
use Bayesian estimation methods that allow for prior shrinkage.

The MF-VAR is a VAR where y; is no longer simply a set of observed variables. Instead, some
of the elements in y; are unobserved or latent variables. In particular, there are the unobserved
high-frequency values of the low-frequency variables: the objects we wish to estimate. The latter are
linked to the former via the inter-temporal restriction. We set y; = (ygj K th/>, where th contains

the quarterly regional growth rates that we were seeking to estimate.

"The cross-sectional restriction given here assumes growth rates are modeled as log differences; see [Koop et al.
(2020c¢) for the derivation of this restriction. As discussed in this paper, the constraint is approximate to reflect both
the logarithmic approximation and the fact that regional output does not exactly sum to UK output because of the
UK continental shelf.

8Working in this structural VAR form does not restrict the reduced-form error covariance matrix and greatly
simplifies computation, since estimation can proceed one equation at a time.



The MF-VAR can be set up as a state space model, where the state equations are given by the
VAR and the measurement equations are the inter-temporal and cross-sectional restrictions. Bayesian
methods exist for posterior and predictive inference in such state space models. For details, see |Koop
et al. (2020cib). We use variational Bayes (VB) methods instead of Markov chain Monte Carlo
(MCMC) estimation, because of their computational advantages. VB methods for the MF-VAR are
developed in |Gefang et al.| (2020) and used by Koop et al.| (Forthcoming)). In this paper, we also
use a computationally more efficient precision-based approach to estimate the states, instead of the
Kalman filter; see |Chan et al.| (2021)).

The MF-FAVAR we use is an MF-VAR, but with one final re—definition of y;. In particular, it
sets y; = (thK,thl, f{), where f; = (ftl, ..,ftR)/ is a vector of regional factors. It is possible to
have more than one factor for each region and, accordingly, each of the f; is a vector of n; factors
constructed using Zj for r = 1, .., R. These factors are observed at a quarterly frequency and, thus,
can be treated as additional high-frequency observed variables in the MF-VAR. |Bai and Ng| (2006])
establish the conditions under which the estimated factors can be treated as known in estimation.

It is worth noting that our MF-FAVAR is of very high dimension, including at a minimum N =
R x ny + 1 dependent variables. This high dimension arises since, for each region, we are including
regional output growth plus ny factors and for the UK we include at least GVA growth. Even if we
only include one factor for each of the 12 regions and no additional UK-wide variables in the model,
we end up with a VAR of dimension N = 25, which is already quite large. In practice, the need to
include more than one factor and/or additional UK variables means that most of our models are of
a much higher dimension.

We partially surmount the over—parameterization problem by working with a restricted version
of the MF-FAVAR. This imposes the restriction that the equation for GVA growth for a particular
region depends only on the regional factor for that region (as well as UK variables and lags of GVA
growth for that region). In other words, each regional factor is specific to a region and does not
appear in the equation for other regions. As a robustness check, we also estimated the unrestricted
version of the model; see the online appendix.

We also use Bayesian prior shrinkage as a way of avoiding over-parameterization concerns. There
exist a range of VAR priors and any of them could be used. In this paper, we use the popular adaptive
Lasso (AL). This is a global-shrinkage prior that automatically chooses which coefficients should be
shrunk to zero; see Zou (2006) for details. We have experimented with two versions of the AL prior.
One of these uses the AL on all the coefficients in the model (except for error variances, which are the
diagonal elements of ¥ for which we use relatively non—informative inverse-Gamma priors). In the
other version we use the AL for all coefficients except for the error covariances (i.e., the parameters
controlling the contemporaneous relationships between the variables in the model). For these, we
adopt the asymmetric conjugate prior (ACP) of |Chan/ (2022)), which might be expected to have good
properties for these parameters. We name our two priors AL and AL-ACP, respectively. In practice
we find that AL-ACP leads to slightly better forecasts and hence the results presented in the main
body of the paper are for AL-ACP. In the online appendix, we present the AL results.



In summary, our algorithm begins by constructing the factors, using methods described in the
next sub—section, and then includes them in the MF-FAVAR. We then use Bayesian methods to
construct nowcasts of quarterly GVA growth for the UK regions.

3.3 Constructing Regional Factors with Short Data

In this section, we describe three methods for constructing factors from Zj, which, as seen in Table 1,
is a matrix characterized by missing data at the beginning and end of the sample. These algorithms
are denoted by the abbreviations EMPCA, TW, and TP. We now provide a brief description of each
algorithm in turn, along with a summary of its properties. Full details are provided in |[Stock and
Watson| (2002) for EMPCA, in |Bai and Ng| (2021)) for TW, and in |Cahan et al.| (2023)) for TP.

All of these approaches are algorithms for filling in missing data where various patterns of miss-
ingness are possible. In the present paper, as discussed, we are especially interested in one particular
pattern of missingness: the ragged edge at the beginning of the sample due to the short nature of
many of the Z] indicators. In order to explore the relative performance of the three algorithms across
data sets with “short” data, we simulate data sets with different properties (including sample size,
number of variables, and degree of missingness) in a set of Monte Carlo experiments summarized in

Section 3.3.4 below. We first summarize the three factor estimation methods.

3.3.1 EMPCA

Principal components analysis (PCA) is a popular method for estimating factors. It is a non-
parametric method. The advantage of this is that it is less liable to specification error than parametric
approaches. But this can also be a disadvantage, as sensible parametric assumptions can improve
estimation accuracy (for example, in a macroeconomic context, factors might be expected to exhibit
autoregressive behavior and a parametric model that allows for such behavior could improve estima-
tion accuracy). As discussed, for example in Section 2.3 of [Stock and Watson| (2016]), PCA exploits
correlations across variables to produce estimates of the factors.

When data are missing, Stock and Watson, (2002) combine PCA with methods to fill in missing
data using an expectations—maximization (EM) algorithm, leading to EMPCA. In our context, each
regional factor, f7, is calculated using ZJ which contains missing values. Let Z] be a version of Z
with these missing values replaced by estimates and f{ denote estimates of the factors. EMPCA
is an iterative algorithm that uses PCA on Z[ to produce ft” . Estimates of the missing values are

produced as fitted values from a regression of ZJ on f7.

3.3.2 TW

The tall wide (TW) algorithm of Bai and Ng| (2021)) is not an iterative algorithm and, thus, does not
suffer from the computational issues that can afflict EMPCA. To understand TW, consider the T' X k,
matrix of data for a specific region, Z]. Each column contains all the data for a variable. Some of the

columns will not have any missing values for any time periods. These columns form what is called
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the “tall” block; first undertake PCA using this block, produce factors f; Tall

AT,Tall

and factor loadings
. Next consider the rows of Z]. Some of these rows will not have missing values and these

rows will form the “wide” block. PCA can be applied to this wide block to produce factors f Wide

and factor loadings A™Wie  The TW algorithm is a simple method for combining fi**, ArTall,
? ’Wide, and A™Wide in an optimal way (using least squares regression methods) to produce a single
regional factor.

Bai and Ngj (2021) show the TW algorithm to have desirable asymptotic properties. These prop-
erties depend on the number of columns/rows in the tall/wide blocks. Note that if the tall block is
very narrow (that is, few variables have data available for the full sample), then ftr Tall will be based
on few variables and may be a poor estimate of the regional factor(s). Similarly, if the wide block
is thin, then ftr Wide i1 only be available for a few observations and may produce poor estimates.
In our regional nowcasting context, suppose, for instance, that the variable with the latest start date
begins in 2010. In this case, ftr Wide would only be available for 2010 onward. Furthermore, all the
observations pre-2010 will be discarded other than observations for variables in the tall block. We
might therefore expect the TW algorithm to be sensitive to the choice of variables and that it would

not work well if one (or a few) of the variables is available for a short period of time.

3.3.3 TP
The tall project (TP) algorithm of |(Cahan et al.|(2023]) is similar to TW in that the tall block plays
a key role and ftr Tall ynd AnTall gre key ingredients in the estimated regional factor(s). However, it

surmounts the problem noted previously that occurs with the TW algorithm when one of the variables
has a very short time and, thus, the wide block is thin. It does so by using auxiliary regressions for
the observed values of each individual variable (other than those in the tall block) on the tall block
factors. The auxiliary regression for variable ¢ can be used to fill in the missing values for variable i,
thus leading to Z{ that does not have missing values. The regional factor is estimated using PCA on
Z[ . With this algorithm, it is possible to iterate, but |Cahan et al. (2023)) show that asymptotically

this is not necessary. In this paper, we do not iterate.

3.3.4 Monte Carlo Evaluation of the Three Factor Algorithms

This section summarizes the results from a set of Monte Carlo experiments designed to evaluate the
EMPCA, TW, and TP algorithms when applied to data sets with ragged edges, to varying degrees, at
the beginning of the sample. Full details of the data—generating process and the simulation exercise
are in online Appendix [A]

EMPCA is an iterative algorithm that raises two computational issues: it is fundamentally slower
than non-iterative methods and can fail to converge. TW and TP are simpler algorithms, fast, and
not subject to concerns about convergence. However, they are likely to be more sensitive to the
number of variables without missing observations (that is, the size of the tall block). In this paper,
where our application involves a substantial ragged edge at the beginning of the sample and our tall

block potentially contains only a small number of variables, it is possible that these properties of
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the TW and TP algorithms will make it worthwhile to take on the larger computational burden of
EMPCA. But the choice between the three algorithms is fundamentally an empirical issue.

To assess the precision of the estimates of the factors from the three algorithms, we conduct
a set of Monte Carlo experiments. Data are generated from the factor model used in [Banbura and
Modugno, (2014). We generate data for different sample lengths T, different sizes of the cross-sectional
panel n, and different values for 7 (which governs the degree of cross-correlation of the idiosyncratic
component). Then we leave the first two simulated variables as complete: this is our tall block. We let
two variables remain complete because in our regional nowcasting application we have two indicators
with no missing data. For the remaining (n — 2) variables, we set a certain fraction of the data as
missing. Given our interest in the ragged edge at the beginning of the sample, we place these missing
data points at the beginning of the sample. We consider cases of 0, 20, 40, 60, and 80 percent of
missing data. Then, using the simulated data, we estimate factors using the three algorithms.

To evaluate the precision of the factor estimates, we follow Banbura and Modugno| (2014) and
compute the trace R? of the regression of the estimated factors on the true ones. Table Al in
Appendix [A] reports average trace statistics over 500 Monte Carlo replications for EMPCA, and
Table A2 reports the statistics for TW and TP. From these tables we see that the three algorithms
have similar estimation accuracy. The estimates are less precise for small sample lengths (T' = 50
versus T = 200), small cross-sections (n = 12 versus n = 102), a mis-specified model (7 > 0 versus
7 = 0) in small samples, and a large fraction of missing data. Table A1 also shows that the EMPCA
algorithm is slower than the other two approaches. But the additional computational burden is small.
More significantly, however, there were some instances of convergence failures. This included samples
where T' = 200, n = 50, and 60 percent of the sample is missing: this matches the features of our
regional nowcasting data set (seen in Table 1). Thus we suspect that there might be convergence

problems when using EMPCA in our application.

4 Regional Nowcasting with the MF-FAVAR

4.1 Design of the Nowcasting Exercise and Specification Choices

In our regional nowcasting exercise, we will compare different versions of our MF-FAVAR to an MF-
VAR that is identical (that is, same prior, same lag length choice, etc.), except that it does not include
the regional factors extracted from the short (and longer) data summarized in Table 1. The MF-VAR
is our “benchmark” model. In terms of the indicators in the models, all include GVA growth for the
12 regions plus the UK as a whole, along with four quarterly UK macroeconomic predictors (inflation,
interest rates, the exchange rate, and oil price inflation). Thus, our smallest model, the MF-VAR,
includes 17 variables. Then in the MF-FAVARs we add a set of regional factors. The MF-VARs differ

in four ways:
1. The way the factors are calculated (EMPCA, TW, or TP);

2. The number of regional factors included (the choice of ny);
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3. Whether the VAT data are included in the calculation of the regional factors or not, and the
assumed publication lag of the VAT data;

4. How the regional factors are selected.

The first three differences listed above should be clear, but point four requires additional expla-
nation. EMPCA, TW, and TP all involve using PCA. PCA using a data set of k, variables will
produce k, factors. These are typically ordered (and selected for inclusion in the VAR) according to
the proportion of the variability in the data which they explain (that is, based on the eigenvalues of
the sample covariance matrix). A small number of factors are typically chosen that account for most
of the variance in the data; for example, see McCracken and Ng| (2021)). One of our models uses this
approach. That is, we simply add into the VAR the ny << k, factors with the highest eigenvalues.
However, it is possible that the factors with the highest eigenvalues may not be the ones that are the
most useful for nowcasting regional GVA growth. Accordingly, we also experiment with selecting for
inclusion in the MF-VAR, not those factors with the highest eigenvalue but those with the highest
(in-sample, updated recursively) correlation with UK GVA growth. In the body of the paper, we
report results for a selection of these MF-FAVARs with a focus on the issue of factor construction. A
complete set of results using all our models is given in Appendix B. Overall, we find a high degree of

robustness.

Regional GDP  Regional GDP Regional GDP Regional GDP
Q2 2019, NI Q3 2019, NI Q4 2019, NI Q1 2020, NI
GDP Q32019 GDP Q4 2019 GDP Q1 2020 GDP Q2 2020

Scottish GDP Scottish GDR Scottish GDP  Regional GVA
Q4 2019 Q12020 Q2 2020 2019, Scottish

GDP Q3 2020

UK GVA Q4 UK GVA Q1 UK GVA Q2 UK GVA Q3
2019 2020 2020 2020

Figure 1: Typical Release Schedule for National and Regional Output Data in the UK

A final element to set out is the typical release calendar for the regional output data. We mimic
this calendar in the design of our out-of-sample exercise. The current release schedule is presented in
Figure [I} We choose to time the estimation of our model each quarter to coincide with the release

of the UK growth rate for the previous quarter: this is approximately in the middle of the following

13



quarter. From Figure [T} we can see that, given the release delays in producing estimates of regional

output growth, there are three quantities of interest that can be produced using our model.

e “Backcasts”™ An estimate of regional growth produced in quarter 7 (say, 2020QQ2) but which
relates to quarter 7 — 2 (say, 2019Q4);

e “Estimates” An estimate of regional growth produced in quarter 7 (say, 2020Q2) but which
relates to quarter 7 — 1 (say, 2020Q1);

e “Nowcasts™ An estimate of regional growth produced in quarter 7 (say, 2020Q2) but which
relates to quarter 7 (say, 2020Q2).

We produce “nowcasts” and “estimates” for each region every time we run the model, but given the
release schedule, we only produce “backcasts” for the English regions and Wales (because, continuing
the example in 2020Q2, we already had estimates of Scottish and Northern Irish growth in 2019Q4,
as these were released in March and April of 2020, respectively). Our “nowcasts” are estimates of
regional growth in the quarter for which we do not yet have official data for the UK as a whole. When
producing our “estimates” and “backcasts,” we already have the official estimate of UK growth for
the corresponding quarter and these data are included in the model. In calculating the factors, we

respect the release calendar for the predictors as set out in Table [T}

4.2 Nowecasting Results: Out-of-Sample Evidence

Having set out the timing convention for the production of our estimates, nowcasts, and backcasts we
now present an evaluation of the performance of our models in estimating regional GVA growth. Our
out-of-sample evaluation period is 2014Q2 through 2021Q4E| We present the results from a number
of different model specifications, as described earlier. These include results from the following three

models:
1. An MF-VAR model (our benchmark model with no short data);
2. An MF-FAVAR model;

3. An MF-FAVAR model, where the VAT data are not included, but all of the other regional

(short) predictors are considered when estimating the factors.

In all cases, we evaluate the accuracy of the point and density nowcasts, estimates, and backcasts
using the root mean square forecast error (RMSFE) and the continuous ranked probability score
(CRPS), respectively. Lower values of each of these metrics indicate improved accuracy.

Table 2 presents the RMSFE metrics by region for each model, namely, the benchmark MF-
VAR and the three factor-augmented MF-VAR models (MF-FAVAR), one for each of the three-
factor estimation algorithms, produced using the adaptive Lasso-asymmetric conjugate prior. Several

conclusions can be drawn from these results.

9Due to the lack of availability of real-time data vintages for our variables, our recursive out-of-sample analysis has
to be “pseudo” real time.
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There is a clear pattern of accuracy improving as we move from our nowcast to our estimates to
our backcasts. This reflects the accumulation of information that takes place between the production
of each of these estimates over a given quarter. However, it is also notable that there is a much
larger improvement in model performance as we go from the nowcast to the estimate, and a smaller
improvement as we move from the estimate to the backcast. This is consistent with the finding in
Koop et al.| (Forthcoming)), and reflects the fact that we know the aggregate (UK) estimate for that
quarter when we produce our regional estimate (but not our regional nowcast). Crucially, it also
reflects the presence of the additional measurement equation (which we refer to as the “cross-sectional
restriction”) relating regional growth to aggregate national growth. Comparing the accuracy of the
models including the additional short indicators set out earlier in this paper against the benchmark
model, we generally see little or no improvement in the accuracy of the estimates or the backcasts.
But there is an improvement in the accuracy of the nowcasts. Adding in the short data then helps.
This conclusion holds across the different factor estimation algorithms (EMPCA, TW, and TP).

These conclusions hold when we evaluate the density nowcasts, estimates, and backcasts in Table
3 using the CRPS. Using Diebold and Mariano| (1995)) tests, we explore whether there are any statis-
tically significant improvements in individual regions using the different MF-FAVAR models. For the
density estimates and backcasts there are no statistically significant improvements, but the density
nowcasts are almost always statistically significantly more accurate. This makes sense and is again
consistent with the existing literature, in particular |Koop et al. (Forthcoming)). It reflects the fact
that the largest improvement in the accuracy of our estimates and backcasts comes from conditioning
directly on the equivalent UK estimate (which itself reflects much of the information contained in the
additional predictors). When we make the prediction of regional growth earlier and, as a result, we
do not yet know the UK outturn for a given quarter, the additional indicators, as captured by the

factors, lead to substantial and statistically significant improvements in the accuracy of our nowcasts.
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Having compared the performance of our FAVAR model to our benchmark MF-VAR, a specific
question arises about the role of VAT data relative to other (short) regional indicators in improving
the accuracy of the regional backcasts, estimates, and nowcasts. In order to explore this issue we re-
ran the MF-FAVAR without the VAT data. The results from this additional exercise are presented in
Tables[d and 5] These show results that are consistent with those presented above; in particular, they
bear the same result relative to the MF-VAR benchmark model, and in some cases, the RMSE/CRPS
estimates are marginally better than those above. This is evidence that these VAT data are not
adding significantly to our ability to nowcast regional GDP relative to our model with other regional
predictors but no VAT data.

To check robustness to our modeling choices, in online Appendix [B] we present additional results
covering cases where: (i) regional factors are not restricted to affect only their own region’s output
but are allowed to affect output in other regions too; (ii) we use a different prior (the adaptive Lasso);
(iii) we use a different lag length in the VAR; (iv) we include a different number of factors in the
model (5 rather than 3); (v) we select which factors to include based on their correlations with UK
output growth rather than on the size of their eigenvalues; (vi) the regional VAT data are assumed
to be available on a more timely basis than currentlyﬂ and (vii) the cross-sectional restrictions are
switched off. Apart from (vii), none of these modeling variants delivers consistent improvements in
the accuracy of our different estimates relative to the results presented in the main paper. Indeed
most do not markedly change the average evaluation metric across regions. The only version of these
results where the evaluation metrics do change more substantially is when we switch off the cross-
sectional restriction. In this case, the accuracy of our estimates (across different models) clearly gets

worse.

10This is a counterfactual simulation exercise, designed to ascertain if the VAT data would be more useful if published
more quickly than at present.
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5 Conclusions

The twin factors of increasing interest in regional economic issues and advances in the availability
of data (including administrative data) have led to the creation of new regional economic predictors
and the promise of being able to better track regional economic activity. In the UK, we have seen
a significant increase in regional economic data over the past decade and, on the administrative
data side, this now includes payroll employment information from the PAYE tax system and VAT
turnover data. While these data may provide an indication of what is happening to regional output,
they are not a direct estimate of it. However, many of these data series could be useful for nowcasting
regional GVA (GDP). A major barrier to doing so in practice is the relatively short time series that
characterize these data that makes their use in many nowcasting models problematic.

In this paper, we apply and test different methods for estimating large VAR models with mixed-
frequency data when some of the indicators included in the VAR only have “short” historical coverage.
We capture the information in the short data by constructing regional factors from the short data
using a well-known (EMPCA) and two more recently developed (TP and TW) algorithms. These
algorithms estimate common factors from data that have missing data at both the beginning and the
end of the sample. We then add these regional factors into a regional MF-VAR, so as to exploit the
putative information in the short data.

We find that the differences across each of the three factor extraction methods are small. It does
not matter which algorithm is used to estimate factors from data sets characterized by a ragged edge
at the beginning, as well as at the end, of the sample. When interest lies in producing “backcasts”
or “estimates” of regional growth (using the nomenclature adopted in this paper), we find that there
is little to be gained from incorporating these additional regional predictors into our model (relative
to our relatively sophisticated benchmark model). When interest instead lies in producing (the more
timely) “nowcasts” of regional output growth, before official data for UK GDP become available, we
do find that there are gains to conditioning regional nowcasts on the factors, irrespective of which
algorithm is used to estimate the factors. This suggests that, in this case, there is some utility in the
short data. But as time passes and information on aggregate (UK-wide) economic activity within the

quarter becomes available, the value of the short regional indicators declines.
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A A Monte Carlo Study Evaluating the Three Factor Extraction
Algorithms With a Ragged Edge at the Beginning of the Sample

We simulate data from the approximate factor model also used in [Baribura and Modugno| (2014])) to

generate data with different patterns of missing data:

y=xt+e=Nofe+- -+ ANsfrs + e,
Je=Afi-1 + u, ug ~ i.i.d.N(0,1,),
€ = Dét_l + Vg, Vg ~ ZZdN(O, (I))

t=1,...,T, where Aj; ~ iid. N(0,1), i¢=1,...,n,j=1,...,rk=0,...,s,
p =] o i=j -

A = . D;;i = 7@”:7.\2 il(1 = a2 7,

& {0, it " {0, it (=) vi;

v = 1%# Yo iy AZ 4, Bi ~ iid. U([0.1,0.9]).

Parameter 7 controls the degree of cross-correlation of the idiosyncratic component. As described
in Banbura and Modugno| (2014)), 7 = 0 satisfies the assumption of a diagonal spectral density matrix
of the idiosyncratic component required for an exact factor model; 7 > 0 violates this assumption,
but satisfies the condition of weak cross-correlation (for an approximate factor model). Parameter
« controls the degree of serial correlation of the idiosyncratic component. Parameter p controls
the degree of persistence of factors. Parameter (3; controls the signal-to-noise ratio for variable i.
Parameter s controls whether the relationship between the factors and the observables is “truly”
dynamic s > 0 or not s = 0.

We then estimate factors on these simulated data using, in turn, the EMPCA, TW, and TP
algorithms. We do so for simulated data that differ on the following dimensions:

(1): Time-series sample lengths, T: T = 50, T' = 100, and T" = 200;

(2): Cross-sectional sizes, n: n =12, n = 32, n = 52, and n = 102;

(3): Values for 7: 7=0,7=0.3, 7= 0.6, and 7 = 0.9;

(4): Number of missing variables: Only the first two variables, i, are assumed to be complete.
The remaining n — 2 variables are generated with missing values.

(5): Fraction of data that are missing at the beginning of the sample: The first 0 percent, first 20
percent, first 40 percent, first 60 percent, or first 80 percent of data are assumed to be missing.

For other parameters, we set them as fixed across different experiments: The true number of
factors » = 2, the degree of persistence of factors p = 0.7, the degree of serial correlation o = 0.5, the
relationship between the factors, and the observables s = 0. Finally, in the estimation procedure, we
set the estimated number of factors as 7 = r.

To assess the precision of the estimates, as in [Banibura and Modugnol (2014)), we use the trace R?

ii



of the regression of the estimated factors (from EMPCA, TW, or TP) on the true ones (as simulated):

~ ~ AN —1 .
Trace (F’F (F’F) F’F)
Trace (F'F) ’

where F' = E; [F | Qr].

Table Al shows the trace R? and the computation time using the EMPCA algorithm. “Not,”
as reported in the table, means that, across the 500 replications, there is at least one replication
where EMPCA does not converge after 5,000 iterations. The convergence criteria is the maximum
percentage change in the variables’ estimates is smaller than 0.001. Table A2 provides analogous
results for TW and TP.

As for the trace R? for the EMPCA, the estimates are less precise for small sample lengths (T = 50
versus 1" = 200), small cross-sections (n = 12 versus n = 102), a mis-specified model (7 = 0.9 versus
7 = 0) in small samples, and a large fraction of missing data.

As for the computation time for the EMPCA, it takes longer for large sample lengths (7' = 200
versus T = 50), large cross-sections (n = 102 versus n = 12), a mis-specified model (7 = 0.9 versus
7 = 0) in small samples, and a large fraction of missing data. But the additional computational burden
is small. However, there were some instances of convergence failures, especially for a mis-specified
model (7 = 0.9 versus 7 = 0) and a large fraction of missing data.

When we compare the trace R? across the EMPCA, TW, and TP algorithms, we find that the

three algorithms all have similar estimation accuracy.
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Table Al: EMPCA: Trace R? and Computation Times (in Seconds), where r = 2

Trace R? EMPCA Computation Time
T n T missing: 0 20% 40% 60% 80% 20%  40% 60%  80%
50 12 0 0.77 0.59 0.53 0.47 0.40 0.19 030 0.23 0.29
50 12 0.3 0.66 049 046 0.41 0.38 0.23 035 027 0.30
50 12 0.6 0.51 0.37 0.34 032 0.35 0.29 041 027 0.32
50 12 0.9 0.49 0.32 031 034 0.34 0.27 034 029 0.34
5 32 0 0.89 0.66 0.54 0.49 0.41 1.27 1.68 166 1.84
50 32 0.3 0.85 0.61 049 0.41 0.40 1.36  1.87 1.83 1.88
50 32 0.6 0.75 048 043 0.40 0.34 1.67 223 204 191
50 32 0.9 0.43 0.32 0.32 0.32 0.31 230 257 216 198
50 52 0 0.91 0.64 0.56 0.47 0.44 2.69 3.63 326 3.11
50 52 0.3 0.89 0.61 0.53 0.43 0.38 335 391 338 3.27
50 52 0.6 0.84 053 045 0.39 0.37 4.03 426 3.62 3.37
50 52 0.9 0.48 0.35 0.28 0.32 0.37 4.89 514 3.97 not
50 102 0 0.94 0.64 0.59 0.46 0.40 9.93 9.70 7.86 not
50 102 0.3 0.92 0.64 0.54 0.44 041 10.03 10.52  8.20 not
50 102 0.6 0.89 0.59 047 0.42 0.37 10.81 11.10  8.47 not
50 102 0.9 0.63 0.36 0.37 0.36 0.36 13.69 12.49 not not
100 12 0 0.82 0.63 0.55 0.43 0.43 0.70 0.8 1.03 0.83
100 12 0.3 0.72 055 046 0.44 0.38 0.78 1.13 1.18 0.87
100 12 0.6 0.48 0.35 0.36 0.34 0.33 1.14 126 123 0.93
100 12 0.9 0.50 0.33 0.35 0.32 0.38 098 112 114 084
100 32 0 0.92 0.65 0.57 0.50 0.45 459 489 471 3.69
100 32 0.3 0.88 0.66 0.54 0.44 0.42 520 599 539 3.72
100 32 0.6 0.79 0.55 046 0.41 0.38 6.10 6.64 597 4.01
100 32 0.9 0.42 0.30 0.28 0.34 0.35 794 750 6.32 not
100 52 0 0.94 0.70 0.58 0.50 0.42 9.79 10.80 not not
100 52 0.3 0.92 0.65 0.52 0.44 0.41 11.40 11.57 not not
100 52 0.6 0.88 0.59 0.53 0.38 0.38 18.37 not not not
100 52 0.9 0.44 030 0.31 0.32 0.35 17.42 not not not
100 102 O 0.96 0.68 0.60 0.47 0.45 29.43 not not not
100 102 0.3 0.95 0.65 0.57 046 0.43 31.30 not not not
100 102 0.6 0.93 0.66 0.52 0.43 0.37 31.87 not not not
100 102 0.9 0.68 042 037 032 0.33 not not not not
200 12 0 0.84 0.63 0.55 0.50 0.45 335 382 379 285
200 12 0.3 0.76 0.57 045 0.43 0.40 4.53 557 479 3.04
200 12 0.6 0.48 0.36 0.37 0.34 0.34 6.02 6.37 538 3.56
200 12 0.9 0.48 0.32 0.34 032 0.35 545 542 4.65 3.23
200 32 0 0.93 0.72 0.57 0.53 0.45 2223 2299 17.19 11.85
200 32 0.3 0.90 0.67 0.55 0.45 0.42 23.98 23.21 19.09 not
200 32 0.6 0.83 0.55 047 0.40 0.35 34.82 28.91 2293 not
200 32 0.9 0.42 0.30 0.30 0.32 0.29 41.70 35.42 not not
200 52 0 0.96 0.78 0.60 0.63 0.52 28.64 39.64 40.00 not
200 52 0.3 0.94 0.53 0.56 0.42 0.46 61.17 29.83 38.05 not
200 52 0.6 0.91 050 046 0.34 0.35 83.58 37.23 not not
200 52 0.9 0.51 0.23 0.22 0.36 0.40 83.58 not not not
200 102 O 0.97 084 0.59 0.71 0.55 114.13 not not not
200 102 0.3 0.97 058 0.65 0.28 0.48 150.03 not not not
200 102 0.6 0.95 0.61 0.49 046 0.50 161.98 not not not
200 102 0.9 0.78 046 0.35 0.33 0.24 not not not not
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Table A2: Trace R?: TW and TP, where r = 2

Trace R2 TW Trace R?2 TP

T n 7 missing: 0 20% 40% 60% 80% missing: 0 20% 40% 60% 80%

50 12 0 0.79 0.69 0.61 048 0.40 0.79 0.71 0.59 049 044
50 12 0.3 0.68 0.61 0.52 042 0.38 0.68 0.62 0.56 0.48 0.42
50 12 0.6 0.52 044 041 035 0.31 048 050 042 0.38 0.35
50 12 09 047 045 039 035 0.29 0.51 0.47 041 037 0.38
50 32 0 0.89 0.78 0.66 0.54 0.40 0.88 0.79 0.68 0.53 0.44
50 32 03 0.86 0.75 0.62 049 0.38 0.84 0.74 0.63 0.51 0.40
50 32 06 0.73 063 0.54 043 0.34 0.73 0.64 0.57 0.44 0.39
50 32 09 042 037 035 029 0.27 0.38 038 0.37 0.35 0.38
50 52 0 091 079 0.67 0.53 0.40 091 0.78 0.67 0.55 0.44
50 52 0.3 0.89 0.78 0.66 0.50 0.39 090 0.78 0.67 0.53 0.41
50 52 0.6 0.84 072 0.57 045 0.31 0.83 0.71 0.60 0.48 0.38
50 52 09 049 042 039 035 0.27 046 0.42 041 039 0.35
50 102 0 0.93 081 0.69 0.54 0.38 092 081 0.70 0.56 0.43
50 102 0.3 091 080 0.67 0.53 0.38 092 0.80 0.69 0.53 043
50 102 0.6 0.90 0.76 0.64 0.46 0.36 0.89 0.76 0.64 0.48 0.39
50 102 0.9 0.65 0.58 0.47 041 0.27 0.65 0.57 0.50 0.42 0.38
100 120 0.83 0.72 0.63 0.53 0.43 083 0.74 0.63 0.54 047
100 12 0.3 0.73 0.64 0.56 047 0.39 0.73 0.66 0.59 0.47 043
100 12 0.6 0.51 047 042 035 0.33 0.49 048 041 039 040
100 12 0.9 0.53 047 039 035 0.34 044 044 044 037 0.32
100 32 0 0.92 081 0.70 0.57 0.46 092 0.82 0.69 0.61 0.46
100 32 0.3 0.89 0.79 0.65 0.54 0.40 0.89 0.78 0.66 0.56 0.42
100 32 0.6 0.80 0.70 0.58 0.44 0.35 0.80 0.71 0.60 0.48 0.39
100 32 0.9 043 038 0.34 030 0.28 0.36 039 0.38 0.35 0.38
100 52 0 094 082 0.71 0.60 0.47 093 083 0.72 0.62 048
100 52 0.3 0.92 081 0.69 0.56 0.40 093 082 0.70 0.56 0.42
100 52 0.6 0.89 0.76 0.64 0.51 0.35 0.88 0.77 0.66 0.52 0.40
100 52 0.9 047 041 038 0.33 0.29 044 049 043 044 0.35
100 102 0 0.96 0.84 0.72 0.58 0.46 096 0.85 0.73 0.62 048
100 102 0.3 0.95 083 0.70 0.55 0.42 095 083 0.71 0.58 0.46
100 102 0.6 0.93 080 0.66 0.54 0.38 093 0.81 0.67 0.53 0.39
100 102 0.9 0.71 0.62 0.51 0.40 0.30 0.70 0.63 0.59 045 0.37
200 12 0 0.84 074 0.65 0.54 047 0.85 0.75 0.65 0.56 0.43
200 12 0.3 0.76 0.68 0.57 0.48 0.40 0.76 0.68 0.58 0.52 0.44
200 12 0.6 0.55 0.45 041 035 0.35 0.54 0.47 046 0.40 0.38
200 12 0.9 0.50 0.44 039 0.35 0.32 049 0.44 041 040 0.37
200 32 0 0.93 083 0.72 0.59 0.48 094 083 0.72 0.62 0.51
200 32 0.3 0.90 0.80 0.67 0.57 0.42 091 0.81 0.70 0.58 0.45
200 32 0.6 0.84 0.75 0.60 0.49 0.38 0.85 0.73 0.63 0.51 0.40
200 32 09 0.37 037 030 0.30 0.26 042 036 0.35 0.36 0.39
200 52 0 0.96 085 0.72 0.62 0.48 095 084 0.73 0.62 049
200 52 0.3 094 082 0.70 0.58 0.47 094 083 0.71 0.60 047
200 52 0.6 091 0.79 0.67 0.53 0.40 090 0.80 0.66 0.53 0.41
200 52 09 040 035 035 0.30 0.24 0.40 0.40 041 043 0.38
200 102 O 097 087 0.74 0.61 0.49 097 086 0.74 0.64 0.51
200 102 0.3 0.96 085 0.73 0.59 0.48 096 085 0.73 0.61 0.49
200 102 0.6 0.95 084 0.69 0.57 0.44 095 083 0.70 0.57 043

200 102 0.9 0.76 0.66 0.55 041 0.31 0.73 0.69 0.56 0.48 0.40




B Nowcasting Results: Robustness Checks

In this appendix, as summarized in the main paper, we provide additional nowcasting results that
provide robustness checks on our main model specification (used in the main paper). Key dimensions
to which we assess the robustness are: 1) Different inclusions of impacts (every region impacting
on all others; 2) different priors (adaptive Lasso prior); 3) different VAR lag lengths (p=4 lags); 4)
a different number of factors (ny = 5); 5) different ways of selecting the factors (according to the
correlation with UK GVA); 6) simulating a reduction in the release delay for the VAT data; and 7)
if the cross-sectional restrictions are switched off.

Results for these 7 robustness checks are presented, in turn, in the following 7 sections.
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1 Allowing Every Region to Impact All Others

Table B1: RMSFE (Multiplied by 100), with Factors Selected Based on the Size of the Eigenvalue

VB MF-FAVAR-full - AL-ACP (p=1 lag, ny=2, VAT lag = 5 months)

F est Prior NE NW York EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 1.69 1.60 1.66 1.70 1.59 1.60 245 1.50 1.52 1.77 1.21 1.29 1.63
Estimate 0.64 0.56 0.63 0.68 046 040 1.12 043 0.62 0.61 0.15 0.32 0.55
Backcast 0.34 0.31 0.38 042 028 026 071 023 035 0.31 - - 0.36
T™W AL-ACP Nowcast 1.70 1.59 1.65 1.68 1.60 1.60 242 150 1.51 1.78 1.20 1.30 1.63

Estimate 0.63 0.56 0.63 0.67 046 040 1.11 042 0.60 0.62 0.15 0.33 0.55

Backcast 0.34 031 038 041 0.28 0.25 0.70 0.22 0.34 0.32 0.36
TP AL-ACP Nowcast 1.71 159 1.65 1.67 160 1.61 241 149 1.50 1.78 1.20 1.30 .

Estimate 0.63 0.56 0.62 0.67 047 040 1.10 041 0.60 0.62 0.15 0.33 0.55

Backcast 0.34 031 0.38 041 0.28 0.26 0.70 0.22 0.35 0.32 - - 0.36

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. % denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.

Table B2: Average CRPS (Multiplied by 100), with Factors Selected Based on the Size of the Eigen-
value

VB MF-FAVAR-full - AL-ACP (p=1 lag, ny=2, VAT lag = 5 months)

F_est Prior NE NW York EM WM EE LON SE SW WA SCOT NI  Average
EMPCA AL-ACP Nowcast 0.86* 0.81* 083 0.84 0.78% 0.79* 1.06* 0.73* 0.78* 0.87* 0.50* 0.57* 0.79
Estimate 0.36 0.31 034 036 029 026 050 027 034 0.35 0.11  0.19 0.31
Backcast  0.20 0.18 020 021 017 015 028 0.15 019 0.19 - - 0.19
W AL-ACP Nowcast 0.86* 0.81*% 0.83 0.83 0.78% 0.79* 1.05% 0.74* 0.78% 0.88*  0.50* 0.58* 0.78
Estimate 0.36 031 033 035 029 026 049 027 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 021 021 017 015 027 015 0.19 0.19 - - 0.19
TP AL-ACP Nowcast 0.87* 0.81* 0.83 0.83 0.78* 0.79* 1.05* 0.73* 0.78% 0.88*  0.50* 0.58* 0.78
Estimate 0.36 031 033 035 030 026 050 026 033 0.36 0.11  0.19 0.31
Backcast  0.20 0.18 020 021 017 015 027 014 019 0.19 - - 0.19

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. % denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.
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2 A Different Prior: Adaptive Lasso (AL) Prior

Table B3: RMSFE (Multiplied by 100), with Factors Selected Based on the Size of the Eigenvalue

VB MF-FAVAR-own - AL (p=1 lag, ny=2, VAT lag = 5 months)

F est Prior NE NW Yook EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL Nowcast 1.74 1.63 1.71 1.70 1.69 1.88 253 180 1.60 1.60 1.20 1.42 1.71
Estimate 0.81 0.52 0.53 0.57 043 049 1.14 049 0.55 0.54 0.16 0.35 0.55
Backcast 0.46 0.28 0.31 0.35 0.27 0.27 0.72 0.24 0.32 0.28 - - 0.35
W AL Nowcast 1.74 1.60 1.70 1.67 1.69 1.86 251 1.77 1.60 1.58 1.20 1.40 1.69
Estimate 0.81 0.51 0.53 0.56 0.44 0.50 1.13 0.49 0.55 0.54 0.16 0.35 0.55
Backcast 0.45 0.27 031 0.34 0.27 0.27 0.72 0.24 0.32 0.28 - - 0.35
TP AL Nowcast 1.74 1.61 1.65 1.65 1.67 1.86 253 1.79 1.57 1.60 1.20 1.39 1.69
Estimate 0.80 0.52 0.54 0.58 0.43 0.50 1.15 0.49 0.56 0.54 0.16 0.34 0.55
Backcast 0.45 0.27 032 0.36 0.27 0.27 0.72 0.24 0.33 0.28 - - 0.35

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10
significance level using a two-sided Diebold and Mariano (1995) test.

Table B4: Average CRPS (Multiplied by 100), with Factors Selected Based on the Size of the Eigen-
value

VB MF-FAVAR-own - AL (p=1 lag, ny=2, VAT lag = 5 months)

F_est Prior NE NW  York EM WM EE LON SE  SW WA SCOT NI Average
EMPCA AL Nowcast 0.84 0.81* 0.86* 0.88 0.83* 0.81* 1.10* 0.87% 0.88 0.86* 0.52 0.62* 0.82
Estimate 0.41 0.30 0.31* 0.35* 029 0.25 0.51 0.30* 0.36 0.35 0.11  0.19 0.31

Backcast 0.24 0.17 0.18 0.21* 0.17 014 028 0.16 0.21* 0.19 - - 0.19

0.82

™ AL Nowcast 0.85 0.80* 0.85* 0.87 0.83* 0.81* 1.10* 0.86* 0.88 0.85* 0.52 0.62* 0.31
Estimate 041 029 032 035 029 025 051 030% 0.35 0.35 0.11  0.20 0.19

Backcast 0.24 0.16 0.18 021 0.17 0.14 028 0.16 021 0.19 - -

TP AL Nowcast 0.85 0.80* 0.84* 0.86 0.82* 0.81* 1.10* 0.86* 0.87 0.86* 0.52 0.61* 0.82
Estimate 0.41 0.30 0.32* 0.35* 0.29 0.25 051 0.30%* 0.36 0.35 0.11  0.19 0.31
Backcast 0.24 0.16 0.19 0.21* 0.17 0.14 028 0.16 0.21* 0.19 - - 0.19

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10
significance level using a two-sided Diebold and Mariano (1995) test.
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3 A Different VAR Lag Length: p—=4 Lags

Table B5: RMSFE (Multiplied by 100), with Factors Selected Based on the Size of the Eigenvalue

VB MF-FAVAR-own - AL-ACP (p=4 lags, ny=2, VAT lag = 5 months)

F est Prior NE NW York EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 1.87 1.69 1.86 198 1.71 1.76 267 1.69 1.68 1.88 1.35 1.43 1.80
Estimate 0.74 0.58 0.84 1.06 0.59 041 1.18 044 0.73 0.63 0.16 0.34 0.64
Backcast 0.40 0.33 0.50 0.66 0.36 0.27 0.75 021 044 0.32 - - 0.42
T™W AL-ACP Nowcast 1.88 1.70 185 198 1.70 1.76 2.66 1.69 1.69 1.88 1.35 1.43 1.80
Estimate 0.75 0.59 0.84 1.06 0.58 041 1.18 044 0.73 0.63 0.16 0.34 0.64
Backcast 0.40 0.33 0.51 0.66 0.36 0.27 0.75 0.21 0.44 0.32 - - 0.43
TP AL-ACP Nowcast 1.87 1.70 185 199 171 1.76 266 170 1.69 1.88 1.35 1.43 1.80
Estimate 0.74 059 0.84 1.05 0.59 041 117 044 0.73 0.63 0.16 0.34 0.64
Backcast 0.40 033 0.50 0.66 0.36 0.27 0.74 0.21 0.44 0.32 - - 0.42

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. % denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.

Table B6: Average CRPS (Multiplied by 100), with Factors Selected Based on the Size of the Eigen-
value

VB MF-FAVAR-own - AL-ACP (p=4 lags, ny=2, VAT lag = 5 months)

F_est Prior NE NW Yok EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 094 086 095 099 086 087 121 0.85 0.86 0.92* 0.59 0.64 0.88
Estimate 0.41 0.32 0.43* 0.52*% 0.34 027 054 0.27 0.38% 0.36 0.11  0.19 0.35
Backcast 0.23 0.19 026 032 020 016 031 0.15 023 0.19 - - 0.22
™™ AL-ACP Nowcast 094 086 094 099 085 0.87 120 0.85 0.86 0.92* 0.59 0.64 0.88
Estimate 0.41 0.32 0.43* 0.52% 0.34 027 054 0.27 0.38% 0.36 0.11 0.19 0.34
Backcast 0.23 0.18 026 032 020 016 031 0.15 023 0.19 - - 0.22
TP AL-ACP Nowcast 094 086 094 099 085 0.87 120 0.85 0.86 0.92* 0.59 0.64 0.88
Estimate 0.40 0.32 0.43* 0.52% 0.34 027 054 0.27 0.38% 0.36 0.11  0.19 0.34
Backcast 0.23 0.19 026 032 020 016 030 0.14 023 0.19 - - 0.22

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. * denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.
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4 A Different Number of Factors: ny =5 factors

Table B7: RMSFE (Multiplied by 100), with Factors Selected Based on the Size of the Eigenvalue

VB MF-FAVAR-own - AL-ACP (p=1 lag, ny=5, VAT lag = 5 months)

F_est Prior NE NW York EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 1.69 161 167 171 160 163 246 152 1.53 1.82 1.24 1.36 1.65
Estimate 0.62 0.55 0.63 0.67 045 040 110 041 0.59 0.62 0.15 0.33 0.55
Backcast 0.34 0.31 038 042 028 025 0.70 022 035 0.32 - - 0.36
™W AL-ACP Nowcast 1.71 1.62 168 1.71 161 164 245 153 154 1.82 1.23 1.37 1.66
Estimate 0.61 0.56 0.63 0.67 0.45 040 111 041 0.59 0.62 0.15 0.34 0.55
Backcast 0.33 0.31 038 042 028 026 0.70 022 035 0.32 - - 0.36
TP AL-ACP Nowcast 1.71 1.61 1.66 1.70 1.60 1.63 244 154 153 1.82 1.23 1.36 1.65
Estimate 0.62 0.56 0.62 0.67 046 040 1.10 042 0.60 0.63 0.15 0.34 0.55
Backcast 0.34 0.31 038 0.41 028 025 0.70 022 0.35 0.32 - - 0.36

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. * denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.

Table B8: Average CRPS (Multiplied by 100), with Factors Selected Based on the Size of the Eigen-

value

VB MF-FAVAR-own - AL-ACP (p=1 lag, ny=5, VAT lag = 5 months)

F_est Prior NE NW  York EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 0.86* 0.81*% 0.84 0.84 0.78* 0.79* 1.06* 0.74* 0.79* 0.88*  0.50* 0.59* 0.79
Estimate 0.36 031 034 03 029 026 049 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 020 021 017 015 027 014 019 0.19 - - 0.19
™ AL-ACP Nowcast 0.86* 0.81*% 0.84 0.84 0.79* 0.79* 1.05% 0.75% 0.79* 0.89* 0.50* 0.59* 0.79

Estimate 0.35 031 033 03 029 026 050 026 033 0.36 0.11  0.19 0.30

Backcast  0.20 0.18 020 021 017 015 027 014 019 0.19 0.19
TP AL-ACP Nowcast 0.87* 0.81*% 0.83* 0.84 0.78% 0.79% 1.05% 0.74* 0.79* 0.89* 0.50* 0.59* 0.79
Estimate 0.36 0.31 033 0.35% 029 026 050 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 020 021 017 015 028 014 019 0.19 - - 0.19

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. * denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.



5 Selecting the Factors Based on their Correlation with UK GDP
Growth

Table B9: RMSFE (Multiplied by 100)

VB MF-FAVAR-own - AL-ACP (p=1 lag, ny=2, VAT lag = 5 months)

F est Prior NE NW York EM WM EE LON SE SW WA SCOT NI Average
EMPCA AL-ACP Nowcast 1.70 1.63 168 1.73 1.61 164 245 153 1.55 1.83 1.24 1.36 1.66
Estimate 0.62 0.55 0.63 0.68 0.46 0.40 1.10 0.41 0.60 0.62 0.15 0.34 0.55
Backcast 0.33 0.31 0.38 042 0.28 0.25 070 0.22 0.35 0.31 - - 0.36
™ AL-ACP Nowcast 1.71 1.63 1.67 1.70 1.62 1.63 244 1.53 1.54 1.83 1.24 1.37 1.66
Estimate 0.62 0.56 0.63 0.67 0.46 040 1.10 041 0.59 0.62 0.15 0.34 0.55
Backcast 0.33 0.31 0.38 0.41 0.28 0.25 0.70 022 0.35 0.32 - - 0.36
TP AL-ACP Nowcast 1.72 1.63 1.67 170 1.61 1.64 243 154 153 1.84 1.23 1.36 1.66
Estimate 0.62 0.55 0.62 0.67 0.45 040 1.09 041 0.59 0.64 0.15 0.34 0.55
Backcast 0.33 0.31 0.38 0.41 0.27 0.25 0.69 022 0.35 0.32 - - 0.35

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. % denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.

Table B10: Average CRPS (Multiplied by 100)

VB MF-FAVAR-own - AL-ACP (p=1 lag, ny=2, VAT lag = 5 months)

F_est Prior NE NW York EM WM EE LON SE  SW WA SCOT NI  Average
EMPCA AL-ACP Nowcast 0.87* 0.81* 0.84 0.85 0.79*% 0.79* 1.05% 0.75% 0.80* 0.88*  0.50* 0.59* 0.79
Estimate 0.36 031 034 035 029 02 049 026 033 0.35 0.11 0.19 0.30
Backcast  0.20 0.18 020 0.21 017 015 027 014 019 0.19 - - 0.19
™ AL-ACP Nowcast 0.87* 0.82* 0.84 0.84 0.79* 0.79* 1.05*% 0.74* 0.80* 0.88* 0.50* 0.59* 0.79
Estimate 0.36 031 034 035 029 02 049 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 021 0.21 017 015 027 014 019 0.19 - - 0.19
TP AL-ACP Nowcast 0.87* 0.81*% 0.83 0.84 0.79* 0.79*% 1.04* 0.74* 0.79* 0.89*% 0.50* 0.59* 0.79
Estimate 0.36 031 033 035 029 026 049 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 0.20 021 017 015 027 014 0.19 0.19 - - 0.19

Notes: AL-ACP means Adaptive Lasso - Asymmetric Conjugate Prior. * denotes rejection of the null of equal forecast
accuracy against the benchmark MF-VAR model at the 0.10 significance level using a two-sided Diebold and Mariano (1995) test.
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6 Simulating a Reduction in the Release Delay for the Regional VAT
Data

Table B11: RMSFE (Multiplied by 100)

Benchmark MF-VAR
NE NW Yook EM WM EE LON SE SW WA SCOT NI  Average

Nowcast 2.84 182 210 1.87 196 208 3.35 1.80 1.72 246 1.63 1.71 2.11
Estimate 0.84 048 054 058 041 038 1.21 040 0.57 0.68 0.16 0.38 0.55
Backcast 0.42 030 035 0.36 0.26 027 0.79 0.19 031 0.34 - - 0.36

MF-FAVAR: w/ VAT and lag=1 month

EMPCA Nowcast 1.70 1.62 1.67 1.71 1.61 1.63 245 153 154 1.82 1.24 1.37 1.66
Estimate 0.62 0.55 0.62 0.67 045 041 1.10 041 0.59 0.62 0.15 0.34 0.55
Backcast 0.33 031 038 042 027 026 070 0.22 0.35 0.31 - - 0.35
™ Nowcast 1.72 164 166 172 1.61 1.64 244 154 153 1.82 1.23 1.36 1.66
Estimate 0.63 0.55 0.62 0.68 0.46 041 1.10 0.42 0.59 0.62 0.15 0.34 0.55
Backcast 0.33 0.31 0.38 042 0.28 0.26 0.70 0.22 0.35 0.32 - - 0.35
TP Nowcast 1.71 1.62 165 1.70 1.61 1.63 244 154 154 1.83 1.23 1.36 1.66
Estimate 0.63 0.55 0.62 0.66 046 040 1.10 0.42 0.59 0.63 0.15 0.33 0.55
Backcast 0.34 031 0.38 041 0.28 025 0.70 0.22 035 0.32 - - 0.36

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10
significance level using a two-sided Diebold and Mariano (1995) test.

Table B12: Average CRPS (Multiplied by 100)

Benchmark MF-VAR
NE NW  York EM WM EE LON SE SW WA SCOT NI  Average

Nowcast  1.21 087 099 091 089 091 1.23 084 086 1.07 0.61  0.72 0.93
Estimate 0.43 029 031 033 027 026 051 026 032 037 0.11  0.20 0.30
Backcast  0.23 0.17 019 0.19 0.16 015 028 014 0.18 0.20 - - 0.19

MF-FAVAR: w/ VAT and lag=1 month

EMPCA Nowcast  0.86* 0.81* 0.84 0.84 0.79* 0.79* 1.05* 0.74* 0.79* 0.88* 0.50* 0.60* 0.79
Estimate 0.36 031 033 036 029 026 049 026 033 0.36 0.11  0.19 0.30

Backcast  0.20 0.17 020 0.21 017 015 027 014 019 0.19 - - 0.19
™ Nowcast  0.87* 0.82* 0.84 0.85 0.79* 0.80* 1.05* 0.75* 0.79* 0.89*  0.50* 0.59* 0.79
Estimate 0.36 031 033 035 029 027 049 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 020 021 017 015 027 014 019 0.19 - - 0.19
TP Nowcast ~ 0.87* 0.81*% 0.83* 0.84 0.79* 0.79*% 1.05* 0.74* 0.79* 0.89* 0.50% 0.59* 0.79
Estimate 0.36 031 033 035 029 026 049 026 033 0.36 0.11  0.19 0.30
Backcast  0.20 0.18 020 0.21 017 015 027 014 019 0.19 - - 0.19

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10
significance level using a two-sided Diebold and Mariano (1995) test.
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7 Switching Off the Cross-Sectional Restrictions

Table B13: RMSFE (Multiplied by 100)

Benchmark MF-VAR without cross-sectional restrictions

NE NW York EM WM EE LON SE SW WA SCOT NI Average

Nowcast 2.52 2.15 233 212 228 214 1.81 217 211 1.84 1.97 1.72 2.10

Estimate 149 145 147 136 141 134 1.11 141 138 1.09 0.69 0.79 1.25

Backcast 0.84 089 0.88 0.83 081 085 0.61 0.83 0.80 0.66 - - 0.67
MF-FAVAR: no VAT data

Nowcast 2.25 193 225 213 217 195 1.67 201 207 1.77 1.95 1.73 1.99

Estimate 1.28 1.30 1.39 1.35 133 120 1.00 1.27 1.32 0.97 0.68 0.76 1.15

Backcast 0.71 0.79 0.81 0.80 0.74 0.75 053 0.73 0.74 0.55 - - 0.60
MF-FAVAR: with VAT data

Nowcast 2.17 2.02 222 228 241 215 1.62 215 2.15 1.58 1.62 1.42 1.98

Estimate 1.27 1.31 140 143 145 133 097 136 136 0.85 0.69 0.66 1.17

Backcast 0.69 081 0.83 085 081 081 052 0.81 080 045 - - 0.62
MF-FAVAR: with VAT data and lag=1 month

Nowcast 2.17 2.02 223 229 241 215 162 214 214 1.59 1.62 1.43 1.98

Estimate 1.27 1.31 140 143 146 133 097 136 136 0.84 0.69 0.67 1.17

Backcast 0.69 081 0.83 0.8 081 081 052 0.81 081 045 - - 0.62

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10 significance
level using a two-sided Diebold and Mariano (1995) test. All models do not have the cross-sectional restrictions imposed.
All factors are estimated using the TP approach.
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Table B14: Average CRPS (Multiplied by 100)

Benchmark MF-VAR without cross-sectional restrictions

NE NW York EM WM EE LON SE SW WA SCOT NI  Average
Nowcast  1.21 1.07 110 1.01 1.08 1.03 093 1.05 099 094 0.74  0.73 0.99
Estimate 0.68 0.62 0.62 058 0.61 057 052 0.60 0.57 0.52 021 0.32 0.54
Backcast  0.38 034 036 033 033 031 029 034 034 0.30 - - 0.28

MF-FAVAR: no VAT data

Nowcast 1.09  0.95* 1.04 097 099 090 0.84 094 095 0.87 0.72  0.70 0.91
Estimate 0.61 0.55 058 0.55 057 050 046 0.53 0.52 047 0.21  0.31 0.49
Backcast  0.33 030 034 032 031 027 025 030 031 0.27 - - 0.25

MF-FAVAR: with VAT data

Nowcast 1.05* 098 1.03 1.06 1.15 1.02 0.85% 1.02 1.01 0.83* 0.64 0.64* 0.94
Estimate 0.60* 0.58 0.61 0.62 0.64 0.58 0.49* 0.59 0.59 0.45*% 0.21  0.29 0.52
Backcast  0.33 033 035 035 034 032 027 034 034 025 - - 0.27

MF-FAVAR: with VAT data and lag=1 month

Nowcast 1.05%* 098 1.04 106 1.15 1.02 0.85% 1.02 1.01 0.83* 0.64 0.64* 0.94
Estimate 0.60* 0.58 0.61 0.62 0.64 0.58 0.49* 0.59 0.59 0.45*% 021 0.29 0.52
Backcast  0.33 033 035 035 034 032 027 034 034 025 - - 0.27

Notes: * denotes rejection of the null of equal forecast accuracy against the benchmark MF-VAR model at the 0.10 significance
level using a two-sided Diebold and Mariano (1995) test. All models do not have the cross-sectional restrictions imposed. All
factors are estimated using the TP approach.

Xiv



	Federal Reserve Bank of Cleveland Working Paper Series
	Incorporating Short Data into Large Mixed-Frequency VARs for Regional Nowcasting
	Introduction
	The Data
	Regional Output Growth Data
	Regional Indicators: Short and Long Data

	Econometric Methods
	Notation and Data Availability
	The MF-FAVAR
	Constructing Regional Factors with Short Data
	EMPCA
	TW
	TP
	Monte Carlo Evaluation of the Three Factor Algorithms


	Regional Nowcasting with the MF-FAVAR
	Design of the Nowcasting Exercise and Specification Choices
	Nowcasting Results: Out-of-Sample Evidence

	Conclusions
	References
	A Monte Carlo Study Evaluating the Three Factor Extraction Algorithms With a Ragged Edge at the Beginning of the Sample
	Nowcasting Results: Robustness Checks




