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Yield Curve
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Does the yield curve’s ability to predict future output and reces-
sions differ when interest rates and inflation are low, as in the
current global environment? We explore the issue using histori-
cal data going back to the 19th century for the US. This paper is
similar in spirit to Ramey and Zubairy (2018) who look, at the
government spending multiplier in times of low interest rates. If
anything, the yield curve tends to predict output growth better in
low interest rate environments, though this result is stronger for
RGDP than for IP.
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I. Introduction

Does the yield curve’s ability to predict future output and recessions differ when
interest rates are low, as in the current global environment? Despite a variety of
work that examines the predictive content of the yield spread accounting for the
level of rates (Ang, Piazzesi, and Wei, 2006), monetary policy (Cooper, Fuhrer,
and Olivei, 2020), and the persistence of inflation (Benati and Goodhart, 2008),
this question remains open. Using historical data on the low inflation, low
interest rate environments of the late 1800s, the 1930s and the 1940s, and the
period following the 2007-2008 financial crisis, a series of predictive regressions
and encompassing tests shows that the yield curve contains information about
future IP and real GDP in low rate environments, though the evidence is stronger
for the quarterly data.

The yield curve inversion in the summer and fall of 2019 gave the matter re-
newed urgency. As it turns out, this inversion did foreshadow a recession in
2020, though some may think that the advent of COVID-19 made this example
a coincidence. In fact, the monetary policy response to the pandemic makes the
question particularly relevant, with expectations of an extended period of rates
at the effective lower bound, quantitative easing, and even possible yield curve
control (Belz and Wessel, 2020). We bring historical evidence to bear on this
question, and find that the yield curve often, but not always, can predict output
in three low interest rate environments since the 1870s. Though using very dif-
ferent techniques and asking different questions, this paper is similar in spirit to
Ramey and Zubairy (2018), who look at the government spending multiplier in
times of low interest rates.

In our data set, the US has had three extended periods of low inflation and
low interest rates: during the secular price decline of 1870–1897, in the 1930s
and 1940s, and in the years during and following the Great Recession. (the post-
pandemic period, though undoubtedly one of low rates, does not yet count as
extended, in our mind). These episodes stand out in Figure 1, which plots the
two short rates we use: the commercial paper rate and the target fed funds rate.
Ramey and Zubairy (2018) look for episodes when interest rates are near the
zero lower bound or times of “extended monetary accommodation,” which they
define as either very low rates or when rates “stay constant rather than follow
the Taylor rule.” They find that this happens in two periods: 1932Q2–1951Q1
and 2008Q4–2015Q4. We compare the predictive content of the yield curve in
and out of these low rate periods, and although the exact results depend on the
time period and data set used, in general the yield curve shows predictive power
even in low rate environments.

This paper contributes to the literature in several ways. First, it contributes
to our understanding of how the yield curve predicts output in low interest rate
environments. Fendael, Mai, and Mohr (2019) directly address the issue; relative
to them, we look at future output, instead of recessions; we look at the US, instead
of the EU; and we use data from 1876–2021, instead of 2001–2017. Concentrating
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on low rates is in turn a special case of whether the level or the slope of the yield
curve predicts output. Plosser and Rouwenhorst (1994) find that the slope of
the term structure has information beyond short-term rates, as did Estrella and
Mishkin (1997). Ang, Piazzesi, and Wei (2006) find that the predictive content
of the spread resides in the short rate, but Bordo and Haubrich (2008b) add in a
short rate separately and find that the yield curve still matters. Liu and Moench
(2016) find that in-sample, adding the short rate does not help predict recessions,
but out-of-sample, it can. Bauer and Mertens (2018) include the natural level
of real interest rates, r∗, but find it has little impact on predictions. In turn,
considering low rate periods is related to the question of how monetary regimes
affect the predictive ability of the yield curve: Bordo and Haubrich (2008a,b) have
suggested that the monetary regime may play a role, Giacomini and Rossi (2006)
provide evidence that changes in monetary policy have led to breakdowns in
predictive accuracy, and Benati and Goodhart (2008) show that changing inflation
persistence matters, a finding that has extensive overlap with the first question,
as short rates are often used as an indicator of monetary policy. These are all
part of the rich literature that documents and explains the predictive ability of
the yield curve; see the surveys by Estrella (2005), Wheelock and Wohar (2009)
and Haubrich (2021). As such it also contributes to understanding the economics
of low interest rate environments, as in Ramey and Zubairy (2018), Sims and Wu
(2020), and Eggertsson and Woodford (2003).

The rest of the paper is structured as follows: Section II describes the empirical
techniques used, and Section III describes the data. Section VII describes the
results, and Section V includes robustness tests and Section VI concludes.
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II. Empirical Strategy

We test for predictive content by running a series of in-sample and pseudo-out-
of-sample predictive regressions, using quarterly real GDP and monthly industrial
production as the output variables. The literature has used both approaches,
and we can do no better than to quote Rossi (forthcoming) on the comparative
advantages of each:

Indeed, evaluating models’ performance in-sample faces the risks
of over-fitting, data snooping and lack of robustness to the presence of
instabilities: evaluating models in terms of their out-of-sample fore-
casting ability helps alleviate these problems. On the other hand,
Diebold (2015) argues in favor of a more cautionary use of forecast
tests: while they are appropriate for evaluating forecasts, they may
not always be the best option for evaluating specific features of a
model, as they may involve a loss of power

In our case, in-sample has the added advantage that we can use the early defla-
tionary period at the start of our data. In the pseudo-out-of-sample or rolling
regression results, the initial estimation period covers most of the initial defla-
tionary period, which is lost to the out-of-sample results.

Historically, the literature has used both approaches: Estrella and Hardouvelis
(1991) use both in-sample and (pseudo) out-of-sample regressions, as did Harvey
(1988) and Chinn and Kucko (2015). Hamilton and Kim (2002), Rudebusch,
Sack and Swanson (2007), Benati and Goodhart (2008) and McMillan (2021) all
use in-sample techniques (although they are econometrically sophisticated along
other dimensions).

A. In-Sample

In-sample, we start with a regression of future growth against past growth,
the yield curve, and a short rate. This provides a baseline for the predictive
ability of the yield curve, and is particularly important in our case, because
to create historically consistent series, we end up using somewhat non-standard
term spreads (these particular spreads have appeared in the literature, but not as
commonly as the 10-year three-month Treasury spread). Equation (1) describes
the in-sample basic predictive regression, where yt denotes the measure of output
growth, Spread stands for the particular yield spread used and Short denotes the
short-term interest rate used, with k denoting the lags used.

(1) yt = α+ βyt−k + γSpreadt−k + δShortt−k + εt

The lagged output is to see if the specification can at least do better than a
random walk alternative. The short rate aims to control for the possible impact
of monetary policy, and for the possibility that the predictive ability of the yield
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curve lies in its level, not its slope. We then account for the effects of low interest
rate environments in two ways. First, we add a dummy δL for low interest rate
periods and an interaction between the low rate dummy and the spread. The
dummy and interaction terms are to directly test if things look different in a low
rate environment, allowing for changes in both the level and the slope. Equation
(2) shows this.

(2) yt = α+ βyt−k + γSpreadt−k + δShortt−k + δL + δL × Spreadt−k + εt

Second, we use a set of in-sample regressions to split the sample into periods
of high rates and low rates. This has the advantage of allowing the coefficients
on output and the short rate to vary across time, and does not impose the same
coefficients on the yield curve variables across samples.

B. Pseudo Out-of-Sample

In-sample regressions use all the available data, but can be misleading if the
underlying relationship shifts over time, as technology, financial practices, and
regulations develop. A standard alternative is a rolling regression, where the sam-
ple changes over time. Thoma (1994) champions the forward expanding window
(though he calls it a rolling window) which expands the window by adding suc-
cessive observations, making the window larger as later observations are included.
We prefer the rolling window, used by Swanson (1998), which keeps the window
the same size by dropping observations at the beginning as later observations are
added (hence the term rolling).

We can also formally test for the impact of low rate environments using tests
from a recent paper by Odendahl, Rossi, and Sekhposyan, (2021). That paper
presents several tests of forecast ability with state dependence, whereas in our
case the state dependence is on the level of the short-term interest rate. Broadly
speaking, their procedure first compares two forecasts to determine if a challenger
forecast is more accurate than a base forecast. If it is, the procedure then fits a
non-linear model to see if the forecast performance is a function of a conditioning
variable, with the specification usually being some sort of threshold model, with
the threshold endogenously determined. In our case, we compare the rolling out-
of-sample predictions from equation (1) with the predictions from

(3) yt = α+ βyt−k + γSpreadt−k + +δL + δL × Spreadt−k + εt

Letting f
(1)
t=h|t,1 denote the first or base forecast, and f

(2)
t=h|t,1 denote the challenger
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forecasts, then the forecast errors are

εt=h|t,1 = Yt+h − f
(1)
t=h|t,1(4)

εt=h|t,2 = Yt+h − f
(2)
t=h|t,1,(5)

Using squared errors as the loss function, Lt=h|t,i = ε2t+h|t,i for i = 1, 2 allows

us to then define the loss differential as Lt = ∆Lt+h|t = Lt+h|t,1 − Lt+h|t,2. The
“local” or state-contingent forecasting performance is estimated as a non-linear
model of the loss differential, in this case a threshold model of the difference in
squared errors between the two models.

(6) E∆(Lt+h|t|St) = α+ θ1(St > γ).

A positive and significant value for α indicates that the second model has better
forecast ability than the first.1. If the predictive ability of the second forecast is
sensitive to the state St, then θ will be significant and large relative to α.

Just because one model forecasts more accurately does not mean that the sec-
ond model has no additional information. Tests for encompassing look at whether
the competing forecast contains any useful information beyond the preferred fore-
cast (e.g., whether the preferred forecast “encompasses” the competing forecast).
Rejecting encompassing means there is useful information in the competing fore-
cast. We look at whether equation (1) encompasses equation (2), that is, if a
regression with lagged output and the short rate encompasses a regression that
also includes the yield curve. Encompassing is a stricter test than predictive
accuracy. Reformulating Lt as

(7) Lt = ε2t+h|t,1 − εt+h|t,1εt+h|t,2

allows the ORS procedure to test for encompassing.
Formal comparisons of the yield curves’ predictive accuracy have been around

for a while, with Dotsey (1998), Moneta (2005), and of course Chinn and Kucko
(2015), among others, using the Diebold-Mariano test. Tests of encompassing are
more rare, but were used effectively by Giacomini and Rossi (2006) in their study.

III. Data

We look at the question using both quarterly real GDP data and monthly in-
dustrial production data. GDP is the more comprehensive measure of output and
the data go back further in time. IP is noisier, more variable, and its relation-
ship to GDP varies over time. The GDP component that most closely matches

1A positive intercept indicates that the average differential is positive, which means the base forecast
has higher squared errors on average.
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IP (BEAhttps://www.bea.gov/help/faq/73) has decreased from 51.8 percent of
GDP in 1947 to 29.5 percent in 2020 ( FRED (A353RC1Q027SBEA)/GDP). IP
has the advantage of being monthly, however.

Quarterly data. — For quarterly data, we produce a reasonably consistent
data set that extends into the late 19th century. Looking at early data provides
a richer set of monetary regimes, including the gold standard and a time without
a central bank, but it also presents challenges. We start with the quarterly data
set of Balke and Gordon (1986), which covers 1875-1983, extended with the data
from Ramey and Zubairy (2018), which we further extend to 2021. For output we
use quarterly year-over-year real GNP/GDP growth, 1876:Q1–2021:Q1. A major
challenge is that a risk-free Treasury yield curve is not reliably available, both
because Treasury bills did not become standard until the 1920s, and because it was
not obvious that even longer-term Treasuries were the risk-free benchmark—for
most of the 19th century, railroad bonds had at least as great a claim. Following
Balke and Gordon (1986), we use the spread difference between the Baa corporate
bond rate and the commercial paper rate. Though neither yield is risk free, it is
hoped that their risk premiums will be roughly comparable; for more discussion
see Bordo and Haubrich (2008a). Figure 2 plots the Baa-cp and the 10-year 3-
month spreads, and for the half century in which they overlap, the correlation
between them is 90 percent. Over this period there is not an obvious interest
rate that can count as the monetary policy rate; indeed, for much of the period,
the United States did not have a central bank. We use the short rate as a rough
equivalent, as a proxy for the stance of conditions in the money market.

See the data appendix for additional details on construction.
For periods of low rates, we start with the period of secular price decline, which

Bordo, Landon-Lane and Redish (2009) put as 1870–1896, and we extent the
period slightly to 1897:Q2, when, according to our data, the secular price decline
ends, though we note there is some disagreement about inflationary expectations
after greenbacks became convertible in 1879 (Calomiris, 1993). For later periods,
we use the definition of Ramey-Zubairy (2018), 1932:Q2 to 1951:Q1 and 2008:Q4
to 2015:Q4, translated for monthly data as 1932 April to 1951 March, and 2008
October to 2015 December. The FOMC increased the lower bound of the target
federal funds range above zero on December 16, 2015, so we judge the Ramey-
Zubairy ending date as appropriate. Post-COVID, the FOMC again lowered rates
to the zero lower bound in April 2020, which remained in effect as of November
2021. These periods are clearly visible in Figure 1, which plots the commercial
paper rate and the target fed funds rate. The US experience with yield curve
control lasted from 1942 to 1951, with caps on Treasury bills ending in July 1947
and caps on longer rates expiring with the Treasury-Fed Accord of February 1951
(Garbade, 2020). Thus the yield curve control period is contained in the period
of low rates, and we cannot distinguish between their effects.
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Monthly data. — Monthly industrial production data begin in 1919, and that
forms the start of our data, and we use year-over year growth. To provide a
consistent series at the short end of the yield curve, we use a monetary policy rate.
This differs from the 3-month or two-year Treasury yield most commonly used
in post-WWII data, but it has its precedents: the early paper of Laurent (1988)
looked at the 20-year Treasury FFR spread, Stock and Watson (2003) looked at
a long-overnight spread, and in 2005 the Conference Board added the difference
between the 10-year Treasury note and the fed funds rate to its index of leading
economic indicators (Zarnowitz and Lee, 2005). For the policy rate, we initially
use the discount rate from the Federal Reserve Bank of New York, available since
1914. Before the New Deal reforms, discount rates at Federal Reserve District
banks varied, but New York, as the financial center of the nation, is the most
obvious single rate to choose. In February of 1963, we start using the effective
federal funds rate (EFFR), which in that month coincidentally(?) is at the same
rate as the discount rate. The EFFR has a better claim to being a representative
short rate, and using it also avoids dealing with the change in discount window
policy in 2003, when the adjustment credit program, extended at a below market
rate, was replaced by the primary credit program, set at a penalty rate above
the federal funds rate. This was not a change in the stance of monetary policy,
but rather in the administration of the discount window (Madigan and Nelson,
2002). For robustness we also use the discount rate up until the present, and note
that the two series move closely together: the correlation in the overlap period is
0.97. For long rates we use long-term Treasury bonds, putting together several
surprisingly consistent series. This gives us just over a century of monthly data,
from 1919 to 2021.

Summary Statistics are in Table 1.

IV. Results

We end up with four separate sets of results, in and out-of-sample, for IP and
GDP. Though patterns emerge, the results are not all identical.

A. Quarterly in-sample results

The long quarterly data set lets us look at the US economy before there was a
Federal Reserve System, and also lets us look at an extended deflationary envi-
ronment, albeit one under the gold standard.

Table 2 presents the results of the full sample in sample predictive regressions
for quarterly real GNP. In the regression with lags of RGDP, the short rate and
the spread, the spread is significant. Accounting for low rate environments no-
ticeably improves the R2, and while the spread by itself is no longer significant,
the interaction is highly significant and positive: the F-test for both LOW (the
dummy for low rate periods) and lospread (the interaction between low rate peri-
ods and the level of the short rate) being zero is 7.11, significant at the 1 percent
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Table 1—Summary Statistics

Quarterly data

Series Obs Mean Std Error Minimum Maximum

RGDPGROW 581 0.047 0.083 -0.336 0.341
CP 581 4.60 2.77 0.19 16.21

BAA 581 6.69 2.44 0.00 17.11

SPREAD 581 2.09 1.96 -6.54 8.50
RGROW 581 4.74 8.34 -33.61 34.12

LOSPREAD 581 0.79 1.73 -3.40 8.50

Monthly data

Series Obs Mean Std Error Minimum Maximum

SPLICEDLONGRATE 1226 4.77 2.59 0.623 14.14

DISCOUNT 1226 3.78 2.66 0.25 14.00
IP 1225 45.50 35.05 3.74 112.05

CPI 1226 86.06 80.08 12.60 263.01

EFFR 1226 37.46 45.02 0.05 99.00
POLRATE 1226 3.94 3.23 0.05 19.10

SPREAD 1226 0.99 1.20 -3.12 4.43
NEWSPREAD 1226 0.82 1.49 -7.43 4.38

IPGROWTH 1213 0.030 0.108 -0.409 0.479
Source: Authors’ calculation from Appendix

A.Note: RGDPGROW is year-over-year growth rate of Real GDP, CP is the commercial paper rate, BAA
is the BAA rate, RGROW is RGDPGROWx100, SPREAD is BAA-CP, LOSPREAD is SPREAD times
a dummy for low interest rate periods. SPLICED LONG RATE is an interest rate on long-maturity US
Treasury securities, DISCOUNT is the discount rate at the Federal Reserve Bank of New York, IP is
the level of industrial production, CPI is the level of the consumer price index, EFFR is the effective
federal funds rate, POLRATE is the discount rate from 1919 to February 1963, and EFFR after, Spread is
SPLICEDLONGRATE minus DISCOUNT, NEWSPREAD is SPLICEDLONGRATE minus POLRATE,
and IPGROWTH is year-over-year growth of IP.

(actually, the 0.1 percent) level. This suggests that it is precisely in low interest
rate environments that the yield spread has predictive power.

Another way to address the question is to compare in-sample predictive re-
gressions across low and high interest rate environments. Table 3 provides some
additional evidence that the yield curve predicts best in low rate periods, break-
ing out periods of high and low interest rates. If the regression includes the short
rate, the coefficient on the yield curve is positive and significant in both the de-
flationary period and the first (1932–1951) low rate period. Only the most recent
low rate period (2016–2020) shows an insignificant coefficient. The evidence is
even stronger if the short rate is excluded.

B. Quarterly out-of-sample

The in-sample regressions have the advantage of using all available data, but
may be inappropriate if the underlying relationship shifts over time, as technology,
financial practices, and regulations develop over time. For that, an alternative is
out-of-sample forecasts, or given a historical data set, pseudo-out-of-sample, that
use data only up to a particular date to make a forecast, so that one does not use
future information to help predict the future.
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Figure 2. Corporate Commercial Paper and 10-Year 3-Month Spread

Table 2—In-Sample Regressions: Quarterly Real GDP growth.

Variable Coeff
1. Constant 3.968*** 3.467***

(4.32) (3.45)
2. RGROW5 0.126* 0.118*

(1.93) (1.89)
3. SPREAD5 0.316* -0.115

(1.77) (0.53)
4. CP rate5 -0.098 0.113

(0.94) (1.02)
4. LOW5 -1.457

(1.39)
5. LOSPREAD5 1.198***

( 3.58)
R2 0.022 0.042
Quarterly Data From 1876:Q1 to 2021:Q1
N=576, d.f.=570,

Note: This table lists the regression output for1 and 2 with real GDP growth as the dependent variable.
RGROW5 is year-over-year RGDP growth lagged 5 quarters, SPREAD5 is the BAA-CP spread, lagged
5 quarters; CP rate5 is the commercial paper rate lagged 5 quarters, LOW5 is a dummy for low rate
periods (1876:Q1-1897:Q2, 1932:Q2-1951:Q1, and 2008:Q4-2015:Q4) lagged 5 quarters, and LOSPREAD5
is LOW interacted with SPREAD, lagged 5 quarters. Robust regressions with the Newey-West standard
errors. *,**, and *** denote significance at 10%, 5%, and 1%, respectively. t-statisitics in parenthesis.
Source: Authors’ calculations
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Table 3—Spread coefficients by time period; In-sample regressions, Quarterly RGNP data,

Time period Spread Spread, no short rate

deflationary 1876:Q1–1897:Q2 3.822* 1.601*
(1.32) (1.64)

1897:Q3–1932:Q1 -0.820 0.534
(0.89) (0.64)

low rate 1932:Q2–1951:Q1 2.065*** 1.572*
(2.64) (1.89)

1951:Q2–2008:Q3 0.084 0.086
(0.65) (0.67)

low rate 2008:Q4–2015:Q4 - 0.203 1.352***
(0.82) (6.08)

2016:Q1–2020:Q1 -0.085** -0.041
( 2.33) (0.24)

Note: This table reports the coefficient on the spread variable for time periods classified and deflationary,
low rate, and other. The independent variable is RGDP growth. The first column reports the coefficient
on spread when a short rate is included in the regression, and the second when the short rate is excluded.
*,**, and *** denote significance at 10%, 5%, and 1%, respectively. t-statistics in parenthesis. Source:
authors’ calculations

A rolling regression serves as an ocular first test; Figure 3 graphs the coefficient
on the lagged spread and two standard error bands from a rolling regression of
RGDP growth over the next year against lagged RGDP growth, lagged CP rate,
and lagged yield spread, with a rolling window of 40 quarters (10 years). The
coefficient on the yield spread shows up positive and significant in several periods,
around 1910-1915, 1925 to the early 1930s, and the mid-1930s to 1940 or so, with
additional periods in the 1960s, 1970s, 1990s, and 2000s. There is some overlap
with low rate periods, but the coefficient is also positive in more normal periods.
What jumps out is the decreased variability starting in the early 1960s (c.f. Romer
1986).

Taking a more formal approach, we use the ORS procedure to compare the
RGDP forecasts from rolling regressions with and without the spread variable.
Table 4 reports the results. Panel A compares a regression with lagged RGDP
growth (the restricted model) with one that also includes the yield spread (un-
restricted model). The initial tests for forecast (the sup-, ave- and exp-W statis-
tics) find no significant difference between the restricted and unrestricted models.
However, the positive and significant α in the loss differential regression indicates
that the restricted model has on average higher squared forecast errors, and the
negative θ indicates that at high interest rates (above the threshold), the forecast
using the yield spread does relatively worse. Thus, though this evidence is not
strong, it suggests that, if anything, the yield curve predicts better at low rates.
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Figure 3. Coefficient on spread, Quarterly,low rate periods shaded
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The endogenously determined threshold, γ = 0.94, marks the low rate environ-
ment as starting just below 1 percent. The encompassing tests indicate some
benefit from using the yield spread (via the ave-W statistic), but the loss dif-
ferential regression is not significant. The results using a 40-quarter window are
quite similar, with the intriguing difference that the low rate threshold appears
to be much lower, at about 26 basis points. These results reinforce the message
of the in-sample regressions in Tables (2) and (3) that the slope of the yield curve
has a closer relationship with future GDP growth in low rate periods.

Table 4—State-Dependent Forecast Tests; RGDP growth

20-quarter window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 8.6608 0.4492 14.1199 0.2126
ave-W 3.0247 0.4084 11.7065 0.0900
exp-W 2.0464 0.4410 6.0030 0.1296
γ 0.940 8.090

α = 46.2384 θ=-66.0112 α = 30.9160 θ=5.6825
(2.1707) (-1.7513) (0.8008) (0.2989)

N=560,
40-quarter window
Statistic statistic p-value statistic p-value
sup-W 10.1168 0.3734 24.7177 0.0956
ave-W 2.1500 0.6206 10.2783 0.1694
exp-W 1.6465 0.6012 7.8938 0.1422
γ 0.260 0. 260

α = 6.4600 θ=-10.1328 α = 4.4592 θ=9.0437
(0.5012) (-0.7328) (0.4736) (0.7983)

Quarterly Data 1876:2 To 2021:1
Note: The first colum reports the ORS W statistics of forecast ability based on regression 1 of future
RGDP growth against lagged RGDP growth, and a regression of future RGDP growth against lagged
RGDP growth and the cp-baa yield spread. The second column reports the p-value of the statistics.
The third and fourth columns repeat for tests of encompassing. γ is the estimated threshold level of the
short rate. α and θ are the coefficients from equation (6). The first panel reports the results using a
rolling window of 20 quarters, the second for 40 quarters. Bold denotes significance at 10%. t-statistics
in parenthesis.
Source: Authors’ calculations.

C. Monthly IP data: In-sample

This section reports the results of in-sample regressions for equations (1) and
(2) for Industrial Production, that is, a regression of the future IP growth against
lagged IP growth rate, a short rate, and the yield spread, and then adds a dummy
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for the low interest rate environment periods and an interaction term between
the spread and the low interest rate periods, which captures a shift in both the
intercept and the slope. We use a lag of 13 months as a simple attempt to account
for “real-time” issues, since IP is not reported fully contemporaneously. For the
short rate, we use both the policy rate, which is the discount rate until 1963 and
then the federal funds rate, and also separately the discount rate.

Table 5 reports the results. The first two columns report the coefficients and
t-statistics for equations (1) and (2) using the policy rate as the short rate. The
spread coefficient is highly significant and positive indicating that a steeper slope
indicates higher future growth. Is it economically significant? A one standard
deviation increase in the spread predicts an increase in expected IP growth of
1.5 percent, which is 15 percent of IP growth’s standard deviation. After adding
a dummy for low rates and an interaction term, the coefficient on the spread
is still significant, and actually slightly larger. Dummy and interaction are both
significant. The interaction term comes in as negative and larger in absolute value
than the coefficient on the spread by itself. This suggests that while the yield curve
retains its predictive ability in low interest rate environments, a steeper yield curve
indicates lower growth in those periods. The third and fourth columns repeat the
exercise using the discount rate as the short rate: the results are qualitatively
quite similar.

Another way to address the question is to compare in-sample predictive re-
gressions across low and high interest rate environments. Table 6 shows the
coefficients of the lagged spread from in-sample regressions of future IP growth,
breaking out periods of high and low interest rates. It separately reports the
results using both the merged discount rate/fed funds rate and the discount rate
as the short rate.

This weakly confirms the full sample analysis, that in low rate periods the
spread has either a negative (1932:4–1951:2) or small and insignificant (2008:10–
2015:12) coefficient. This also confirms one of the highly robust conclusions of the
yield curve literature that its predictive ability depends sensitively on the time
period.

D. Monthly data–Pseudo-out-of-sample

As in the quarterly case, a rolling regression can serve as an ocular first test;
Figure 4 graphs the coefficient on lagged spread and two standard error bands
from a rolling regression of IP over the next year against lagged IP growth, lagged
policy rate, and lagged yield spread, using a window of 5 years (60 months). The
coefficient is almost uniformly positive after 1960, though the size and significance
vary over time. Prior to that, the coefficient is quite variable. Somewhat in
contrast to the in-sample results, the coefficient is positive and significant in the
late 1930s and early 1940s, before it turns significantly (in both senses) negative
in the 1950s.

To make a more formal comparison, we again turn to the Odendahl, Rossi, and
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Table 5—In-sample regressions; IP growth.

Variable Coeff
Equation (1) (2) (3) (4)
Constant 0.031*** 0.005 0.040*** 0.016**

(4.13) (0.58) (5.54) (2.14)
IPGROWTH13 -0.122*** -0.153*** -0.128*** -0.149***

(-2.81) (3.72) (2.95) (3.58)
SPREAD13 0.011*** 0.015***

(5.80) (8.17)
POLRATE13 -0.002* 0.002**

(1.89) (2.04)
DiscSPREAD13 0.010*** 0.012***

(4.96) (5.86)
Discount Rate13 -0.004*** -0.001

(4.58) (0.93)
LOW13 0.117*** 0.099***

(6.62) (5.56)
LOSPREAD13 -0.050*** -0.056***

(7.24) (5.16)
R2 0.049 0.092 0.047 0.073
Monthly Data From 1921:02 to 2021:01
N=1200, d.f.=1196,1194,

Note: The first column reports the output of regression 1 of future IP growth against lagged IP growth
rate, the yield spread, and the policy rate. SPREAD13 is a measure of long-term US Treasury rate minus
POLRATE, the discount rate until February 1963 and the EFFR after. The second column reports the
output of 2, and adds a dummy for the low interest rate environment periods, and an interaction term
between the spread and the low interest rate periods. Columns (3) and (4) report the results using the
discount rate as the short rate. DiscSPREAD is the spread between the long-term rates and the discount
rate. Estimated in RATS, with Newey-West corrected errors for autocorrelations and heteroskedasticity.
*,**, and *** denote significance at 10%, 5%, and 1%,
respectively. t-statistics in parenthesis.
Source: Authors’ calculations.
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Figure 4. Coefficient on spread, monthly IP, low rate period shaded
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Table 6—Spread coefficients by time period; IP growth.

Time period Spread DiscSpread

1920:1–1932:3 0.074** same
(2.26)

low rate 1932:4–1951:3 -0.102** same
(2.29)

1951:4–2008:10 0.008*** 0.005***
(5.95) (4.08)

low rate 2008:10–2015:12 0.003 -0.0004
(0.70) (0.09)

2016:1–2020:2 -0.036*** same
(3.19)

Note: This reports the output of regressions 1 for different time periods. The column Spread uses the
10-year Treasury yield less the policy rate as spread, while the column DiscSpread uses the 10-year
Treasury less the Federal Reserve discount rate as the spread. *,**, and *** denote significance at 10%,
5%, and 1%, respectively. t-statistics in parenthesis. Source: Authors’ calculations

Sekhposyan (2021) tests of conditional forecast accuracy and encompassing. Table
7 reports the results. For industrial production over this time period, the yield
curve shows little predictive power beyond forecasts using only lagged IP. None
of the W statistics are significant in the forecasting equations, and only one for
the ecompassing equations. The α and θ parameters are all quite small and only
one is of marginal significance, indicating that there is little difference between
the squared errors of the base forecast and the forecast using the yield spread.
The one significant value of θ provides a hint that at interest rates above the
threshold, the base forecast has larger squared errors, and therefore base forecast
does worse relative to the forecast including the yield curve. In a backhanded
way, this suggests that the forecast using the yield curve does relatively better
in times of low rates. The value of θ is not large, and the estimated value of the
threshold, γ = 5.31, suggests that this is not a low rate phenomenon.

V. Robustness

The quarterly in-sample results suggest that, if anything, the yield curve has
more predictive power in low interest rate environments. The monthly results tell
a different story. To try and explain the difference, we run the in-sample quarterly
regressions over the same time period as the monthly IP regressions (1919-1921)
and also using the same yield spread used in the monthly IP regressions.

Table 8 reports the results using the same time period as the IP numbers, but
keeping the Baa-cp spread. Table 9 reports the results for the sub-samples of high
and low interest rate environments. Over the entire 1919-2021 sample, the spread
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Table 7—State-dependent forecast tests; IP growth.

60-month window
Forecast Encompassing

Statistic statistic p-value statistic p-value
sup-W 18.6606 0.4884 36.5386 0.1396
ave-W 5.7873 0.5764 30.4652 0.0302
exp-W 6.3188 0.5108 16.1648 0.1146
γ 5.31 0.400

α = 6.1x10−4 θ=0.0022 α = 3.9x10−4 θ=0.0015
(0.4177) (1.7399) (0.4404) (1.5566)

N = 1152
120-month window
Statistic statistic p-value statistic p-value
sup-W 18.7481 0.5546 29.8588 0.2840
ave-W 6.1628 0.6088 12.8552 0.2676
exp-W 7.1416 0.5098 12.1638 0.2720
γ 0.1900 0.190

α = 8.9x10−4 θ = 6.4x10−4 α = 6.2x10−4 θ = −6.0x10−4

(0.7255) (-0.4984) (0.9460) (-8.4x10−4)
N=1092,
Monthly Data 1921:02 to 2021:01

Note: The first column reports the W statistics for forecast performance of ORS based on regression 1 of
future IP growth against lagged IP growth rate, and a regression of future IP growth against lagged IP
growth rate and and the yield spread using the policy rate. The second column reports the probability
value of the statistic. Third and fourth columns report the statistics and p-values for encompassing tests.
The first panel reports the results for a rolling window of 60 months, the second for 120 months. γ is the
threshold determined in the ORS tests. α and θ are the coefficients from equation (6). Bold denotes
significance at the 10% level.
Source: Authors’ calculations.



18 .

remains significant, although the significance disappears when a dummy for low
rate periods and an interaction term are added, though neither is individually
significant. In the sub-sample regressions, the spread remains significant in the
low rate period of the 1930s and 1940s, but for the post-crisis period only if the
short rate is not included in the regression. So as before, to the extent that the
evidence points in any one direction, it is that the yield curve predicts better, if
anything, in low rate environments.

Table 8—In-Sample regression real GDP growth, short sample.

Variable Coeff
1. Constant 1.930* 0.267

(1.76) (0.27)
2. RGROW5 0.221** 0.178**

(2.44) (2.04)
3. SPREAD5 0.585*** 0.239

(2.92) (1.10)
4. CP rate5 -0.017 0.351***

(0.017) (3.61)
4. LOW5 4.167

(1.59)
5. LOSPREAD5 0.213

( 0.36)
R2 0.053 0.085
Quarterlyly Data From 1919:Q1 to 2021:Q1
N=404, d.f.=399,

Note: This table lists the regression output for1 and 2 with real GDP growth as the dependent variable
and the baa-cp yield spread. The sample is restricted to the same period for which IP data are available.
Robust regressions with the Newey-West standard errors. *,**, and *** denote significance at 10%, 5%,
and 1%, respectively. t-statistics in parenthesis. Source: Authors’ calculations

Now, using the Treasury-policy rate spread (the same spread used in the IP
regressions), we find some evidence that the term spread may do worse in low
interest rate periods. In the full-sample regression, displayed in Table 10, though
the spread is positive and significant in a regression with a low-rate dummy and
interaction term, the interaction term is negative, indicating that in low rate
environments, the relationship between the term spread and future output is less
positive. In sub-samples, Table 11, the coefficient on the yield spread is sometimes
negative in the low rate environments of 1931-51 and 2008-2015.

The ORS (2021) results on contingent predictability for quarterly real GDP
restricted to 1919-2021 generally show little evidence that the yield curve adds
predictive content; the tables are reported in the robustness appendix.
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Table 9—Spread coefficients, in-sample regressions; RGDP growth, short sample.

Time period Spread Spread, no short rate

1919:Q1–1932:Q1 5.379*** 5.1444***
(2.77) (3.75)

low rate 1932:Q2–1951:Q1 2.064*** 1.571*
(2.64) (1.89)

1951:Q2–2008:Q3 0.084 0.085
(0.65) (0.67)

low rate 2008:Q4–2015:Q4 -0.203 1.352***
(0.81) 6.08)

2016:Q1–2020:Q1 -0.086** -0.041
(2.34) (0.241)

Note: This table reports the coefficient on the spread variable for time periods classified and deflationary,
low rate, and other. The independent variable is RGDP growth. The first column reports the coefficient
on spread when a short rate is included in the regression, and the second when the short rate is excluded.
*,**, and *** denote significance at 10%, 5%, and 1%, respectively. t-statistics in parenthesis. Source:
Authors’ calculations

Table 10—In-sample regression: Real GDP growth, using PolRate.

Variable Coeff
1. Constant 3.056*** -0.503

(2.87) (0.45)
2. RGROW5 0.194** 0.141*

(2.14) (1.78)
3. SPREAD5 0.355 0.790***

(1.28) (2.86)
4. Policy rate5 0.066 0.574***

(0.61) (4.85)
4. LOW5 12.839***

(6.34)
5. LOSPREAD5 -4.678***

( 5.66)
R2 0.039 0.142
Quarterlyly Data From 1919:Q1 to 2021:Q1
N=404, d.f.=398,

Note: This table lists the regression output for1 and 2 with real GDP growth as the dependent variable.
The spread and policy rate are quarterly averages, using the spread used in IP regressions. Robust
regressions with the Newey-West standard errors. *,**, and *** denote significance at 10%, 5%, and 1%,
respectively. t-statistics in parenthesis. Source: Authors’ calculations
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Table 11—Spread coefficients, in-sample regressions, RGNP growth, short sample using CP as short

rate.

Time period Spread Spread, no short rate

1919:Q1–1932:Q1 5.083 4.092
(1.41) (1.58)

low rate 1932:Q2–1951:Q1 -18.237*** -0.938
(3.31) (1.46)

1951:Q2–2008:Q3 - 0.190 -0.110
(1.19) (0.77)

low rate 2008:Q4–2015:Q4 -0.044 1.554***
(0.18) (5.39)

2016:Q1–2020:Q1 -0.107 0.204
( 0.18) (0.43)

Note: This table reports the coefficient on the spread variable for time periods classified and deflationary,
low rate, and other. The independent variable is RGDP growth. Using quarterly averages of the policy
rate as the short rate, both by itself and in the spread.The first column reports the coefficient on the
spread when a short rate is included in the regression, and the second when the short rate is excluded.
*,**, and *** denote significance at 10%, 5%, and 1%, respectively. t-statistics in parenthesis. Source:
Authors’ calculations

VI. Conclusion

So does the yield curve predict output when interest rates are low? It depends
on the particular question; this work re-confirms that the predictive content of
the yield curve varies over time and across data sets. Accounting for episodes of
low interest rates can improve the ability of the yield curve to predict output.
The reason, however, varies: for monthly industrial production, the slope of the
yield curve has less of a relationship with future output growth when rates are
low, but for quarterly real GDP, the relationship is stronger. We find the GDP
results to be more interesting, both because it is the broader, less noisy measure
and because the results include the secular price decline ending in 1897. The
initial draft of this paper was written before the COVID-19 outbreak, and it was
a matter of some concern whether the inversion in the summer of 2019 presaged
a recession; although a recession did occur, the question remains as to whether
the conjunction is just a coincidence. This paper is not meant to be a forecasting
exercise, but it does suggest that the current low interest rate environment should
not be a reason to dismiss concerns over recent inversions of the yield curve.

Our results raise as many questions as they answer: If the level of rates matters,
does it matter why rates are low, whether inflation expectations are anchored un-
der a gold standard or a price level target, are explicitly pegged, or held down by
forward guidance or quantitative easing? Do aspects of inflation such as persis-
tence matter? These are questions for another day, though perhaps our results



LOW RATES AND THE YIELD CURVE 21

can contribute to the answers.
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Data Appendix

We extend the B-G data set as follows.

1) Yield spread: The CP and Baa from Balke and Gordon can be easily up-
dated as far as it goes, 1998. Source: Federal Reserve H-15, 6-MONTH
PRIME COMMERCIAL PAPER - AVERAGE DEALER OFFERING RATE
QUOTED ON DISCOUNT BASIS. To this we append data from Bloomberg,
DCPB180D Index, US Commercial Paper Placed Top 180 Day Discount.

2) We update Baa by using Moody’s Baa till 1998, and then DBAA from
FRED, Moody’s Seasoned Baa Corporate Bond Yield.

3) Real GNP. Use BG till 1983. Take natural logs to get YOY growth. From
1983 on, use the Ramey RGDP data, taking logs to get YOY growth. Specif-
ically, the 1984 growth should use the Ramey 1983 data. The growth rates
of the two series match pretty well, even if the levels dont, and this avoids
the jump when the series splice together. After that, follow RZ and use
quarterly NIPA accounts.

4) Inflation, again use the deflator from BG till 83, then use Ramey (again
YOY log diffs), again using Ramey 83 levels to compute 84 growth.

We produce an “early” monthly data set as follows.

1) Industrial production is monthly since January 1919, from FRED.

2) CPI, not seasonally adjusted, from FRED, since 1913.

3) For the policy rate (alternatively the short-term interest rate) we use the
discount rate at the Federal Reserve Bank of New York. Prior to the New
Deal reforms, discount rates were not uniform across the Districts, but New
York, as the financial center, has a certain priority (even post-New Deal
reforms, there are occasional brief differences between District banks). This
is available from November 1914 until 1969:7 from the St. Louis FRED
database, series M13009USM156NNBR. In February 1963, we switch to
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using the effective fed funds rate, from FRED. In that month both the
discount rate and the effective federal funds rate are an even 3.00 percent.

4) For the long interest rate, we start with the Yield on Long-Term United
States Bonds, from the NBER Macro History Database, m13033a start-
ing in January 1919. Starting in December 1935 this is replaced with the
COMPOSITE YIELD ON U.S. TREASURY BONDS WITH MATURITY
OVER TEN-YEARS from the Federal H-15 discontinued series. For the
months between January 1925 and November 1935, the NBER and H15
rates match exactly, but diverge somewhat after that. That series ends in
June of 2000 (2000:6) and we continue with the 10-year Treasury constant
maturity rate, which has a correlation of 0.988 over the period during which
both series exist (April 1953 to June 2000).

5) In the robustness section, we use quarterly averages of the policy rate and
the spliced long rate in regressions using RGDP data.

The intersection of available dates gives us a data set running from January 1919
to January 2021. At 103 years, this is substantially longer than the 58 years that
the more recent monthly data cover, and also allows insight into the early period
of low inflation and low interest rates.

Robustness Appendix

This appendix collects some results using different spreads, time periods, and
specifications of the ORS test.

Table B1 reports the ORS (2021) tests for GDP using the shortened sample,
still using the Baa-CP spread.

Table B2 reports the ORS (2021) tests for GDP, but using the same spread and
short rate as used in IP regressions, that is, using the policy rate as the short
rate.

The standard and preferred form of the ORS tests account for a linear factor
of the conditioning variable in addition to the non-linear threshold regression on
the loss difference. It is possible to turn off the linear factor, which in our case
means looking at the predictive content of the yield spread without accounting
for the level of the short rate. We report the results here for completeness, but
the results merely reinforce the results above: that some of the predictive power
of the yield spread resides in the short rate, and ignoring the short rate makes
the yield curve look better. Now we turn off the linear factor in the ORS tests.

Table B3 reports the results of the ORS test without accounting for the short
rate, for IP growth using the policy rate in the spread.

Table B4 reports the results of the ORS test without accounting for the short
rate, for IP growth using the discount rate in the spread.

Table B5 reports the results of the ORS test without accounting for the short
rate, for RGDP growth using the cp rate in the spread.
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Table B1—State-Dependent Forecast Tests; RGDP Growth, Short Sample Using cp-baa Spread.

20-quarter window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 9.3515 0.5868 20.0572 0.2340
ave-W 3.8186 0.4854 14.0568 0.1014
exp-W 2.4492 0.5684 7.4407 0.2124
γ 3.68 0.260

α = 16.326 θ=8.441 α = 3.594 θ=28.196
(1.151) (0.678) (0.180) (1.043)

N=388,
40-quarter window
Statistic statistic p-value statistic p-value
sup-W 10.0049 0.4276 24.9425 0.1022
ave-W 1.8930 0.7094 10.3038 0.1752
exp-W 1.6017 0.6562 7.9911 0.1538
γ 0.260 0. 260

fα = 6.5129 θ=-8.8451 α = 4.4742 θ=9.8697
(0.4784) (-0.6233) (0.4468) (0.8182)

N=368,

Quarterly Data 1919:1 to 2021:1
Note: The first colum reports the W statistics of ORS based on regression (1) of future RGDP growth
against lagged RGDP growth, and a regression of future IP growth against lagged IP growth rate and
the yield spread. The second column reports the p-value of the statistics. γ is the estimated threshold
level of the short rate. α and θ are the coefficients from equation (6). Bold denotes significance at 10%.
t-statistics in parenthesis.
Source: Authors’ calculations.
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Table B2—State-Dependent Forecast Tests; RGDP Growth, Short Sample, using Policy Rate Spread

20-quarter window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 4.7273 0.7122 12.1495 0.2612
ave-W 1.4758 0.6822 4.7794 0.2122
exp-W 1.1156 0.6318 3.5257 0.2752
γ 1 1.6733

α = 1.8486 θ=-13.3159 α = 3.3249 θ=9.0239
(0.0759) (0.4969) (0.5350) (0.8120)

N=388,
40-quarter window
Statistic statistic p-value statistic p-value
sup-W 8.7055 0.4774 13.444 0.2218
ave-W 3.5349 0.4462 6.0872 0.2052
exp-W 2.4309 0.4898 4.1771 0.2434
γ 9.2867 9.2867

α = −1.7954 θ=14.4906 α = 4.0106 θ=8.1705
(0.1255) (1.5414) (0.5181) (1.6065)

N=368,

Quarterly Data 1919:1 to 2021:1
Note: The first colum reports the W statistics of ORS based on regression 1 of future RGDP growth
against lagged RGDP growth, The second column reports the p-value of the statistics. γ is the estimated
threshold level of the short rate. α and θ are the coefficients from equation (6). Bold denotes significance
at 10%. t-statistics in parenthesis.
Source: Authors’ calculations.
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Table B3—State-Dependent Forecast Tests; IP growth, without Short Rate, Using Policy Rate in

Spread .

60-month window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 49.1399 0.0308 155.3278 0
ave-W 16.5443 0.1220 117.2887 0
exp-W 21.2893 0.0326 74.5760 0
γ 5.29 9.370

α = 2.4x10−4 θ = 0.0011 0.0015 7.7x10−4

(0.5492) (1.1174) (2.8745) (1.1927)
120-month window

Statistic statistic p-value statistic p-value
sup-W 24.0206 0.4088 1

¯
06.3292 4x10−4

ave-W 13.6894 0.2530 74.6691 0.0012
exp-W 10.0420 0.3630 49.9844 4x10−4

γ 5.22 9.190
α = 2.6x10−4 θ = 8.3x10−4 8.9x10−4 0.0015
(0.5399) (0.8631) (1.2923) (1.9876)

Monthly Data From 1921:02 to 2021:01
N=1152,

Note: The first colum reports the W statistics of ORS based on regression 1 of future RGDP growth
against lagged RGDP growth, The second column reports the p-value of the statistics. γ is the estimated
threshold level of the short rate. α and θ are the coefficients from equation (6). Bold denotes significance
at 10%. t-statistics in parenthesis.
Source: Authors’ calculations.
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Table B4—State-Dependent Forecast Tests; IP Growth, without Short Rate, using Discount Rate in
Spread.

60-month window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 14.6005 0.6014 110.4174 4x10−4

ave-W 5.0711 0.6368 85.0883 2x10−4

exp-W 5.0186 0.5964 51.5194 4x10−4

γ 6 6
α = 8.7x10−4 θ=0.0010 0.0013 6.8x10−4

(0.1277) (1.0109) (0.1277) (1.0109)
120-month window
Statistic statistic p-value statistic p-value
sup-W 33.8669 0.1800 84.0015 0.0048
ave-W 5.9314 0.6406 55.5978 0.0056
exp-W 13.0755 0.2164 39.0076 0.0050
γ 0.500 0.500

α = 0.0048 θ=-0.0046 0.0031 -0.0024
(7.5973) (-2.5326) (8.9883) (2.5028)

Monthly Data From 1921:02 to 2021:01
N=1152,

Note: The first colum reports the W statistics of ORS based on regression 1 of future RGDP growth
against lagged RGDP growth, The second column reports the p-value of the statistics. γ is the estimated
threshold level of the short rate. α and θ are the coefficients from equation (6). Bold denotes significance
at 10%. t-statistics in parenthesis.
Source: Authors’ calculations.
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Table B5—State-Dependent Forecast Tests; RGDP Growth, without short rate, Using cp-baa Spread.

20-quarter window Forecast Encompassing
Statistic statistic p-value statistic p-value
sup-W 6.8520 0.5920 21.9507 0.0628
ave-W 2.6034 0.3770 15.7155 0.0290
exp-W 1.6157 0.5030 6.250 0.0614
γ 0.940 0. 940

α = 48.2041 θ=-51.2806 17.3933 -9.0836
(2.1707) (-1.7513) (4.8374) (-1.1093)

40-quarter window
Statistic statistic p-value statistic p-value
sup-W 11.0007 0.3226 24.3078 0.0780
ave-W 3.9420 0.3176 9.5344 0.1368
exp-W 2.3851 0.4388 7.6811 0.1228
γ 0.260 0. 260

fα = 6.4301 θ=-10.7524 4.0634 0.8431
(1.1966) (-1.3087) (1.1977) (0.2188)

Monthly Data From 1876:02 to 2021:1
N=560,

Note: The first colum reports the W statistics of ORS based on regression 1 of future RGDP growth
against lagged RGDP growth, and a regressions of future IP growth against lagged IP growth rate and
the yield spread. The second column reports the p-value of the statistics. γ is the estimated threshold
level of the short rate. α and θ are the coefficients from equation (6). Bold denotes significance at 10%.
t-statistics in parenthesis.
Source: Authors’ calculations.
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