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1. Introduction

Mass layoff announcements (henceforth layoff announcements) are important corporate
events that have a significant impact on the announcing firm’s stock value.! Moreover, there
is substantial heterogeneity in market reactions because layoffs can be either good or bad
news for the firm. For example, a company making the announcement of a large layoff
may be either seeking to become more efficient or in financial trouble. While the firm-
specific nature of the news can be observed in the movement of announcers’ stock prices,
it is harder to isolate industry effects. To understand the industry-specific components of
layoff announcements, we investigate their effects on the announcing firm’s rivals.

An unexpected layoff announcement may affect a firm’s rivals in two ways. First, the
layoff may indicate a systematic shock to the entire industry (e.g. technology shocks, market
conditions, customer preferences). In these cases the announcement by one firm also reveals
relevant information about its rivals. Second, the layoff may signal a strengthening (weak-
ening) of the announcer’s position in the industry. In these cases the announcement triggers
a redistribution of wealth across firms in the industry. Following Lang and Stulz (1992),
we measure industry (competitive) effects as a positive (negative) correlation of stock price
reactions between the announcing firm and its rivals.

We assess the intra-industry information transfers through an event-study approach using
a hand-collected sample of 676 layoffs. Consequently, our results elicit the market partic-
ipants’ perceptions about layoffs’ information content. Moreover, our approach explicitly
controls for the variation in market perceptions of the information content of a layoff prox-
ied by the reaction of the announcer’s stock price upon announcement. Failure to control for
this variation may bias results downward.? To avoid such bias, we investigate the presence of
industry and competitive effects in two different settings that are based on the announcer’s
stock reaction: good news and bad news announcements.?

We find that the industry effects dominate competitive effects irrespective of whether
the layoff announcement is good news or bad news for the announcer. In particular, for
a good news layoff announcement, rivals’ average three-day cumulative abnormal return
(CAR) centered on the announcement date is +0.44 percent. Similarly, for a bad news layoff

announcement, rivals’ average three-day CAR is -0.60 percent. While both parametric and

1See Worrell, Davidson, and Sharma (1991), Abowd, Milkovich, and Hannon (1990), Farber and Hallock
(2009), among others.

2For example, if we are looking at the competitors’ average stock reaction to an announcement and
nearly 50 percent of the sample reacts in the opposite direction to the remaining sample, we will have a bias
toward no results.

3 A layoff announcement is classified as good news (bad news) for the announcer if the firm has a positive
(negative) three-day CAR.



non-parametric tests indicate that the average impact on rivals is statistically significant,
we also calculate the value gain/loss for rivals to show economic importance. We find a
mean (median) gain of $31.74 million ($0.39 million) in the “good news” case and a mean
(median) loss of $29.74 million ($0.53 million) in the “bad news” case. However, while
we do observe statistically significant average three-day CARs for rivals, we also observe
quite a lot of within-industry heterogeneity in the reaction of rivals’ stock price to the layoff
announcement.

Having established that layoff announcements are seen by investors as changes in indus-
try’s medium and long-run prospects, our next goal is to analyze which rival characteristics
are most associated with the observed stock price reaction. In particular, we expect that
firms and industries whose value is concentrated in the present value of growth opportunities
should face larger stock price reactions. Consequently, rivals with high growth opportunities
should observe stronger stock price reactions when industry prospects change compared with
rivals whose value comes primarily from assets in place. Subsequently, we expect results to
be concentrated in technology industries, where growth options are a larger fraction of the
firms’ valuation.

Results corroborate our hypothesis. We find that net industry effects are strongest for
rivals with the highest proxies for growth opportunities within the industry. For example, in
the “good news” case, an increase of one standard deviation in the rival’s Tobin’s Q induces
an increase in the rival’s CAR of 0.451 percentage points. Similarly, rivals with positive
R&D expenses see an additional 1.19 percentage points in their stock price reaction to a
peer’s layoff announcement. Similarly, in the “bad news” case, an increase of one standard
deviation in the rival’s Tobin’s QQ induces a more negative CAR by -0.233 percentage points.
Similarly, an increase of one standard deviation in the rival’s sales growth is associated with
a decline in the rival’s CAR by -0.21 percentage points. Finally, once we split our sample
into technology vs. non-technology industries, we observe that rivals’ abnormal stock price
reactions are larger in technology industries.

Apart from rival characteristics, information transfers may also be affected by announcer
and layoff characteristics. As a robustness test, we use a random effects regression model
to allow us to measure the importance of announcer and announcement characteristics.
However, this model demands stricter restrictions on the correlation between unobserved
event characteristics and other controls. We compare the fixed effects and random effects
methodologies using a Wald test and find that the random effects model is no worse than the

fixed effects model. Nevertheless, our main results about rival characteristics are robust to

4We calculate the value gain/loss for each rival by multiplying their 3-day CAR with the market capi-
talization for the previous fiscal year.



the choice of regression model. In terms of announcer and layoff characteristics, we find that
the announcer’s CAR has a positive and significant coefficient, indicating the importance
of industry effects. In contrast, no other announcer or layoff characteristics significantly
affect rivals’ stock reaction. Furthermore, the announcer’s characteristics are unable to
predict the sign of the announcer’s stock price reaction. These results highlight the new
information content released by the layoff announcement. While a firm’s characteristics may
help to predict the announcer’s identity — announcers tend to be larger, older, less efficient
(higher COGS and SG&A), and more diversified than their rivals, and have lower growth
opportunities (low Tobin’s Q) — they do not help to predict the market reaction to the
announcement. Consequently, the layoff announcement itself is seen as an unexpected event,
which makes market participants change their views about the industry’s prospects.

In summary, our results indicate that, on average, market participants perceive layoff an-
nouncements as revealing news about the industry’s prospects. Consequently, rivals’ stock
price reactions are adjusted accordingly, showing a CAR that is positively correlated with
the announcer’s CAR. Moreover, the most affected rivals are the ones whose valuations are
closely tied to industry’s medium- and long-run prospects. These results allow researchers
and policymakers to investigate the precision of investors’ forecasts as well as potential be-
havioral biases. For example, an analysis of an industry’s value- and equal-weighted portfolio
in terms of its medium- and long-run operational and market performance would indicate
whether realized performance consistently corroborate investors’ expectations. Henceforth,
a performance consistent with expectations would allow the use of stock market reaction at
the time of a layoff announcement as a leading indicator of the industry expected long-run
performance.

This paper contributes to the existing literature on information transfers by studying the
industry effects of layoff announcements. Layoff announcements represent a powerful setting
for examining information transfers for three important reasons. First, frictions in the labor
market make it costly for firms to adjust the size of their labor force (see Hamermesh (1989)
and Abowd and Kramarz (2003)). This implies that firms undertake a layoff only if they
expect the reasons for adjustment to be long-lived; that is, layoffs are significant corporate
events. Second, the quality of a firm’s labor force is an important factor for firm pricing,
such that changes in labor force composition should affect stock prices (see Bazdresch, Belo,
and Lin (2014) and Merz and Yashiv (2007)). Third, layoffs are unique compared with other
firm-specific news announcements commonly studied in that they can signal either good or
bad news for the announcer. This makes for a compelling setting, since pooling observations
and disaggregating into sub-samples based on the information content of the announcement

provide vastly different results. Significant variation in announcers’ reactions provides a



unique opportunity to study information transfers. It is in this context that we identify
and analyze the association between rivals’ characteristics and intra-industry information
transfers.

The literature on the impact of layoffs has up to now focused mainly on the impact of
layoff announcements on the announcer’s stock return. Earlier contributions (see Worrell,
Davidson, and Sharma (1991); Abowd, Milkovich, and Hannon (1990), among others) have
found a negative impact of layoff announcements on stock returns. However, more recent
work by Brookman, Chang, and Rennie (2007) and Marshall, McColgan, and McLeish (2012)
has found a positive average impact of layoff announcements on the announcing firm, in
particular for the later periods. In fact, Farber and Hallock (2009) show that the impact of
layoff announcements on the average stock returns of announcers has varied over time, being
extremely negative during the 1970s but approaching zero in later periods. This pattern
seems to have partially reverted from 2000 on. Hallock, Strain, and Webber (2012) extended
the database used by Farber and Hallock (2009) to 2007. They show that stock price
reactions to job loss announcements are less negative in the 1980s and 1990s compared with
the 1970s, but the 2000s are not statistically different from the 1970s. In our data, we see a
clear reversal of this attenuating pattern in the last decade, with announcer’s stock market
reaction becoming again, on average, negative and statistically significant.® Moreover, there
is a wide dispersion in announcers’ stock reactions, varying from —28.95 percent to +26.81
percent in our sample. The fraction of announcers with positive three-day CARs in a given
year has usually been above 40 percent with an upward trend to nearly 45 percent by the
end of our sample period, as shown in Figure 1.A. Consequently, the informational content
of a given announcement can vary significantly from very negative to very positive. This
differential informational content of the announcement shows the need to investigate the
drivers of investor responses at industry rivals.

The literature that looks at the impact of layoffs on the announcing firm’s rivals is quite
small. A recent example is the study of the effect of large layoffs on the local economy by
Gathmann, Helm, and Schénberg (2016). Using a sample of 62 layoff events obtained from
the German Social Security Records, they find sizable and persistent negative spillover effects
on the regional economy. Firms producing in the same broad industry as the layoff plant are

the most affected. Employment decline at broad industry peers grows to 5 percent four years

5 A possible explanation for this time series pattern is highlighted by Marshall, McColgan, and McLeish
(2012). Studying a sample of U.K. layoff announcements in the periods before and during the global financial
crisis, they show that layoffs are likely to be seen as negative by investors during economic downturns. In
contrast, layoffs are usually seen in a positive light when announced during rising financial markets. While
we observe a similar pattern in our sample, our results are robust to the introduction of time fixed effects
and recession dummies.



after the layoff, compared with 2.4 percent in firms in other broad industries within the same
local economy. Our study is complementary to theirs, since we account for quite different
outcomes. On one side, we are unable to study the effect in the local economy — layoff
announcements in our sample of U.S. firms are not specific about the geographical location
of the layoffs. In contrast, our sample allows us to focus on variables of interest other than
employment growth. In particular we focus on the industry-wide spillover effects of layoft
announcements through investors expectations about rivals’ future profitability proxied by
stock price movements. Moreover, we are able to assess the impact of rivals’ characteristics

on these expectations beyond the basic industry classification.

2. Hypothesis Development and Methodology

2.1. Hypothesis Development

The key questions that this article addresses are:

1. How do industry rivals’ stock prices react to layoff announcements?

2. How are these reactions affected by rivals’ characteristics?

Our initial hypotheses test the effect of layoff announcements on rivals’ cumulative ab-
normal return (CAR). As pointed out by Lang and Stulz (1992), an unexpected layoff an-
nouncement may affect an announcing firm’s rivals in one of two ways. First, the layoff may
indicate a systematic shock to the entire industry (for example, technology shocks, market
conditions, or customer preferences). Consequently, the new information obtained through
the layoff announcement affects the announcer and rivals in a similar manner. As a result,
we expect the stock price reactions at both announcer and rival to go in the same direction.
Second, the unexpected announcement may signal a firm-specific shock to the announcer’s
position in the industry that triggers a redistribution of wealth across firms in the indus-
try. As a result, the new information obtained through the layoff announcement affects
announcer and rivals in opposite ways; the weakening (strengthening) of the announcer is
beneficial (detrimental) to rivals. The observed CAR indicates the net effect of these two
opposing movements. We use the association between announcers’ and rivals’” CARs to es-
timate which effect dominates, on average. Hypotheses 1la and 1b summarize these two

possibilities.

Hypothesis 1a: Announcer’s and industry rivals’ CARs are positively correlated.

Hypothesis 1b: Announcer’s and industry rivals” CARs are negatively correlated.



In cases in which an unexpected layoff announcement signals a firm-specific shock to the
announcer’s position in the industry, we would expect the effect to be strongest in highly
concentrated industries. As pointed out by Lang and Stulz (1992), in perfectly competitive
industries, shareholders of existing firms cannot earn rents from an increase in demand.

Hypothesis 1c summarizes this statement.

Hypothesis 1c: If announcer’s and industry rivals’ CARs are negatively correlated,

rivals in concentrated industries show larger absolute CARs.

In order to test hypothesis 1c, we partition our sample with respect to industry concen-
tration, calculated based on a version of the modified Herfindahl-Hirschman Index (MHHI)
first introduced by O’Brien and Salop (2000) and described in Azar, Schmalz, and Tecu
(2017). As shown by Azar et al. (2017) and Azar, Raina, and Schmalz (2016), controlling for
cross-ownership is relevant in order to fully grasp the actual competitive pressures within the
industry. Using more traditional concentration measures, such as the Herfindahl-Hirschman
index (HHI), may overstate these pressures.® Following Azar et al. (2017), we use 13-F filings
with the Securities and Exchange Commission, as provided by Thomson Reuters, to iden-
tify institutional ownership in order to calculate our measure for three-digit SIC industries,

according to the expression presented in equation (1):

SMHHI = Zzsjskzzﬁ%ﬁ““, (1)

where s; is the product market share of firm j, 3;; represents ownership share of firm j
accruing to shareholder ¢, and k& indexes firm j’s rivals. The difference between our measure
and the one presented by O’Brien and Salop (2000) is that we do not control for the voting
shares. We call our measure of industry concentration a simplified modified Herfindahl-
Hirschman index (SMHHI). By using a simplified version of their measure, we are able to
look at longer periods of time (starting in 1979), while the MHHI can only be calculated
starting in 2006, the year when the 13-F filings start reporting information on voting vs.
non-voting shares. However, for the available data, the correlation between the measures
of institutional shareholders’ ownership as a fraction of the total shares calculated with all
shares and voting shares is above 90 percent. Consequently, the calculated measures for
SMHHI and MHHI are quite similar for the period 2006 onward.”

SNevertheless, our results are qualitatively the same if we focus on the traditional Herfindahl-Hirschman
index (HHI).

"In fact, the difference between the measures of institutional shareholders’ ownership as a fraction of the
total shares calculated with all shares and voting shares is less than 1 percent for more than 90 percent of
the observations in our database.



Our next hypotheses address research question 2, which relates rivals’ stock price reac-
tions to their financial characteristics. As we observe in Figures 1B and 2, there is a lot
of within-industry variability in rivals’ stock price reaction to a given layoff announcement.
We investigate how these reactions are related to rivals’ observed characteristics, once we
control for event fixed effects. In the case in which layoffs indicate a systematic shock to
the industry, we expect that the new information released signals changes in the industry’s
medium- and long-run prospects. Consequently, rivals whose value comes primarily through

the present value of growth opportunities would be the most affected ones.

Hypothesis 2a: If announcer’s and industry rivals’ CARs are positively correlated,

firms with high growth opportunities show larger absolute CARs.

We use three proxies for growth opportunities: a dummy for investment in R&D, Tobin’s
Q, and sales growth. As shown in the literature (see Martin (2002), Chapter 14, for a
summary), investment in R&D is associated with high growth opportunities. Similarly, the
literature in corporate finance usually uses Tobin’s Q as a proxy for growth (see Hubbard
(1998)). However, Biddle, Hilary, and Verdi (2009) defend the use of sales growth as a
proxy for growth opportunities because Tobin’s Q can arguably be affected by the quality
of financial reporting and because marginal ) is notoriously hard to measure. Moreover,
Pinnuck and Lillis (2007) and Jung, Lee, and Weber (2014) show that sales growth is highly
correlated with firms’ hiring decisions.

Further, we expect that in technology industries, a larger fraction of the firms’ value
comes from growth opportunities (for example, Demers and Lev (2001)). Consequently,
we predict that rivals’ stock price reactions would be significantly larger and more concen-
trated in technology industries, in particular among rivals with the largest proxies for growth

opportunities.®

Hypothesis 2b: If announcer’s and industry rivals’ CARs are positively correlated,

rivals with high growth opportunities in technology industries show the largest absolute

CARs.

We divide the sample into technology and non-technology industries, where the technol-

ogy sectors are defined based on the classification by Loughran and Ritter (1997).°

8Moreover, according to the previous literature (see Chemmanur, Cheng, and Zhang (2013) and Ander-
son, Banker, and Ravindran (2000)), workers in non-technology firms are more likely to face human capital
losses due to displacement. Consequently, workers in non-technology industries are likely to demand higher
wages for the same displacement risk, affecting firms’ layoff and capital structure decisions.

9Because we cluster in three-digit SIC industries, we adjusted Loughran and Ritter (1997), accordingly.
In particular, we consider the following three-digit SIC industries as tech industries: 357, 366, 367, 382, 384,
481, 489, and 737. Similar results are obtained if we use a different definition of technology industries, such
as the one presented in Anderson, Banker, and Ravindran (2000).



2.2.  Methodology

In order to study the market’s response to the announcement of a layoff, we employ an
event study methodology. This approach is consistent with much of the prior literature on the
information content of layoff announcements (for example, Farber and Hallock (2009)) and
intra-industry information transfers (Madura, Akhigbe, and Bartunek (1995) and Goins and
Gruca (2008)). We specifically focus on three-day CARs for non-announcing firms around
the layoff announcement date, as reported by the Wall Street Journal. Farber and Hallock
(2009) also use Wall Street Journal announcements as the “event date” and acknowledge the
possibility of information leakage prior to the WSJ release; if anything, leakage should bias
against finding statistically significant results.

We start our analysis testing hypotheses 1la, 1b, and 1lc. We perform univariate tests
for the average effects of layoff announcements on industry rivals. Specifically, we create
a value-weighted portfolio of industry rivals for each announcement in order to reflect the
industry’s shifting composition. Our estimates for the abnormal returns follow the method
proposed by Scholes and Williams (1977). To test hypothesis 1c, we consider the subsamples
with high- and low-SMHHI, which split the industries at the sample’s median SMHHI.!® As
robustness checks, we also consider the case of equally-weighted portfolios, one-tail tests, and
regular OLS estimates for the abnormal returns. Since all of our results are qualitatively the
same across these specifications, we omit the robustness tables. We consider both parametric
tests — which assume that errors are normally distributed — and non-parametric tests, which
rely on other properties of the data, such as the ranking of variables, instead of normality.
Moreover, we also present results for the adjusted standardized cross-sectional test (see
Boehmer, Masumeci, and Poulsen (1991) and Kolari and Pynnénen (2010)) that controls
for cross-sectional correlation. This test can be seen as a robustness check in our analysis,
since the use of a portfolio of rivals already addresses the issues of event-time clustering and
cross-sectional correlation.

While these tests allow us to evaluate the net impact of a layoff announcement on the
average stock price reaction of a value-weighted portfolio of rivals, they have a few drawbacks.
First, pooling all observations does not allow researchers to evaluate the impact of the
announcement across firms within the same industry. As we observe in Figures 1B and 2,
not only is there a wide dispersion in the reactions of rivals to a particular announcement,
but also this dispersion increased throughout the period that we analyze. Consequently, this

approach is unsuited to test hypothesis 2, since it conceals the distinctions among within-

10We also consider other splits (for example, around mean concentration) and other samples (for example,
eliminating the deciles around the median). The results were qualitatively similar, so we decided to omit
them, but they are available upon request.



industry rivals’ characteristics and reactions. Second, this approach does not take into
account the potential for event-specific unobserved effects. This potentially introduces an
omitted variables bias in the results, particularly when studying events with heterogeneous
outcomes like layoff announcements.

In order to test hypothesis 2, we take advantage of the panel-like structure of the data,
in which we usually observe several layoffs per three-digit SIC industry classification across
time. This panel-like structure also allows us to control for unobserved heterogeneity at the

industry and time period levels. In particular, we run the following model:
CAth =a+ ﬁ * X + 7Y * Zeyent + Cevent T Uit (2)

where CAR;; is the cumulative abnormal return for rival ¢ given a layoff announcement at
time t by a firm in the industry. z...n; are event-specific variables such as the characteristics
of the announcer and the industry in which the layoff announcement occurs, while cepens
are characteristics of the event that are unobserved by the econometricians. The control
variables that are specific to the rival and will be included in x;, are described in Table 1.
Usually, the literature considers two potential cases for the relationship between cen: and
the observable variables Q2 = [x, z], namely Cov(cepent, 2) # 0 and the more strict assumption
Cov(Cepent, 2) = 0. First, we assume that Cov(cepent, 2) # 0. In order to avoid an omitted
variables bias, we run fixed effects regressions clustered at the event level, thereby controlling
for both unobserved industry and time characteristics. As usual in a fixed effects regression,
while we obtain consistent estimates for 3, we are unable to obtain estimates for v since they
are absorbed.

In order to test hypothesis 2b, we run fixed effects specifications in subsamples that are
broken down based on the level of technological intensity in the industries. In particular, we
split the sample based on the classification by Loughran and Ritter (1997), as described in
Section 2.1.

It is important to highlight that the characteristics of the layoff announcement are also
absorbed by event fixed effects. Nonetheless, layoff characteristics — in particular announcers’
stock price reactions — are critical to identify the nature of the revealed information and its
potential interaction with the variables of interest. In order to recover this information,
we interact the direction of the announcer’s stock price reaction to its own announcement
with our proxies for growth opportunities. In order to facilitate the presentation, we present
specifications with two interaction terms based on both good and bad announcer news while
omitting a main effect. This specification allows us to directly look at the results presented

in the tables without further calculations. Notwithstanding, results are the same as those



obtained using specifications with main effects (level variable) and interaction terms (one
interaction term with good announcer news, for example).

We also consider the case in which C'ov(cepent, 2) = 0. In this case, we may consider
Cevent together with the idiosyncratic error u;; without generating an omitted variables bias.
In this case, both pooled OLS and FGLS estimators are consistent. However, the random
effects GLS estimator is more efficient for cases in which St. Dev.(cepens) # 0. We run a
random effects model and we test the null hypothesis Hy : St. Dev.(cepent) = 0 through a
Breusch and Pagan (1980) test.!’ Since we rejected the hypothesis, we omitted the OLS
results. The benefit of a random effects model is that it allows us to obtain estimates for ~,
the coefficient for the event-specific variables.'?

Finally, in order to verify if either the fixed effects or the random effects model is the most
suited for our case, we test the hypothesis Hy : Cov(£2, Cepent) = 0. We follow Wooldridge

(2010) and run the following auxiliary regression:!?

CARM =0 x W; ¢ -+ n* @i,t + €it (3)

where 7;; are the time averages of all time-varying regressors, while w; ; includes all remaining
time-varying and time-constant regressors, as well as the constant. We use a joint Wald test
on Hy : n =0 to test if Cov(Q, Cepent) = 0. We also include cluster-robust standard errors to
allow for heteroscedasticity and serial correlation. Our results do not reject that a random
effects model is best suited for our problem.' However, the assumption Cov(£2, Copent) = 0 is
quite strong. Consequently, we still focus our presentation on the more robust fixed effects

model, and we present the random effects results in the extended analysis.

3. Data and Sample Selection

3.1. Sample Construction

Our initial sample consists of layoff announcements between 1979 and 2010 for all firms
listed in the S&P 500 at any point in that time period and their rivals from the same
three-digit SIC code-year.

HDetails about the test are presented in the online appendix.

12Tn all our specifications, we report cluster robust Huber-White standard errors.

13Usually, a Hausman test is used to test random vs. fixed effects models. However, a Hausman test is
only valid under homoscedasticity and cannot include time fixed effects, conditions that are unlikely satisfied
in our case.

14We obtained an F-statistic F(15,657) = 1.14, with a p-value of 0.3144.

1515Even though there are concerns about using SIC codes to identify industries and some alternatives are
suggested in the literature (see Hoberg and Phillips (2010) and Bhojraj, Lee, and Oler (2003)), we decided

10



During the sample period, 1,269 unique firms were at some point listed in the S&P 500
index. For each of these firms, we use Factiva to search for layoff announcements published
in the Wall Street Journal. Following Farber and Hallock (2009), we focus only on Wall
Street Journal announcements, since we believe that any significant news related to S&P 500
firms will be reported in that publication. Additionally, since we are primarily concerned
with the effect of layoff announcements on rivals, we are not interested in unannounced
layoffs. We search Factiva for the following keywords: “layoft,” “layoffs,” “lay-off,” “laid

7w

off,” “restructure,” “restructured,” “restructuring,” “downsize,” “downsizing,” “downsized,”
“plant closure,” and “plant closing.” We collect 2,364 layoff announcements by 502 distinct
firms. For each layoff announcement, we document the date of the layoff announcement, the
size of the layoff, and the reason given for the layoff.16

We obtain firm-specific financial data for announcers and rivals from Compustat. Our
sample is restricted to only U.S. firms. Further, we exclude financial firms (SIC 6000-6799)
and utility firms (SIC 4610-4991) because of their highly regulated nature, as well as firms
without industry classification (SIC 9999). For each firm announcing a layoff, we determine a
group of rivals based on their classification in the same three-digit SIC code. We then restrict
our sample to isolate the information content of the layoff announcements. First, we eliminate
any layoff announcements in which the layoff firm had made earnings, stock splits, or dividend
announcements within a [—5,45] window around the layoff announcement date, since these
concurrent announcements may affect short-run returns. We also eliminate any rival that
made one of these announcements within the same event window. Second, in order to focus
on layoff announcements that contain new information, we eliminate any announcement that
explicitly refers to a previous announcement, as well as any layoff that occurs within 100
days of a previous layoff by the same firm. Third, we restrict our sample to firms listed in
one of the three main exchanges (AMEX, NYSE, and NASDAQ). Moreover, there is a clear
distinction between how much attention firms that are currently in the S&P 500 receive from
the media and investors relative to firms that were previously members of the index as well
as candidates for inclusion. Hence, we focus on announcers that are actively in the S&P 500
index on the date of announcement. Fourth, we eliminate firms that delist within 180 days
from the announcement. Since exchanges are required to communicate delisting decisions

180 days prior to the event, we exclude these cases to avoid any contamination of the layoff

to use the three-digit SICs not only because we wanted to be able to compare our results with those in the
previous literature, but also because we wanted a classification that would be likely be used by investors to
identify potential rivals.

16Tn previous versions of this paper, we included analysis that controlled for the reason given for the layoff.
Given that results were qualitatively the same and the reasons’ dummies had no statistical significance, we
omit those results in the current version.
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announcement effect. Finally, we eliminate any observation for which variables relevant to
our analysis are missing. The baseline sample for our main analysis consists of 658 layoff
announcements by 251 unique announcers and a sample of 3,127 unique rivals, representing
25,819 firm-event observations for rivals during our sample period, 1979-2010.

We use lagged independent variables so that we can control for the financial position and
performance prior to the layoff announcement for both announcer and rivals. These variables
include leverage, firm size (measured in terms of the log of total assets), firm age, Tobin’s Q,
sales growth, cash holdings, number of employees, R&D expense, return on assets (ROA),
cost of goods sold (COGS), selling, general and administrative expense (SG&A), as well as
measures of distress (for example, Altman’s Z-score) and measures of financial constraint (for
example, Whited and Wu (2006)’s index). Details on the construction of the variables are
presented in Table 1. All of our variables are adjusted for inflation (constant 2000 dollars).
We also winsorize control variables at the 1 percent level to reduce the effect of extreme
outliers. Our results are robust to changes in the winsorization level.

Unfortunately, Compustat’s labor compensation data are quite incomplete: Compustat’s
variable on staff expense - total (xIr) is available for just 4.37 percent of our sample obser-
vations, while the variable on staff expense - wages and salaries (xstfws) is missing for our
the entire sample. Hence, we are unable to control directly for labor costs. However, we
have indirect controls for labor costs, for both production workers — through COGS — and
non-production workers, by SG&A. Similarly, owing to the wage-size premium — large firms
on average pay higher wages than smaller ones — firm size is also a proxy for the wage bill
(see Brown and Medoff (1989)). Finally, the previous literature has shown (see Chemmanur,
Cheng, and Zhang (2013) and Berk, Stanton, and Zechner (2010)) that leverage is associated
with a higher wage bill. Therefore, while we are unable to directly control for labor costs,
we include several proxies for higher overall labor expenses.

For our event study, we collect daily returns data from the Center for Research in Secu-
rity Prices (CRSP). We use the market-adjusted returns model with Scholes and Williams
(1977)’s beta and value-weighted market index to calculate CARs. Our pre-event estimation
window is up to 200 days long (minimum three days) and it ends 101 days before the layoff
announcement. We calculate CARs for short-run event windows of 3, 5, and 11 days, cen-
tered on the day of the layoff announcement. Since results are qualitatively similar across
the event windows, we present results using the three-day event window in our analysis. This
window choice allows us to compare our results with previous results in the literature.

Table 2 shows how layoff announcements are distributed across industries. As expected,
the majority of the layoffs occurred in manufacturing (84 percent) followed by services (8

percent), and retail (5 percent). As we show in the appendix Table A2, our results are
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qualitatively the same if we restrict our sample to only manufacturing firms. We also see a
significant variation in the average number of rivals per event across industries, with numbers
varying from 178 in services to two in Transportation.!” Once we restrict our sample to rivals
that are currently members of the S&P 500 index, the numbers drop significantly, but there
is still significant variability across industries. In terms of industry average layoff sizes as
fractions of the pre-layoff labor force, we see that layoffs vary from 0.99 percent of the firm’s
labor force (in wholesale trade) to 9.16 percent in mining. Finally, in terms of the distribution
of layoffs over time, we see in online appendix Table IA.3 that layoffs are spread out across
the sample period. Based on initial clustering analysis, we do not find that layoffs occur in

clear time clusters in our sample.

3.2.  Summary Statistics

We report the summary statistics for announcers and rivals in Table 3. We divide the
results across announcements into positive versus negative stock price reactions of the an-
nouncer’s firm, and we label the reactions “good news” and “bad news” cases, respectively.
This analysis is important because we observe substantial variation in the announcer’s mar-
ket reaction to its own layoff announcement (CAR), with the fraction of announcers with
positive CAR in any given year in our sample being usually above 40 percent as shown in
Figure 1.A.

Table 3 shows that, compared with rivals, announcers are bigger, more leveraged, less
financially constrained (based on the Whited-Wu index), and older, regardless of the an-
nouncer’s stock price reaction.'® The differences between announcers and rivals are statisti-
cally significant.’® This is not surprising, since all of the announcers are listed in the S&P
500 index at the time of the announcement, while only 11.66 percent of the rivals are S&P
500 members. However, we obtain qualitatively similar results if we restrict our sample to
only those rivals from the S&P 500. In the online appendix Table TA.2, we present the
descriptives only for rivals that are currently members of the S&P 500 index. In terms of
profitability, we see that, although announcers have a lower ROA than their S&P 500 rivals,
they outperform the average/median of the full rival group. This result corroborates what
has been found in the literature (Chen, Mehrotra, Sivakumar, and Wayne (2001)). Moreover,
in terms of growth options, our proxies for growth (Tobin’s Q, sales growth, and R&D) in-

dicate that announcers are likely to have lower growth opportunities — in particular, Tobin’s

1"Rivals in these cases are Genesee & Wyoming Inc., Railtex Inc., Wisconsin Central Transportation, and
Florida East Coast Industries.

18 Announcers are bigger in terms of total assets as well as number of employees.

19While the results presented in Table 3 are not clustered at the event level, results are qualitatively the
same when we calculate cluster-adjusted t-values.
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Q and sales growth. This is true even after restricting the sample to rivals with S&P 500
membership. Finally, in terms of the distinctions between announcers with good and bad
market reactions, we do not observe a clear distinction across their average characteristics.
This is important, since it reveals that a layoff announcement adds information that could
not be easily discerned by observing financial characteristics.

In terms of the layoff characteristics, we observe a wide variation in both the number of
employees displaced and the fraction of the announcer’s labor force affected. In terms of the
layoff size, we see a range in the sample from 50 to 24,600, with a median layoff size of 675.
We also see that layoffs that the market perceives positively for the announcer are slightly
larger in number than those perceived negatively. However, there is no clear distinction in
the fraction of the labor force displaced between good and bad news announcements. In
both cases, we can see that, on average, the layoff announcement affects 5 percent of the
firm’s labor force, while the median announcement affects 3 percent.

In terms of stock price reaction, we see that rivals’ stock price reactions move, on average,
in the same direction as the announcer’s reaction. This is a first indication that industry
effect dominates the competitive effect. Moreover, the fraction of rivals with positive CARs at
any given announcement increases over time, as we can see in Figure 1.B, following a pattern
similar to the one observed for announcers in Figure 1.A. Finally, the standard deviation of
rivals’ reactions has also increased over time — as we can observe in Figure 2 — suggesting
that industry peers became more heterogeneous with time, while demonstrating that layoff

announcements became more “newsworthy,” as pointed out by Hallock and Mashayekhi
(2003).

3.8.  Likelihood of Becoming an Announcer

In order to take into account the joint effect of the variables discussed, we estimate a
probit model of the likelihood of a given firm announcing a layoff while controlling for year
and industry effects.?’ As we see in Table 4, the stylized facts presented above are confirmed
by the probit. Announcers tend to be larger, older, less efficient (higher COGS and SG&A),
more leveraged, and more diversified, and have lower growth opportunities (low Tobin’s

Q) than their rivals.?! For example, based on the specification including both firm and

29Tn order to keep comparability in size, we restrict the non-announcing rivals to the S&P 500 group.
Standard errors are clustered by layoff event.

21Since we collected layoff announcements for all firms that were in the S&P 500 at any given point within
the 1979-2010 period, we have in the overall database announcements not only by firms that are currently in
the S&P 500, but also by firms that were dropped from the index and firms that would eventually be added
to the index in the future. We restrict our main analysis to the sample of announcements by firms currently
in the index. In a previous version of this table, we not only included all firms that are in the index at any
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industry fixed effects, increasing Tobin’s Q by one standard deviation on average decreases
the likelihood that a firm announces a layoff by 2.5 percentage points. Differently, increasing
firm size (log total assets) by one standard deviation on average increases the likelihood that
a firm will announce a layoff by 3.9 percentage points.

Table 5 shows the association between an announcer’s characteristics and the likelihood
that the market perceives the layoff announcement as positive news. No explanatory variable
shows a statistically significant correlation with the likelihood of a positive announcer’s stock
price reaction, particularly once we introduce year and industry fixed effects. This result
reinforces the fact that a layoff announcement adds information that could not be easily

discerned by observing the announcer’s financial characteristics.

4. Results

4.1.  Average Effects Models

To test hypotheses 1la and 1b, we test for an average industry-wide effect of the layoff
announcement. We aim to determine how the information content of the layoff announce-
ment itself — in particular the announcer’s own stock price reaction — can be important in
determining the net effect on rivals. The panels in Table 6 show the results for our sample.
Our tests are constructed using value-weighted portfolios of rivals with stock returns avail-
able from CRSP. Table 6 and online appendix Table TA.4 include several parametric and
non-parametric tests of the average effects. Since their results mostly agree with each other,
we do not go into details about each test’s unique strengths and weaknesses.??

We separate the results across the announcer’s own stock price reaction, by looking at
overall, good news, and bad news cases one at a time. Panel A shows that there is no
clear net effect in the overall sample. However, this test is aggregating two subsamples with
opposite information content, generating a bias toward no results. Once we break down the
sample with respect to the direction of the announcer’s stock reaction, we see a clear pattern.
Panels B and C show that the industry effect dominates the competitive effect, since the net
effect on the portfolio of rivals is clearly positively correlated with the announcer’s reaction.
Therefore, our results corroborate hypothesis 1a and reject hypothesis 1b. In particular, in
the “good news” case, rivals’ average three-day CAR centered on the announcement date

is +0.44 percent. Moreover, both parametric and non-parametric tests indicate that the

given point, but also controlled for current membership using a dummy variable. The dummy of current

S&P 500 status was positive and significant, justifying our concerns that current members may have more

exposure to the media and are more likely to have their layoffs announced in the Wall Street Journal.
22Dutta (2014) discusses the different tests in details.
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average impact on rivals is statistically different from zero. Similarly, in the “bad news”
case, rivals’ average centered three-day CAR is -0.60 percent and statistically different from
zero. Based on these results, we calculate the value change for each rival by multiplying the
rival’s CAR in the event window by its market capitalization at the end of the previous fiscal
year. We find a mean (median) gain of $31.74 million ($0.39 million) in the “good news”
case and a mean (median) loss of $29.74 million ($0.53 million) in the “bad news” case.

Moreover, we observe that the effect is concentrated in the (—1,+1) event window, in
particular for the bad news case. In this sense, we see that the layoff announcement is
unanticipated by the market. These results corroborate the initial findings obtained in Table
3, panel A based on the summary statistics. Finally, in the online appendix Table TA.4, we
break down the abnormal returns within the event window, by looking at the magnitude of
the abnormal return on different days within the event window. Results show little to no
information leakage, while corroborating the results presented in table 6. Our results are
also robust to focusing only on announcements that have a reaction for the announcer that
is statistically significant — that is, statistically significantly different from zero — as well as
to focusing on the manufacturing subsample. For brevity, we omit these tables.

Once the results in Table 6 reject hypothesis 1b, testing hypothesis 1c becomes a robust-
ness exercise. Toward this goal, we consider the subsamples with high- and low-SMHHI. As
suggested by Lang and Stulz (1992), the competitive effect should be strongest in concen-
trated industries, that is, high-SMHHI industries. Finding no evidence of net competitive
effects in high-SMHHI industries would further corroborate the results in Table 6 that in-
dustry effects dominate investors’ perception of layoff announcements’ information content.
Table 7 presents our results. Panels A and B show the results for concentrated industries
(high SMHHI). In the “good news” case (panel A), we observe no significant net effect of the
layoff announcement on industry rivals. While the average CARs have a sign that indicate
a competitive effect, not only are they not statistically significant, but also their economic
magnitude is quite small. In contrast, in the “bad news” case, we see a clear net industry
effect. In particular, rivals’ average three-day CAR centered on the announcement date is
-0.99 percent and statistically different from zero. Consequently, even in concentrated indus-
tries we find no evidence of a net competitive effect. In the best case scenario (“good news”
case in high-SMHHI industries), competitive effects are strong enough to at best counter-
act industry effects. However, the lack of significant industry effects in this case may be
due to the small sample size rather than to a somewhat stronger competitive effect. For
completeness, panels C and D of Table 7 present the results for low-SMHHI industries. As
expected, industry effects dominate the rivals’ average stock price reaction. In particular,

in the “good news” case, rivals’ average three-day CAR centered on the announcement date
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is +0.73 percent and statistically different from zero. Similarly, in the “bad news” case,
rivals’ average centered three-day CAR is -0.40 percent and statistically different from zero.
In summary, results in Table 7 show no evidence of competitive effects even within concen-

trated industries, rejecting hypothesis 1c¢ and corroborating the findings presented in Table

6.

4.2.  Fixed Effects Model

The results in Section 4.1 corroborate hypothesis 1a, showing that industry effects dom-
inate competitive effects. Consequently, the natural follow-up tests should be focused on
hypotheses 2a and 2b. In order to test hypothesis 2a, we estimate a fixed effects model. We
present the results for our benchmark specifications in Table 8. These specifications include
all of the control variables presented in the rivals’ column in Table 3 panel A, as well as event
fixed effects. We also cluster standard errors by industry. For brevity, we omit reporting
the coefficient estimates for the controls in Table 8. In the online appendix Table TA.1, we
present the results for all regressors’ coefficients. Here, we focus on the results for our proxies
for growth opportunities in model 4, which includes all interactions.

Our results in Table 8 show the importance of controlling for the direction of the an-
nouncer’s stock price reaction in interpreting the results. In the “good news” case, rivals
with high growth opportunity proxies observe a more positive reaction in their own stock
price relative to that of low growth rivals. In particular, an increase of one standard de-
viation in the rival’s Tobin’s Q induces an increase in the rival’s CAR of 0.451 percentage
points. Similarly, rivals with positive R&D expenses see an additional 1.19 percentage points
in their stock price reaction to a peer’s layoff announcement. Finally, while the rival’s sales
growth coefficient is not statistically significant in the full specification presented in model
4, the coefficient has the correct positive sign. On the other hand, when the layoff is “bad
news” for the announcers, we observe that the market response for rivals with high growth
opportunity proxies is relatively worse than for other rivals. In particular, an increase of
one standard deviation in the rival’s Tobin’s @ induces a more negative CAR by -0.233 per-
centage points. Similarly, an increase of one standard deviation in the rival’s sales growth is
associated with a decline in the rival’s CAR by -0.21 percentage points. Finally, while the
coefficient for R&D is not statistically significant, it has the correct negative sign. Overall,
our fixed effects specification findings corroborate hypothesis 2a, showing that rivals whose
value predominantly reflects growth opportunities are the ones most likely to experience the
strongest industry effects.

To test hypothesis 2b, we split our sample between technology and non-technology in-

17



dustry groups. We present results for the tech-industries subsample in Table 9. As expected,
results are in line with what we observed for the overall sample in Table 8. In the good news
case, rivals with high growth opportunity proxies observe a more positive reaction in their
own stock price. In particular, an increase of one standard deviation in the rival’s Tobin’s
Q induces an increase in the rival’s CAR of 0.591 percentage points. Similarly, rivals with
positive R&D expenses see an additional 1.63 percentage points in their stock price reaction
to a layoff announcement in the industry. Finally, while the rival’s sales growth coefficient
is not statistically significant in the full specification presented in model 4, the coefficient
has the correct positive sign. In the bad news case, rivals with high growth opportunity
proxies fare worse than other rivals, although results are weaker than in the good news case
in terms of both statistical significance and economic magnitude. In particular, an increase
of one standard deviation in the rival’s sales growth is associated with a decline in the rival’s
CAR by -0.287 percentage points. Coefficients for Tobin’s Q and R&D are not statistically
significant in the full model presented in column 4, but have the correct negative sign.

Table 10 presents results for non-tech industries. As expected, results are weaker than in
the tech-industries, not only because growth opportunities are a smaller fraction of the firm’s
value in non-tech industries, but also because our sample size drops significantly (down to
7,354 firm-event observations from the original sample size of 25,802 in Table 8). Results
for the good news case are insignificant across all growth proxies. In the bad news case,
we observe that rivals with a high Tobin’s Q suffer more negative stock price reactions. the
results are not statistically significant for either R&D or sales growth. In summary, the
results in Tables 9 and 10 corroborate hypothesis 2b.

Finally, even though our tests in tables 6 and 7 indicate that industry effects dominate
competitive effects, as a robustness exercise we split our sample across industries with dif-
ferent degrees of concentration. In particular, we split the sample across the median of the
calculated SMHHI. The results for the subsample of low-SMHHI industries are presented
in Table 11. We focus on the results for the full model presented in column 4. The re-
sults for the low-concentration industries corroborate the ones presented for the full sample
in Table 8. In the good news case, rivals with high growth opportunity proxies observe a
more positive reaction in their own stock price. In particular, an increase of one standard
deviation in the rival’s Tobin’s () induces an increase in the rival’s CAR of 0.543 percentage
points. Similarly, rivals with positive R&D expenses see an additional 1.43 percentage points
in their stock price reaction to a peer’s layoff announcement. Finally, while the rival’s sales
growth coefficient is not statistically significant in the full specification presented in model
4, the coefficient has the correct positive sign. In the bad news case, rivals with high growth

opportunity proxies fare relatively worse than other rivals. In particular, an increase of one
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standard deviation in the rival’s sales growth is associated with a decline in the rival’s CAR
by -0.176 percentage points. A similar result obtains for Tobin’s Q, although the coeffi-
cient is not statistically significant in model 4. Finally, while the coefficient for R&D is not
statistically significant, it has the correct negative sign.

Results for the high-SMHHI industries are presented in Table 12. The results from Table
7, panel A, show no net effect of layoff announcements on rivals’ mean CAR. Consequently,
it is unsurprising that we find no significant coefficients for the “good news” case. In the
“bad news” case, we observe that both Tobin’s Q and sales growth have coefficients that
are negative and statistically different from zero. Focusing on the results for the full model
presented in column 4, we see that an increase of one standard deviation in the rival’s Tobin’s
Q induces a decline in the rival’s CAR of -0.522 percentage points. Similarly, an increase of
one standard deviation in the rival’s sales growth is associated with a decline in the rival’s
CAR by -0.447 percentage points. The results are not statistically significant for our R&D
indicator.

In summary, our results indicate not only that industry effects dominate the information
spillovers generated by layoff announcements, but also that rivals with high growth oppor-
tunities are the most affected by the news. Moreover, the effect is strongest in technology

industries, where growth opportunities are presumably most valuable.

4.3.  Random Effects Model

Table 13 presents our results for the random effects model. As we discussed in Section 2,
following the test proposed by Wooldridge (2010), we are unable to reject the hypothesis that
Cov(§), Cepent) = 0. Consequently, the random effects model is, in principle, preferable to
the fixed effects model for two reasons. First, the random effects model allows us to directly
estimate the coefficient of variables that are constant at the event level, such as announcer
and layoff characteristics. Second, even though both the random and fixed effects models
can be consistently estimated, the random effects model provides more efficient estimators.

The results presented in Table 13 are in line with the ones obtained in Tables 8-12
using the fixed effect model. Industry effects dominate the competition effects, with rivals
whose values are more associated with growth opportunities experiencing a stronger positive
correlation between their stock price reaction and the announcer’s. Moreover, the importance
of growth opportunities is significantly higher in technology industries, as we would expect.

In terms of specific results, Table 13 presents the following. In the case of announcer
good news, column All shows that rivals that have positive R&D investments observe a

0.7 percentage point higher CAR following the layoff announcement than no-R&D rivals.
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Similarly, the CARs for rivals with positive R&D investments in the “good news” case are
0.86 percentage points and 1.61 percentage points higher than their no-R&D counterparts
in the low SMHHI and technology industry subsamples, respectively. On the other hand,
other proxies for growth opportunities — Tobin’s Q and sales growth — are not statistically
significant in the “good news” case for most subsamples. In the “bad news” case, rivals with
sales growth that is one standard deviation above the average observe a CAR that is -0.29
percentage points lower than the average in the full sample specification. Similarly, these
rivals observe a CAR that is -0.25 percentage points and -0.35 percentage points lower than
the average in the low SMHHI and technology industry subsamples, respectively. On the
other hand, other proxies for growth opportunities — Tobin’s @ and R&D investment — are
not statistically significant in the “bad news” case for most subsamples.

Finally, the magnitude of the average rival’s reaction is positively correlated with the
announcer’s reaction across all subsamples. In particular, in the full sample case, an an-
nouncement with a CAR one standard deviation above the mean (announcer’s CAR =
+4.77 percent) is associated with an average rival’s CAR of 4+0.632 percent. In contrast,
an announcer’s CAR that is one standard deviation below the mean (announcer’s CAR =
-5.40 percent) is associated with an average rival’s CAR of -0.439 percent. In either case, the
average rival’s CAR is statistically different from zero. Consequently, the results from the
random effects model corroborate the findings of the aggregated tests presented in Section
4.1. Consequently, these results reinforce the need to take into account the magnitude and
direction of the announcer’s CAR in order to properly factor in the information released
during a layoff announcement. Moreover, the fact that announcers’ and rivals’ stock price
reactions are, on average, in the same direction again corroborates the claim that industry

effects dominate competition effects.

4.4. Robustness Checks

In the appendix tables, we present several robustness checks. In Table A1 we restrict
our sample to rivals that are currently in the S&P 500. In Table A2, we restrict our sample
to manufacturing industries — as seen in Table 2, the majority of our sample layoff an-
nouncements are in manufacturing. Tables A3 and A4 consider event windows [—5, +5] and
[—11, 11}, respectively. Finally, in Table A5, we restrict our sample to announcements where
the announcing firm’s stock price reaction was statistically different from zero. Overall, our
results are qualitatively the same across all of these different robustness tests. The statisti-
cal significance of some coefficients becomes weaker, which is expected given the decline in

sample size.
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5. Conclusion

In this paper, we examine the impact of layoff announcements on the announcer’s industry
rivals. We show that on average industry effect dominates competition effect. Consequently,
rivals’ stock market reaction moves in the same direction as the announcer’s reaction. More-
over, rivals whose value is driven by growth prospects — proxied by sales growth, R&D
investment, and Tobin’s Q — on average face larger stock price reactions than other industry
rivals. Furthermore, results are stronger in technology industries, where growth options are
a larger fraction of the firms’ valuation. Taken together, these results point toward layoffs
being perceived by investors as conveying news about the medium to long-term prospects of

the industry.
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Table 3: Descriptives

The sample is 676 layoff announcements by 251 unique S&P500 firms in the period 1979-2010 and 25,819 unique
firm-year observations of public rivals (based on 3-digit SIC code). All variables are described in table 1. Panel A
(B) describes the summary statistics for rivals’ characteristics in the “good news” (“bad news”) case, i.e., in which
announcer’s stock return reaction has a positive (negative) 3-day cumulative abnormal return — CAR. The reported
levels of significance at the mean t-tests for the differences in mean between rivals and announcers are *, **, and

*** corresponding to 10%, 5%, and 1% statistical significance levels at a two-tail test.

Panel A: Good News

Announcers Rivals t-test
No. Obs 307 No. Obs 11,447 (Rival - Ann.)
CAR[-1,+1] 3.46 0.84 -2.621%*
(3.97) (7.86) (-11.01)
Tobin’s Q 1.73 2.17 0.440**
(1.17) (1.75) (6.12)
R&D 0.87 0.83 -0.0385*
(0.33) (0.37) (-1.99)
Sales Growth 0.03 0.21 0.175%*
(0.19) (0.52) (14.93)
RoA 0.14 0.07 -0.076***
(0.07) (0.18) (-17.12)
Cash Holdings 0.12 0.35 0.230***
(0.17) (0.38) (22.10)
COGS 0.64 0.53 -0.111%*
(0.18) (0.25) (-10.41)
SG&A 0.22 0.45 0.234**
(0.14) (0.38) (27.25)
Leverage 0.35 0.18 -0.172%
(0.20) (0.21) (-15.17)
Whited Wu Index -0.43 -0.23 0.206***
(0.06) (0.11) (54.56)
Altman’s Z-score 3.72 6.12 2.403**
(3.68) (7.58) (10.85)
Age 37.64 15.08 -22.56%**
(12.65) (11.91) (-30.88)
log(Total Assets) 8.89 5.26 -3.634***
(0.96) (1.82) (-63.55)
No. of Segments 5.14 2.47 -2.663**
(3.14) (1.55) (-14.80)
No. of Employees 50,375 5,268 -45,107***
(37182) (15458) (-21.21)
Layoff Size 1,921 - -
(3380.85) - -
Layoff Ratio 0.05 - -
(0.06) - -
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Panel B: Bad News

Announcers Rivals t-test
No. Obs 351 No. Obs 14,372 (Rival - Ann.)
CARJ-1,+1] -3.36 -0.35 3.012%*
(3.71) (6.91) (14.60)
Tobin’s Q 1.76 2.29 0.534***
(1.16) (1.82) (8.10)
R&D 0.88 0.82 -0.053**
(0.33) (0.38) (-2.96)
Sales Growth 0.05 0.20 0.145%*
(0.25) (0.49) (10.28)
RoA 0.15 0.07 -0.077
(0.08) (0.17) (-16.98)
Cash Holdings 0.12 0.35 0.232%*
(0.15) (0.38) (26.51)
COGS 0.61 0.51 -0.10"**
(0.20) (0.25) (-9.33)
SG&A 0.25 0.46 0.217**
(0.18) (0.38) (21.55)
Leverage 0.33 0.18 -0.153**
(0.19) (0.21) (-15.09)
Whited Wu Index -0.43 -0.23 0.198***
(0.07) (0.11) (54.72)
Altman’s Z-score 3.91 6.21 2.308***
(3.24) (7.62) (12.52)
Age 35.00 14.56 -20.44**
(13.11) (11.40) (-28.94)
log(Total Assets) 8.71 5.20 -3.505"**
(0.97) (1.82) (-64.91)
No. of Segments 4.87 2.48 -2.40***
(3.01) (1.53) (-14.88)
No. of Employees 43,808 5,009 -38,799***
(34898) (15029) (-20.78)
Layoff Size 1,318 - -
(2388.15) .
Layoff Ratio 0.04 - -
(0.05) -
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Table 4: Probit - Announcer

This table reports the average marginal effects from a probit model where the dependent variable is the likelihood of a firm
making a layoff announcement. The independent variables include proxies for growth (Tobin’s Q, R&D expense, and Sales
Growth), financial health (RoA, Cash Holdings, COGS, SG&A, Leverage, Whited Wu Index, and Altman’s Z-score) and size
(Age, No. of Segments, log(Total Assets), No. of Employees). We include all the announcers from our main sample, but
restrict rivals to the 1,269 unique firms that were listed in the S&P 500 index at some point in the sample period but did
not announce a layoff. We also control for decade and industry fixed effects as indicated in each model and bootstrap the

standard errors.

Variables Prob(Anouncer) Prob(Anouncer) Prob(Anouncer) Prob(Anouncer)
Tobin’s Q -0.01 7% -0.018%** -0.014%+* -0.013**
(0.005) (0.006) (0.005) (0.005)
R&D 0.028%* 0.025* 0.001 -0.001
(0.014) (0.014) (0.015) (0.015)
Sales Growth 0.001 -0.011 -0.003 -0.013
(0.017) (0.018) (0.021) (0.023)
RoA 0.113 0.053 0.148* 0.081
(0.074) (0.076) (0.083) (0.085)
Cash Holdings -0.068* -0.044 -0.074* -0.049
(0.039) (0.039) (0.043) (0.041)
COGS 0.146%** 0.110%%* 0.109%** 0.074%*
(0.034) (0.039) (0.032) (0.034)
SG&A 0.128%%* 0.110%%* 0.159%** 0.142%%*
(0.033) (0.034) (0.037) (0.036)
Leverage 0.077*** 0.073%** 0.087*** 0.084***
(0.028) (0.028) (0.028) (0.028)
Whited Wu Index -0.204 -0.248%* -0.247* -0.279*
(0.131) (0.133) (0.139) (0.143)
Altman’s Z-score 0.003* 0.003* 0.002 0.002
(0.002) (0.002) (0.002) (0.002)
Age 0.002%** 0.002%** 0.0027%** 0.002%**
(0.000) (0.000) (0.000) (0.000)
No. of Segments 0.004** 0.003* 0.006*** 0.006***
(0.002) (0.002) (0.002) (0.002)
log(Total Assets) 0.012 0.013 0.023%%* 0.024*%*
(0.008) (0.008) (0.007) (0.008)
No. of Employees 0.000** 0.000** 0.000 0.000
(0.000) (0.000) (0.000) (0.000)
Year FE X X
Industry FE X X
Pseudo R-squared 0.14 0.15 0.15 0.16
N 5,080 5,080 5,078 5,078

*p<0.1; ¥* p < 0.05; *** p < 0.01
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Table 5: Probit - Probability of Good News

This table reports the average marginal effects from a probit model where the dependent variable is the likelihood of a good news layoff
announcement. A layoff announcement is defined as good news when the announcer has a positive stock price reaction. The independent
variables include proxies for growth (Tobin’s Q, R&D expense, and Sales Growth), financial health (RoA, Cash Holdings, COGS,
SG&A, Leverage, Whited-Wu Index, and Altman’s Z-score) and size (Age, No. of Segments, log(Total Assets), No. of Employees). All
Announcers are members of the S&P 500 index. We also control for decade and industry fixed effects as indicated in each model and
bootstrap the standard errors.

Variables Prob(Good news) Prob(Good news) Prob(Good news) Prob(Good news)
Tobin’s Q 0.003 -0.008 0.004 -0.005
(0.038) (0.041) (0.043) (0.043)
R&D 0.013 0.028 -0.006 0.009
(0.072) (0.080) (0.071) (0.083)
Sales Growth -0.131 -0.103 -0.136 -0.102
(0.112) (0.123) (0.103) (0.130)
RoA -0.099 -0.027 -0.216 -0.151
(0.533) (0.621) (0.503) (0.606)
Cash Holdings 0.337* 0.271 0.359%* 0.298
(0.202) (0.217) (0.202) (0.206)
COGS -0.005 -0.040 -0.167 -0.232
(0.388) (0.519) (0.376) (0.473)
SG&A -0.310 -0.317 -0.357 -0.399
(0.479) (0.615) (0.432) (0.548)
Leverage 0.048 0.017 0.041 0.013
(0.143) (0.169) (0.143) (0.163)
Whited-Wu Index 0.294 0.163 0.157 0.115
(0.804) (0.937) (0.816) (0.865)
Altman’s Z-score 0.001 0.002 -0.000 0.000
(0.018) (0.020) (0.015) (0.012)
Age 0.004 0.003 0.004 0.003
(0.002) (0.003) (0.002) (0.003)
No. of Segments 0.001 -0.002 0.005 0.003
(0.008) (0.010) (0.009) (0.010)
log(Total Assets) 0.017 0.001 0.027 0.016
(0.053) (0.064) (0.055) (0.056)
No. of Employees 0.000 0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)
Year FE X X
Industry FE X X
Pseudo R-squared 0.02 0.04 0.02 0.05
N 604 604 602 602

*p < 0.1; %% p < 0.05 ¥ p < 0.01
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Table 6: Tests for Average Effects

Rivals’ 2-tail tests: Parametric Statistics with Bootstrapped Significance Levels

The Patell test is the standardized abnormal return test developed by Patell (1976). Std. C.S. Z s
the standardized cross-sectional test for market model abnormal returns introduced by Boehmer,
Masumeci, and Poulsen (1991). Port. T.S. t is the time-series standard deviation test, also
called the “crude dependence adjustment test” (Brown and Warner (1980)). Finally, the C.S. St.
Dev. t is the cross-sectional standard deviation test, also suggested by Brown and Warner (1985).
Abnormal returns based on the market model.

Panel A — Overall
Std. C.S. Port. T.S. C.S. St. Dev.
Z t t

Days N CAR

(-1,41) 676 -0.12%  -1.636° -1.129 -1.21
(0,0) 676 -0.06%  -0.36 -0.889 -0.865
(-1,+3) 676 -0.16%  -1.083 -1.1488 -1.258
(-2,42) 676 -0.02%  -0.366 -0.143 -0.159
(-5+5) 676 -0.11%  -1.043 -0.524 -0.616

The symbols ¥ | *** and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a two-tail nonparametric bootstrap of the indicated test.

Panel B — Good News

Std. C.S. Port. T.S. C.S. St. Dev.
Days N CAR Z t t

(-1,41) 308 0.44%  2.940%%  2.894%%* 3.123%*
(0,0) 308 0.18%  2.353%* 1.980%* 2.082*
(-1,43) 308 0.48%  2.916%F  2.424%%* 2.736%*
(-2,42) 308 0.54%  2.996%%  2.710%** 2.972%%
(-545) 308 0.50%  1.774% 1.704* 1.974%

The symbols ¥ | *** and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a two-tail nonparametric bootstrap of the indicated test.
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Panel C — Bad News

_ Std. C.S. Port. T.S. C.S. St. Dev.
Days N CAR Z t t
(-1,+1) 368 -0.60%  -5.147** -3.844*% -4.264%*
(0,0) 368 -0.25%  -2.609** -2.780%* -2.624%%
(-1,+3) 368 -0.70%  -4.158** -3.480** -3.864**
(-2,+2) 368 -0.49%  -3.338** -2.419%* -2.795%%
(-5,+5) 368 -0.62% -3.211%%  -2.081%* -2.520*

The symbols ® |, *** and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a two-tail nonparametric bootstrap of the indicated test.
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Table 7: Tests for Average Effects

Rivals’ 2-tail tests: Parametric Statistics with Bootstrapped Significance Levels
Std. C.S. Z is the standardized cross-sectional test for market model abnormal returns introduced
by Boehmer, Masumeci, and Poulsen (1991), Port. T.S. t is the time-series standard deviation
test, also called the “crude dependence adjustment test” (Brown and Warner (1980)). Finally,

the C.S. St. Dev. t is the cross-sectional standard deviation test, also suggested by Brown and
Warner (1985). Abnormal returns based on the market model.

Panel A — High SMHHI — Good News
Std. C.S. Port. T.S. C.S. St. Dev.

Days N CAR Z t t

(-1,4+1) 114 -0.04% 0.120 -0.138 -0.173
(-1,0) 114 -0.08% -0.284 -0.352 -0.409
(-1,4+3) 114 -0.06% -0.185 -0.159 -0.191
(-2,42) 114 -0.18% -0.903 -0.491 -0.632
(-5,45) 114 -0.52% -1.529 -0.958 -1.236

The symbols ¥ | *** and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a two-tail nonparametric bootstrap of the indicated test.

Panel B — High SMHHI — Bad News

Std. C.S. Port. T.S. C.S. S:::. Dev.

Days N CAR Z t

(-1,+1) 131 -0.99% -3.816%** -4 ATREF “3.T12%%*
(-1,0) 131 -0.72% -2.919%** -3.969** -3.064**
(-1,43) 131 -0.95%  -2.893** -3.333%** “2.T21%*
(-2,+2) 131 -0.63%  -2.385** -2.197** -1.848*

(-5,+5) 131 -0.99% -2.476** -2.333** -2.051*

The symbols ¥ | *** and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a two-tail nonparametric bootstrap of the indicated test.
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Panel C — Low SMHHI — Good News

Std. C.S. Port. T.S. C.S. St. Dev.

Days N CAR Z t t

(-1,41) 193  0.73% 3.562%** 4.401F** 4.042%**
(-1,0) 193  0.60% 3.642%** 4.404*** 3.916%**
(-1,43) 193  0.80% 3.730%** 3.735%** 3.769***
(-2,42) 193  0.96%  4.420*** 4.476*** 4.183***
(-5,+5) 193  1.14% 3.613%** 3.5TTHH* 3.674%**

The symbols ® | * ** and *** denote statistical significance at the 0.10, 0.05, 0.01 and

7 7 )

0.001 levels, respectively, using a two-tail nonparametric bootstrap of the indicated
test.

Panel D — Low SMHHI — Bad News

Std. C.S. Port. T.S. C.S. St. Dev.
t

Days N CAR Z t

(-1,+1) 225 -0.40%  -3.338%* -2.272%H* -2.491%*
(-1,0) 225 -0.16%  -2.081* -1.137* -1.168

(-1,4+3) 225 -0.53%  -2.895%* -2.327H%* -2.611%*
(-2,+2) 225 -0.48%  -2.355% -2.120%* -2.533%*
(-5,+5) 225 -0.56%  -2.257* -1.678** -2.158%*

The symbols ® | * ** and *** denote statistical significance at the 0.10, 0.05, 0.01 and
0.001 levels, respectively, using a two-tail nonparametric bootstrap of the indicated
test.
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Table 8: Rivals’ Stock Return Reaction

This table reports our results from a fixed effects regression model with interaction terms that allow for non-linearity
based on the direction of the announcer’s market reaction. The dependent variable is the rivals’ cumulative abnormal
return around a 3-day event window centered on the event. The independent variables of interest are proxies for
rivals’ growth opportunities: Tobin’s Q, R&D expense, and sales growth. The sample consists of all rivals in the same
3-digit SIC code as the announcer with valid data. All specifications include the control variables presented in Table
1. Additionally, we control for event fixed effects and cluster standard errors by industry. *** ** and * indicate
statistical significance at the 1%, 5%, and 10% levels.

(1) (2) (3) (4)

Good news x Rival’s Q 0.320%#* 0.284*%*
(0.114) (0.110)
Bad news x Rival’s Q -0.177** -0.132*
(0.078) (0.075)
Good news x Rival’s R&D 1.310*** 1.194***
(0.268) (0.241)
Bad news x Rival’s R&D -0.175 -0.103
(0.228) (0.212)
Good news x Rival’s Sales Growth 0.477* 0.242
(0.276) (0.253)
Bad news x Rival’s Sales Growth -0.736%F**  _(0.558***
(0.226) (0.211)
Event FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Adjusted R? 0.050 0.048 0.049 0.052
N 25802 25802 25802 25802

*p <0.1; ** p < 0.05; ¥* p <0.01
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Table 9: Rivals’ Stock Return Reaction
Tech Industries

This table reports our results from a fixed effects regression model with interaction terms that allow for non-linearity
based on the direction of the announcer’s market reaction. The dependent variable is the rivals’ cumulative abnormal
return around a 3-day event window centered on the event. The independent variables of interest are proxies for rivals’
growth opportunities: Tobin’s Q, R&D expense, and sales growth. The sample consists of only those rivals from tech
industries as defined by Loughran and Ritter (1997). All specifications include the control variables presented in Table
1. Additionally, we control for event fixed effects and cluster standard errors by industry. *** ** and * indicate
statistical significance at the 1%, 5%, and 10% levels.

(1) (2) (3) (4)

Good news x Rival’s Q 0.391%** 0.348%**
(0.126) (0.118)
Bad news x Rival’s Q -0.169* -0.112
(0.101) (0.095)
Good news x Rival’s R&D 1.829%** 1.625%**
(0.386) (0.341)
Bad news x Rival’s R&D -0.140 -0.015
(0.276) (0.245)
Good news x Rival’s Sales Growth 0.508 0.214
(0.329) (0.301)
Bad news x Rival’s Sales Growth -0.926F**  _(.715%**
(0.291) (0.263)
Event FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Adjusted R? 0.063 0.060 0.061 0.065
N 18,448 18,448 18,448 18,448

*p<0.1; ¥* p < 0.05; *** p <0.01
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Table 10: Rivals’ Stock Return Reaction
Non-tech Industries

This table reports our results from a fixed effects regression model with interaction terms that allow for
non-linearity based on the direction of the announcer’s market reaction. The dependent variable is the
rivals’ cumulative abnormal return around a 3-day event window centered on the event. The independent
variables of interest are proxies for rivals’ growth opportunities: Tobin’s Q, R&D expense, and sales growth.
The sample consists of only those rivals not from tech industries as defined by Loughran and Ritter (1997).
All specifications include the control variables presented in Table 1. Additionally, we control for event fixed
effects and cluster standard errors by industry. *** ** and * indicate statistical significance at the 1%, 5%,
and 10% levels.

(1) 2) B (4)

Good news x Rival’s Q -0.101 -0.119
(0.137) (0.140)
Bad news x Rival’s Q -0.163* -0.165*
(0.089) (0.095)
Good news x Rival’s R&D 0.427 0.423
(0.272) (0.274)
Bad news x Rival’s R&D -0.215 -0.210
(0.234) (0.232)
Good news x Rival’s Sales Growth 0.255 0.304
(0.382)  (0.397)
Bad news x Rival’s Sales Growth 0.037  0.102
(0.316)  (0.334)
Event FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Adjusted R? 0.024 0.024 0.024 0.024
N 7,354 7,354 7,354 7,354

*p<0.1; ¥* p < 0.05; *** p <0.01
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Table 11: Rivals’ Stock Return Reaction
Low SMHHI Industries

This table reports our results from a fixed effects regression model with interaction terms that allow for non-linearity
based on the direction of the announcer’s market reaction. The dependent variable is the rivals’ cumulative abnormal
return around a 3-day event window centered on the event. The independent variables of interest are proxies for
rivals’ growth opportunities: Tobin’s Q, R&D expense, and sales growth. The sample consists of only those rivals
from industries with low concentration as defined in Azar, Schmalz, and Tecu (2017). All specifications include the
control variables presented in Table 1. Additionally, we control for event fixed effects and cluster standard errors by
industry. *** ** and * indicate statistical significance at the 1%, 5%, and 10% levels.

(1) (2) (3) (4)

Good news x Rival’s Q 0.375%* 0.340**
(0.158) (0.148)
Bad news x Rival’s Q -0.136* -0.097
(0.082) (0.079)
Good news x Rival’s R&D 1.561%** 1.433*%**
(0.363) (0.318)
Bad news x Rival’s R&D -0.256 -0.177
(0.225) (0.208)
Good news x Rival’s Sales Growth 0.474 0.219
(0.319) (0.275)
Bad news x Rival’s Sales Growth -0.615%**  _0.447**
(0.224) (0.206)
Event FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Adjusted R? 0.0541 0.0525 0.0520 0.0558
N 21,611 21,611 21,611 21,611

*p<0.1; ¥* p < 0.05; *** p <0.01
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Table 12: Rivals’ Stock Return Reaction
High SMHHI Industries

This table reports our results from a fixed effects regression model with interaction terms that allow for non-linearity
based on the direction of the announcer’s market reaction. The dependent variable is the rivals’ cumulative abnormal
return around a 3-day event window centered on the event. The independent variables of interest are proxies for
rivals’ growth opportunities: Tobin’s Q, R&D expense, and sales growth. The sample consists of only those rivals
from industries with high concentration as defined in Azar, Schmalz, and Tecu (2017). All specifications include the
control variables presented in Table 1. Additionally, we control for event fixed effects and cluster standard errors by

industry. *** ** and * indicate statistical significance at the 1%, 5%, and 10% levels.

(1) (2) (3)

(4)

Good news x Rival's Q 0.029 -0.014
(0.173) (0.162)
Bad news x Rival’s Q -0.490%* -0.358%*
(0.202) (0.178)
Good news x Rival’s R&D 0.328 0.273
(0.394) (0.386)
Bad news x Rival’s R&D 0.177 0.127
(0.351) (0.347)
Good news x Rival’s Sales Growth 0.651 0.546
(0.844) (0.835)
Bad news x Rival’s Sales Growth -1.988***  _1.628***
(0.656) (0.584)
Event FE Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Adjusted R? 0.0372  0.0328 0.0392 0.0404
N 4,188 4,188 4,188 4,188

*p<0.1; ¥* p < 0.05; *** p <0.01
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