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ABSTRACT 

In this paper, we investigate the use of limited-information estimators as meas- 

ures of core inflation. Employing a model of asymmetric supply disturbances, with 

costly price adjustment, we show how the observed skewness in the cross-sectional 

distribution of inflation can cause substantial noise in the aggregate price index at 

high frequencies. The model suggests that limited-influence estimators, such as the 

median of the cross-sectional distribution of inflation, will provide superior short-run 

measures of core inflation. 

We document that our estimates of inflation have a higher correlation with past 

money growth and deliver improved forecasts of future inflation relative to the CPI. 

Moreover, unlike the CPI, the limited-influence estimators do not forecast future 

money growth, suggesting that monetary policy has often accommodated supply 

shocks that we measure as the difference between core inflation and the CPI. 

Among the three limited-influence estimators we consider - the CPI excluding 

food and energy, the 15-percent trimmed mean, and the median - we find that the 

median has the strongest relationship with past money growth and provides the most 

accurate forecast of future inflation. Using the median and several other variables 

including nominal interest rates and M2, our best forecast is that in the absence of 

monetary accommodation of any future aggregate supply shocks, inflation will average 

roughly 3 percent per year over the next five years. 
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1 Introduction 

Discussions of the goals of monetary policy generally focus on the benefits of 

price and output stabilization. After formulating a loss function that weights these 

two objectives, the next step is to examine different policy programs and operating 

procedures in order to achieve the desired outcokes. 

But these discussions take for granted our ability to measure .the.objects of interest, 

namely aggregate price inflation and the level of output. Unfortunately, the measure- 

ment of aggregate inflation as a monetary phenomenon is difficult, as nonmonetary 

events, such as sector-specific shocks and measurement errors, can temporarily pro- 

duce noise in the price data that substantially affects the aggregate price indices at 

higher frequencies. During periods of poor weather, for example, food prices may rise 

to reflect decreased supply, thereby producing transitory increases in the aggregate 

index. Because these price changes do not constitute underlying monetary inflation, 

the monetary authorities should avoid basing their decisions on them. 

Solutions to the problem of high-frequency noise in the price data include calculat- 

ing low-frequency trends over which this noise is reduced. But from a policymaker's 

perspective, this greatly reduces the timeliness, and therefore the relevance, of the 

incoming data. Another common technique for measuring the underlying or core 

component of inflation excludes certain prices in the computation of the index based 

on the assumption that these are the ones with high-variance noise components. This 

is the "ex. food and energy" strategy, where the existing index is reweighted by 

placing zero weights on some components, and the remaining weights are rescaled. 

As an alternative to the CPI excluding food and energy, Bryan and Pike (1991) 

suggest computing median inflation across a number of individual prices. This ap- 

proach is motivated by their observation that individual price series (components 

of the CPI) tend to exhibit substantial skewness, a fact also noted by Ball and 

Mankiw (1992), among others.' 

In this paper, we show that a version of Ball and Mankiw's (1992) model of price- 

'Vining and Elwertowski (1976) discuss this fact at some length. 
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setting implies that core inflation can be measured by a limited-influence estimator, 

such as the median of the cross-sectional distribution of individual product price 

inflation first suggested by Bryan and Pike (1991). In the simplest form of the model, 

price setters face a one-time cross-sectional shock and can pay a menu cost to adjust 

their price to it immediately. Those firms that choose not to change prices in response 

to the shock can do so at the beginning of the next "period." Only those price setters 

whose shocks were large will choose to change, and as a result, when the distribution of 

shocks is skewed, the mean price level will move temporarily - for example, positive 

skewness results in a transitory increase in inflation. This structure captures the 

intuition that the types of shocks that cause problems with price measurement are 

infrequent and that these shocks tend to be concentrated, at least initially, in certain 

sectors of the economy. 

Removing these transitory elements from the aggregate index can be done easily. 

The problem is that when the distribution of sector-specific shocks is skewed, the tails 

of the distribution of resulting price changes will no longer average out properly. This 

implies that we should not use the mean of price changes to calculate the persistent 

component of aggregate inflation. Instead, a more accurate measure of the central 

tendency of the inflation distribution can be calculated by removing the tails of the 

cross-sectional distribution. This leads us to calculate trimmed means, which are 

limited-influence estimators that average only the central part of a distribution after 

truncating the outlying points. The median, which is the focus of much of our work 

below, is one estimator in this class. 

The remainder of this paper is divided into four parts. Section 2 provides a brief 

discussion of the conceptual issues surrounding the measurement of core inflation. 

We describe a simple model and examine some evidence suggesting that shocks of 

the type discussed in Ball and Mankiw are likely to affect measured inflation at short 

horizons of one year or less. Section 3 reports estimates of the (weighted) median 

and a trimmed mean, both calculated from 36 components of the CPI over a sample 

beginning in February 1967 and ending in December 1992. Section 4 presents evidence 

on whether our measures conform to a key implication of Ball and Mankiw's view. 
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Differences between core inflation and movements in the CPI should reflect aggregate 

supply shocks and, to the extent that they are accommodated, should be related to 

future growth in output. By contrast, core inflation itself should not forecast money 

growth. We find that these predictions are borne out for the median CPI. 

In Section 5, we examine some additional properties of our estimates, including 

their ability to forecast inflation at horizons of three to five years. While inflation is 

difficult to predict, we find that the core measure based on the weighted median model 

forecasts future inflation better than either the CPI excluding food and energy or the 

all items CPI. We conclude this section with the presentation of actual predictions of 

future inflation. Using our preferred specification, we find that inflation is expected 

to average approximately 2: percent per year for the five years ending in December 

1997. 

The final section of the paper offers our conclusions. Briefly, we are encouraged 

by the performance of the weighted median. Because it is both easy to calculate and 

simple to explain, we believe that it can be a useful and timely guide for inflation 

policy. 

2 Defining Core Inflation 

While the term core injlation enjoys widespread common use, it appears to have 

no clear definiti~n.~ In general, when people use the term they seem to have in mind 

the long-run or persistent component of the measured price index, which is tied in 

some way to money growth. But a clear definition of core inflation necessarily requires 

a model of how prices and money are determined in the economy. Any such formal 

structure is difficult to formulate and easy to criticize, and so we will proceed with a 

simple example that we believe captures mu& of what underlies existing  discussion^.^ 

2Early attempts to define core inflation can be found in Eckstein (1981) and Blinder (1982). 
3The main conceptual problem in defining core inflation can be described &follows. Any macro- 

economic model will imply some quasi-reduced form in which inflation depends on a weighted average 
of past money growth and past permanent and transitory "shocks." If money were truly exogenous, 
one could measure core inflation by estimating this reduced form and then looking only at the 
portion of inflation that is due to past money growth and the permanent component of the shocks. 
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Our goal here is to use existing data on prices to extract a measure of money- 

induced inflation: that is, the component of price changes that is expected to persist 

over medium-run horizons of several years. To see how this might be done, assume 

that we can think of the economy as being composed of two kinds of price setters. 

The first have flexible prices in the sense that 'they set their prices every period in 

response to realized changes in the economy. The second set their prices infrequently 

and face potentially high costs of readj~stment.~ These price setters are the familiar 

contracting agents of the New Keynesian theory, who set their prices both to cor- 

rect for past unexpected events and in anticipation of future trends in the economy. 

From the point of view of measuring inflation, we might think of the first group, 

the realization-based price setters, as creating noise in the inflation measures using 

existing price indices, as their price paths can exhibit large transitory fluctuations. 

Because they can change their prices quickly and often, these firms have little reason 

to care about the long-run trends in aggregate inflation or money growth. 

By comparison, the expectations-based price setters have substantially smoother 

price paths, since they cannot correct mistakes quickly and at low cost. Our view is 

that the expectations-based price setters actually have information about the quantity 

we want to measure. If we knew who these people were, we could just go out and 

measure their prices. But since we do not, we must adopt a strategy in which we try 

to infer core inflation from the data we have. 

A simple model of our view of price-setting behavior draws on Ball and Mankiw's 

study of the skewness of the distribution of price changes and its relationship to aggre- 

gate supply shocks. They examine price-setting as a single-period problem that can 

be described as follows. Each firm in the economy adjusts its price at the beginning 

of each period, taking into account anticipated future developments. Following this 

But in reality, money growth responds to the shocks themselves, so measuring the long-run trend 
in prices requires estimating the monetary reaction function. In fact, this suggests that measuring 
core inflation necessitates that we identify monetary shocks, as well as the shocks to which money 
is responding. 

'Different firms will fall into these two groups for a number of reasons. We would expect, for 
example, that the flexible-price group will be composed of firms with some combination of low costs 
of price adjustment and high variance of shocks. 
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initial adjustment, each firm is then subjected to a mean zero shock and can pay a 

menu cost to change its price a second time. Only some firms will experience shocks 

that are large enough to make the second adjustment worthwhile. As a result, the 

observed change in the aggregate price level will depend on the shape of the distri- 

bution of idiosyncratic shocks. In particular, if the shock distribution is skewed, the 

aggregate price level will move up or down temporarily. 

We concentrate here on a single-period problem in order to highlight the fact that 

we are interested in the impact of infrequent shocks. In effect, we are presuming that 

at the beginning of the single period under study, all price setters have completed 

their responses to the last disturbance of this type. This is really an assumption about 

the calendar time length of the model's "period." Some evidence of this is provided 

below. 

To make the model a bit more specific, assume that the economy is composed 

of a large number of firms, that trend output growth is normalized to zero, and 

that velocity is con~tan t .~  Furthermore, take money growth (m) to be exogenously 

determined and given by a known constant (although this is not necessary). Under 

these conditions, each firm will initially choose to change its price by m, and aggregate 

inflation will equal monetary inflation. It follows that we can define core inflation as 

If we were to further assume that money growth follows a random walk, then rc would 

be the best forecast of future inf lat i~n.~ 

Following this initial price-setting exercise, each firm experiences a shock, q, to 

either its production costs or its product demand. The distribution of these shocks, 

f (c;), has some arbitrary shape, such as the one drawn in figure 1. If the firms reset 

'jIn this simple framework, we are not able to address the problems created by transitory velocity 
shocks. 

=The level of core inflation will also be the level of inflation at which actual output, y, equals the 
natural rate, yo. Any deviations of inflation from re will result in changes in real money balances 
and move y away from yo. A simple interpretation of this definition is that we are attempting to 
measure the point at which the current level of aggregate demand intersects the long-run (vertical) 
aggregate supply curve. 
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their prices following the realization of the e;'s instead of before, they would have 

changed them by 

a ; = m + e ; .  

But this is nolonger possible without paying a menu cost. As a consequence, only 

firms with large will choose to change again. With further structure on the 

problem, it would be possible to calculate the critical values of e; that lead to this 

action.' For purposes of exposition, we assume that all firms face the same menu 

costs, and thus will all have the same threshold values for e. These are labeled g and P 

in figure 1. It is only those firms with Z < e; < f that will change their prices. (These 

thresholds will differ with the cost -of price adjustment, and so in general, they will 

differ across firms.) 

We can now examine the resulting distribution of observed price changes. First, all 

of the firms that chose not to act based on the realized shocks will have changed their 

prices by h. This results in a spike in the cross-sectional price change distribution. 

On the other hand, the firms that did pay the menu cost and adjusted to the shock 

will have nominal price changes that are in the tails above and below this spike. The 

result is pictured in figure 2. 

In computing aggregate observed inflation, a, we would naturally average over all 

of the prices in the economy. When the distribution of e; is symmetrical, this yields 

n = rC = m. But when the distribution of shocks is skewed, observed inflation is 

not going to equal a". In fact, n will be greater than or less than a" depending on 

whether f (e;) is positively or negatively skewed.' 

Because our goal is to measure ne from the available price data, this simple anal- 

ysis leads us to an estimate that can be computed directly from the data. Instead of 

averaging over the entire cross-sectional distribution of price changes, consider trim- 

'See Ball and Mankiw (1992), section 111, for an example. 
8The impact of the shape of f(ti) lasts for at least two periods. To see this, note that at 

the beginning of the period following a shock, when all of the Ball-Mankiw price setters have the 
opportunity to adjust again, the relationship between measured and core inflation will depend on the 
distribution of shocks in the past period. When f (ti) is positively skewed, currentperiod inflation 
will be above core inflation, while in the period following the shock, measured inflation will be below 
core inflation. 
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Figure 1: Distribution of Relative Price Shocks 

Figure 2: Distribution of  Nominal Price Changes 
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ming the distribution by averaging only the central part of the density. From figure 2 

it is clear that if we average the central portion of the distribution - in the example, 

this is the spike at m - then we obtain an accurate estimate of ?rc. As a result, we are 

led to compute limited-influence estimates of inflation, such as the median. These 

estimators are calculated by trimming the outlying portions of the cross-sectional 

distribution of the component parts of aggregate price indices. 

The results of this simple example suggest that we examine the median, but that 

the model is extremely specific. The implications of the analysis certainly remain valid 

if we assume that the shocks under consideration are infrequent and that the economy 

has fully adjusted to the last one by the time the next one arrives. But if shocks of this 

type arrive every period, then we need to consider a multiple-period dynamic model, 

one that is substantially more diffic~lt .~ A completely satisfactory presentation would 

incorporate staggered price-setting explicitly, and the results are likely to imply more 

complex time-dependent and parametric measures of core inflation.'' Nevertheless, 

we feel that the intuition we gain from this exercise is useful, and that it guides us to 

explore a new estimator for inflation that is easy to calculate. 

There is a way to use the available price information to obtain an estimate of 

the frequency - for example, every month, once per year, etc. - at which these 

difficulties are likely to arise. To see how this can be done, rewrite equation (2) with 

time subscripts, and replace money growth with average aggregate inflation: 

Now consider measuring average per-period inflation in each sector over a horizon of 

9We have examined a simple multiple-period version of the Ball and Mankiw model, and find that 
as long as the shocks are temporally independent, the price-change distribution remains bunched 
at  m, but the bias in the mean depends on the change in the skewness, rather than its level - for 
example, the bias is positive when the skewness increases. While this may seem disappointing at 
first, there is empirical evidence that skewness changes substantially over time - see, for example, 
Ball and Mankiw's table 11. 

lowhile such measures will have the advantage of being grounded in a more realistic structural 
model, they are likely to have the disadvantage of requiring imposition of a time-invariant stochastic 
structure on the data. Such methods are always vulnerable to the standard critiques. 
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Table 1: Frequency Distribution of Skewness 
(Computed Using Overlapping Observations of K Months) 

- 

Average of Percent Rejected at 
K Skewness 1 5% 10% 20% 

Frequency distribution is computed from the percentiles of the skewness distribution 
based on 10,000 draws of 36 N(0,u;) variates, weighted by the 1985 CPI weights. 
The variance, a:, is set equal to the unconditional time-series variance of inflation in 
each of the components in the data computed for each value of K. 

K periods. Using equation (3), we can write this as 

where rp is average aggregate inflation per period over the K period horizon. Next, 

examine the distribution of nz ,  computed cross-sectionally over the sectors. If the 

skewness disappears as K increases, this suggests that there is a horizon at which the 

problems caused by the asymmetric shocks disappear. 

Using data on 36 components of the all urban consumers CPI, seasonally adjusted 

by the Bureau of Labor Statistics, from February 1967 through December 1992, and 

measuring inflation as the change in the natural log of the priqe level, we have com- 

puted the cross-sectional skewness in the price change distribution using overlapping 

data for K going from one to 48 months." Throughout, we define inflation as the 

"The data set was chosen so that there would be a reasonably large number of component series, 
and at the same time we retain complete coverage of the components in the index. Skewness is 
calculated using the 1985 fixed expenditure weights. 

8 
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change in the log of the price index level. The results are reported in table 1. We 

have conducted a Monte Carlo experiment in order to determine if a particular level 

of skewness is surprising. Using the null that each sector's relative price change is 

drawn from a normal distribution with mean zero, and variance equal to the uncon- 

ditional variance of that sector's K-period price. changes over the entire sample, we 

compute the empirical distribution of the skewness for 10,000 draws. The results 

are then used to evaluate the observed skewness in the data. The calculations in 

table 1 show clearly that at frequencies of 12 months or shorter, some periods have 

substantial skewness in the price change distribution.12 From this we conclude that 

the problems in inflation measures that we wish to eliminate exist at frequencies of 

one year and perhaps longer.13 

It is important to note that the definition of core inflation as the rate of money 

growth presumes that there is no monetary accommodation. In order to derive these 

very simple results, we have assumed that riz does not depend in any way on the r's. 

As such, we are proposing a measure of core inflation that forecasts the level of future 

inflation in the absence of monetary response to supply shocks. 

We conclude this discussion with two additional remarks about the median and 

related estimators. First, the computation of a limited-influence estimator from the 

cross-sectional distribution of price changes each period has a number of potential 

advantages over standard methods. In particular, measures such as the median are 

robust to the presence of many types of noise. For example, to the extent that some 

price change observations contain a combination of sampling measurement errors and 

actual price-setting mistakes, both of which are likely to be short-lived, this noise 

creates misleading movements in the aggregate index only when it is far from the 

central tendency of the distribution. Estimating a trimmed mean or a median will 

downweight the importance of this effect and result in a more robust measure of 

12These results are sensitive to the specific assumptions about the heteroskedasticity of the shock 
distributions. For example, if we were to assume that all of the relative price shocks were drawn 
from a N(0,l) distribution, then we could continue to observe a substantial number of large values 
for the skewness until K equals 72 months. 

13we note, but cannot explain,the fact that as K becomes large, the observed distribution is 
becoming more concentrated than the empirical' distribution would suggest. 
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inflation. In addition, calculation of the median is a natural way to protect against 

problems such as the energy price increases of the 1970s - we do not need to know 

which sector will be subjected to the next large shock. 

Finally, calculation of the median can give us additional information about price- 

setting behavior in the sectors covered by the idices we study. In particular, we can 

count how often a particular good is in the middle of the cross-sectional distribution. 

If the median good were selected randomly each month, this sample frequency would 

equal the unconditional probability of the good's being the median good. Sample 

probabilities above or below the unconditional probability suggest that a sector is 

dominated by either expectations-based, inertial behavior or realization- based, auc- 

tion behavior. 

3 Estimates of Core Inflation 

Using the data on the CPI described above, we now examine various measures 

of inflation. We compute two trimmed means using the fixed 1985 CPI weights as 

measures of the number of prices in each category. In other words, in computing 

the histogram for inflation in each month, we assume that the weight represents the 

percentage of the distribution of all prices that experienced that amount of inflation. 

We report results for the weighted median and for a 15 percent trimmed mean. The 

median is measured as the central point, as implied by the CPI expenditure weights, 

in the cross-sectional histogram of inflation each month. The 15 percent trimmed 

mean is computed by averaging the central 85 percent of the price change distribution 

each month. Obviously, we could report results for an index computed by trimming 

any arbitrary percentage of the tails of the distribution. We have chosen 15 percent 

because it has the smallest monthly variance of all trimmed estimators of this type.14 

Table 2 reports the summary statistics for the all items CPI, the CPI excluding 

food and energy, the weighted median, and the 15 percent trimmed mean. As one 

14The 15 percent trimmed mean. also h+ the highest first-order autocorrelation of all of the 
trimmed estimators. 
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Table 2: Comparison of Various Measures of Inflation, 1967:2 to 1992:12 
(Computed from Monthly Data Measured at Annual Rates) 

n I An CPI 15% II 

Mean 

"Dickey-Fuller tests are based on examining the coefficient on the lagged price level 
in the regression given by Apt  = a + bpt-l + c:=, + ut , where p is the log 
of the price level, A p  is the first difference in the log of the price (inflation), u is a 
random error, and the remaining terms are parameters. The null hypothesis is that 
the log of the price level ( p t )  has a unit root, namely that b = 0. (See Dickey and 
Fuller [1981.].) The reported results, for k = 24, are unaffected by setting k = 12. 

Items ex. Food Weighted Trimmed 
CPI & Energy Median Mean 
5.67 5.71 5.64 5.56 

Standard Deviation 
1st-order Autocorrelation 
Dickey-Fuller (24)" 

3.79 3.25 2.95 2.86 
0.64 0.60 0.68 0.76 
-2.85 -2.59 -2.44 -2.46 

Correlation Matrix 
All Items CPI 
CPI ex. Food & Energy 
Weighted Median 
15% Trimmed Mean 

1.00 0.73 0.75 0.84 
0.73 1 .OO 0.80 0.87 
0.75 0.80 1 .OO 0.93 
0.84 0.87 0.93 1 .OO 
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would expect, the variance of the core measures is substantially lower than that of 

the CPI measures. In fact, the standard deviation of the median and the 15 percent 

trimmed mean are all on the order of 25 percent less than that of the total CPI, and 

10 percent less than that of the CPI excluding food and energy. Furthermore, all 

series show substantial persistence, although the .standard Dickey-Fuller test fails to 

reject stationarity in all of the series (the 10 percent critical value is -3.12).15 

Figure 3 presents a plot of the 12-month lagged moving average of each of the 

series - an observation plotted at date t is the sum of monthly inflation from t - 11 

months through t. The graph reveals a number of interesting patterns in the core 

measures, in addition to demonstrating how they are less variable. First, both the 

median and the 15 percent trimmed mean show lower peaks. Furthermore, the core 

measures display substantially lower inflation than either the all items CPI or the 

CPI excluding food and energy during the high-inflation period of 1979 to 1981. 

Finally, the results clearly demonstrate that the low inflation of 1986 was largely the 

consequence of transitory shocks to relative prices. 

As we mentioned at the end of section 2, the sample frequency that a good is 

the median provides us with interesting information about the nature of price-setting 

in various sectors. Table 3 reports the unconditional probability of each good being 

the median together with the sample probability that the good is the median. The 

unconditional probability cannot be computed in a simple, analytic way. Instead, we 

calculate the quantity of interest using a Monte Carlo experiment in which we draw 

1.5 million random sample orderings and tabulate the frequency that each good is at 

the median. The results show several intriguing properties.16 The most striking is 

that the shelter component of the index, with an unconditional probability of 37.01 

percent (the CPI weight is 27.89), is the median good 47.04 percent of the time. 

Food away from home (unconditional probability=5.42, sample frequency=9.65) and 

medical care services plus commodities (unconditional probability=5.89, sample fre- 

'&The results of testing for a unit root in inflation are extremely sensitive to the sample period 
chosen. Using data from 1960 to 1989, for example, Ball and Cecchetti (1990) model inflation as 
nonstationary. 

16The results are the same for both the 1967 to 1979 sample period and the 1980 to 1992 sample 
period. 
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Table 3: Unconditional Probability and Sample Frequency for Median Good 
(Percent) I 

i 
1 1 1985 CPI 1 Unconditional Probability 1 Frequency GOO 

Description 
Cereals and Bakery Products 
Meats, Poultry, Fish, and Eggs 
Dairy Products 
Fruits and Vegetables 
Other Food at Home 

Total Food at Home 
Food Away from Home 

Fuel Oil and other Household Fuels 
Gas and Electricity (Energy Services) 
Motor Fuel 

Total Energy 
Shelter 

Medical Care Commodities 
Medical Care Services 

Total Medical Care 
Men's and Boys' Apparel 
Women's and Girls' Apparel 
Infant and Toddler Apparel 
0 ther Apparel Commodities 
Alcoholic Beverages 
House Furnishings 
Housekeeping Supplies 
Footwear 
New Vehicles 
Used Cars 
Other Private Transportation Commodities 
Entertainment Commodities 
Tobacco and Smoking Products 
Toilet Goods and Personal Care Appliances 
Schoolbooks and Supplies 

Total Other  Commodities 
Apparel Services 
Housekeeping Services 
Auto Maintenance and Repair 
Other Private Transportation Services 
Public Transportation 
Entertainment Services 
Personal Care Services 
Personal and Education Services 
Other Utilities and Public Services 

Total Other  Services 

Weight 
1.43 
3.03 
1.23 
1.85 
228 
8.92 
6.08 
0.42 
3.64 
&a! 
7.36 

27.89 
1.26 
m 
6.78 
1.45 
2.52 
0.22 
0.55 
1.62 
3.70 
1.15 
0.80 
5.03 
1.13 
0.68 
2.03 
1.66 
0.63 
a,24 

23.41 
0.56 
1.47 
1.52 
3.85 
1.49 
2.33 
0.55 
3.58 
m 

18.62 

Calculations use 36 components of the CPI, monthly from February 1967 to December 1992. "Un- 
conditional Probability Good Is at  Median" is calculated from a Monte Carlo experiment with 1.5 
million draws using the 1985 CPI weights. 'Frequency Good Is at Median" simply counts the number 
of months a particular good is the median good, and divides by the total number of months. Sums of 
unconditional probabilities are estimates assuming independence. 
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quency=9.65) are also in the center of the distribution more often than random chance 

suggests they should be. All of these are markets in which long-term contracts or cus- 

tomer relationships are important .I7 

The results in table 3 also shed some light on the practice of excluding food and 

energy arbitrarily. We find that both food at home and energy are in the center of 

the distribution much less frequently than their weights would suggest. If we assume 

independence and simply sum the probabilities and the sample frequencies, then food 

at home plus energy has an unconditional probability of 15.01, but the goods in 

these groups are at the median a total of only 6.74 percent of the time. From this 

we conclude that if we were to construct an index that removed food and energy 

components, it would retain food away from home and be an "excluding food at 

home and energy" index. 

Our next task is to demonstrate the usefulness of these proposed measures of core 

inflation and to show that they are superior estimates of money-induced inflation. 

In the following sections, we examine a series of characteristics of the core measures. 

First, we study the relationship between money and inflation directly. Then we 

consider the ability of the alternative price measures to forecast CPI inflation over long 

horizons under the assumption that, since supply disturbances affect measured CPI 

inflation only in the short run, current core inflation should provide useful information 

about future aggregate price increases. 

"We have also computed the percentage of the months in which each commodity lies in the 
central half of the cross-sectional distribution, which is consistent with data reported in the table. 
If goods were ordered randomly, then a component with weight wi should appear in the middle of 
the distribution approximately 50 + 2wi percent of the time. Food away from home, with a weight 
of 6.08, is in the middle 50 percent of the distribution in 82.5 percent of the months of the sample, 
far more than the 62 percent that would result from random chance. By contrast, the inflation in 
energy prices and in the prices of food at  home appears in the center of the distribution far less than 
half of the time - motor fuel, for example, has a weight of 3.30 and is present in only 14.2 percent 
of the months. 
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Core Inflation and Money Growth 

A primary motivation for our study of core inflation is to find a measure that 

is highly correlated with money growth. To test our success in this endeavor, we 

first consider the ability of money growth to for&ast each of the alternative inflation 

measures in simple regressions. 

A straightforward way to evaluate the relationship between money growth and 

various measures of inflation employs the following simple regression: 

where M is a measure of money. 

We look at the ability of the monetary base, MI, and M2 to forecast the average 

level of inflation over the next one to five years. The results for m = 24 months, 

which are representative, are presented in table 4, where we report the R2's of the 

regressions (5). The table shows that the past year's money growth is most highly 

correlated with changes in the weighted median, with the 15 percent trimmed mean 

a close second. 

Next, we conduct a series of Granger-style tests to establish where changes in 

money growth actually forecast changes in inflation, once we take account of the 

ability of past inflation to forecast itself. Curiously, previous research has found that 

tests of this type show that the forecasting relationship (and the direction of causality) 

between the CPI and money operates in the opposite direction - from inflation to 

money growth. A recent study by Hoover (1991), for example, provides substantial 

evidence for this counterintuitive result. We might interpret Hoover's conclusions 

as suggesting that movements in standard aggregate price indices are dominated by 

supply disturbances that influence both prices and money. Purging the price statistics 

of these distortions should reveal the money-to-inflation relationship that is otherwise 

obscured. 

In order to test whether a candidate variable y forecasts z in the Granger sense, 
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Table 4: Forecasting Long-Horizon Inflation with Money Growth 
(1967:2 to 1992:12) 

Horizon All Items CPI ex. Food Weighted 15% Trimmed 
( K )  CPI & Energy Median Mean 

M = Monetary Base 

The table reports the R2 from a regression of 24 lags of money growth on inflation 
over the next K months. See equation (5). 
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Table 5: Tests of Granger-Style Forecasting Ability: Money and Inflation 
(sample Is 1967:03 to 1992:06) 

Inflation 
Measure 

1 All Items CPI 
2 CPI ex. Food 

& Energy 
3 Weighted 

Median 
4 15% Trimmed 

Mean 
5 CPI-2 
6 CPI-3 
7 CPI-4 

1 Monetary Base 
M ~ O I ~ I T ~ O M  

Values are p-values for Granger F-tests. 

we examine the coefficients on x in the regression: 

We report results for testing whether all of the c.'s are zero simultaneously. This can 

be interpreted as a test for whether z forecasts y, once lagged y is taken into account. 

Results for m = 12 are presented in table 5.18 These clearly suggest that both M1 

and M2 growth forecast core inflation as measured by the weighted median and the 

15 percent trimmed mean. But, as we expect, the deviations of actual inflation from 

the 15 percent trimmed mean and the weighted median both forecast MI, while the 

weighted median forecasts M2 growth. Unfortunately, the results for the monetary 

base are less compelling. 

While these tests have a number of well-known problems that prevent us from 

interpreting them as evidence of true causality, we find the results tend to confirm 

our measures and interpretation. Specifically, the reason that others have found that 

l q h e  results are unaffected by increasing m to 24. 

16 
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inflation forecasts money growth appears to be a sign of the monetary accommodation 

of the aggregate supply shocks that we measure as the deviations of the all items CPI 

from the core measure. Furthermore, the fact that core inflation is forecast by money 

growth, but does not itself forecast money growth, suggests a measure of inflation 

that is in some sense tied to monetary policy. . . 

Forecasting CPI Inflation 

It is typically difficult to forecast medium- and long-term inflation in either a 

univariate or multivariate setting. Nevertheless, we set out to examine the ability of 

these different price measures to forecast actual inflation over horizons of one to five 

years. In this section we proceed in two related directions. First, we study univariate 

forecasts of CPI inflation over horizons of one to five years. The univariate forecasts 

reported in section 5.1 show that recent core inflation does a slightly better job than 

inflation in either the all items CPI or the CPI excluding food and energy. Section 

5.2 examines the marginal forecasting power of core inflation when it is added to a 

multivariate equation including money, output, and interest rates with essentially the 

same result. 

5.1 Univariate Met hods 

The results in section 2, table 1 suggest the short-run problems in measurement 

of aggregate inflation are likely to disappear over horizons of one year or more. This 

suggests that the all items CPI provides an accurate measure of inflation over longer 

horizons and thus is useful as a benchmark for forecasting inflation. Using equation 

(4), we identify the object of interest as 

where K might indicate one, two, or three years. 

If we were simply interested in constructing the best estimate of IIf  possible, 
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then we could continue in a number of directions, such as constructing a multivariate 

vector autoregression. But since our main interest is in the informativeness of the 

measures of core inflation, we proceed slightly differently.'' Restricting ourselves to 

price data alone, we examine our alternative measures of inflation and see which of 

them forecasts IIy best. To do this, consider the following simple regression of the 

average CPI inflation at horizon K on inflation in a candidate index over the previous 

year: 

nf = a + - h pi-,,) + eFrn , (8) 

where p' is one of the four indices: all items CPI, CPI excluding food and energy, 

the weighted median, and the 15 percent trimmed mean. We provide two sets of 

comparisons. In the first, we estimate (8) from monthly data through December 1979 

and then use the fitted regression to forecast from January 1980 through the end of 

the sample (which will vary depending on the choice of the horizon K).,' The second 

exercise examines the forecast error when the forecast is simply cumulative inflation 

over the prior 12 months. We report results for this naive rule over the entire available 

sample. 

Table 6 reports the root mean square errors for each of these forecasting exercises, 

dong with summary statistics for IIK.,l The results suggest two conclusions. First, 

we confirm the general impression that it is difficult to forecast inflation. For horizons 

of two years or longer over the sample beginning in 1980, the root mean square errors 

of the forecasts are more than half the mean of the series being forecast. 

Second, the core measures provide the best forecasts at long horizons. Among 

the alternatives, the weighted median yields the best forecast of long-horizon CPI 

inflation. One view of core inflation, then, is that it is a forecast of future inflation 

lgYet another alternative would be to define core inflation as the optimal forecast of llr. This 
has the disadvantage that it is difficult to calculate in real time. In addition, such a definition would 
force revision of the entire history of estimates with the arrival of each new month's data. 

=OThe estimates of /3 in (8) are very close to one for most of the cases, implying that the current 
12-month moving average of the index is the best forecast of long-horizon inflation. 

21We have restricted the constant in equation (8) to zero, as this reduces the root mean square 
forecast errors. This is consistent with the general notion that inflation is highly persistent. 
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Table 6: Comparison of Forecasts of Long-Horizon CPI Inflation, 1967:02 -to 1992:12 

The top panel of the table reports the root mean square error of forecasts of inflation 
beginning in 1980:l constructed from an equation estimated over the period from 
1967:02 through 1979:12. The bottom panel reports the root mean square error of 
forecasts of inflation over the entire available sample, based on the previous 12 months. 

Candidate 
Index 

Root Mean Square Error 
Horizon K in months 

12 24 36 48 60 
Forecasts Beginning 1980:l 

All Items CPI 
CPI ex. Food & Energy 
Weighted Median 
15% Trimmed Mean 

2.25 2.72 3.07 3.40 3.83 
2.58 3.02 3.41 3.79 4.25 
2.08 2.48 2.80 3.10 3.49 
2.21 2.62 2.99 3.32 3.74 

Summary Statistics for 
IIF During Forecasting Period 

Mean 
Std. Dev. 

4.51 4.32 4.18 4.10 4.01 
2.14 1.52 1.06 0.89 0.71 

h11 Sample 
All Items CPI 
CPIex. Food&Energy 
Weighted Median 
15% Trimmed Mean 

2.17 2.71 2.95 3.05 3.08 
2.64 2.94 3.02 3.00 3.00 
2.30 2.58 2.67 2.67 2.66 
2.32 2.64 2.76 2.76 2.75 

Summary Statistics for 
IIf During Forecasting Period 

Mean 
Std. Dev. 

5.83 5.90 5.96 6.02 6.10 
2.86 2.63 2.40 2.21 2.05 
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over the next three to five years.22 

5.2 Multivariate Methods 

An alternative to the univariate forecasting equation (8) is to examine the marginal 

forecasting power of prices in an equation that includes a set of variables 2: 

We examine the case in which the 2's are 12 monthly lags of M1 growth, the growth in 

industrial production, the nominal interest rate on a constant K-month maturity U.S. 

government bond, and inflation in the CPI itself. To test the proposition of interest, 

we compare the I?-statistics for the test that all the p's are zero simultaneously when 

the equation is estimated over the entire available sample period. 

The results are reported in table 7. As the table clearly shows, the weighted 

median is consistently informative about future changes in the CPI, over and above 

the information contained in the past changes in the CPI itself. The result is robust 

to both the horizon and the choice of how money is measured. Interestingly, the CPI 

excluding food and energy appears to contain little additional information useful in 

predicting future inflation. 

As a final exercise, we use the estimated multivariate forecasting equation (9) to 

compute actual forecasts of inflation from 1993 to 1997. Table 8 reports the fitted 

values for regressions over various horizons, with different measures of money and 

core inflation, using actual data through December 1992. We also present estimates 

of the standard errors of these forecasts. 

The estimated forecasts vary substantially depending on the definition of money 

and the measures of inflation included in the simple linear regression. But the weight 

of the evidence thus far suggests that we should focus on results for M2 and the 

weighted median. Using this preferred combination, we find that inflation is forecast 

22AU of our results are robust to either adding lags of the right-hand-side variable to the forecasting 
regression (8), or including many lags of single-period inflation rather than 12-month averages. 
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Table 7: Multivariate Forecasts of Inflation: 
The Marginal Contribution of Past Inflation 

(Sample Is 1967:02 to 1992:12 ) 

1 1 2  36 60 
Monetary Base 

1 CPI ex. ~ o o d  I I 

CPI ex. Food 
& Energy 

Weighted 
Median 

15% Trimmed 
Mean 

M1 

0.61 0.03 0.48 

0.07 0.00 0.09 

0.37 0.33 0.58 

CPI ex. Food 
& Energy 

Weighted 
Median 

15% Trimmed 
Mean 

The table reports the p-values for the F-tests associated with adding 12 lags of the 
candidate index to a regression of average inflation K months into the future on 12 

0.01 0.16 0.56 

0.63 0.00 0.00 

0.14 0.71 0.05 

& Energy 
Weighted 

Median 
15% Trimmed 

Mean 

monthly lags of the nominal interest and the growth rates of either the monetary 
base, M1 or M2, industrial production, and the CPI. 

M2 

0.50 0.93 1.00 

0.02 0.00 0.00 

0.22 0.40 0.50 
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Table 8: Forecasts of Inflation: 1993 to 1997 
(Average Annual Rates, Standard .Errors in Parentheses) 

I 

I 

8 

Annual Average from Dec. 1992 to: 
Dec. 1993 Dec. 1995 Dec. 1997 

I 

The table reports the forecasts using a regression of average inflation K months into 
the future on 12 monthly lags of the nominal interest and the growth rates of either 
the monetary base, M1 or M2, industrial production, the CPI, and the candidate 
measure of inflation. Included are the fitted value for the forecast using data through 

L 

December 1992, and standard errors that incorporate parameter uncertainty with 
the covariance matrix of the coefficient estimates computed using the Newey and 
West (1987) procedure with K + 1 lags. 

Monetary Base 

CPI ex. ~ o o d  
& Energy 

Weighted 
Median 

15% Trimmed 
Mean 

I CPI ex. Food 
I & Energy 
Weighted 

Median 
15% Trimmed 

I Mean 

4.98 5.66 4.56 
(1.14) (1.25) (1.19) 
4.49 4.60 3.79 

(1.20) (1.31) (1.22) 
4.91 5.38 4.29 

(1.17) (1.27) (1.19) 

CPI ex. Food 
& Energy 

Weighted 
Median 

15% Trimmed 
Mean 

4.62 6.22 5.95 
(1.31) (1.32) (1.32) 
4.30 5.30 5.47 

(1.25) (1.22) (1.27) 
4.69 6.01 5.85 

(1.29) (1.28) (1.33) 

M2 
3.80 3.59 3.36 

(1.25) (1.25) (1.18) 
3.76 3.02 2.68 

(1.22) (1.25) (1.19) 
3.80 3.36 3.11 

(1.24) (1.26) (1.17) 

M1 
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to average 3.76 percent for 1993, 3.02 percent for the three years ending December 

1995, and 2.68 percent over the five years ending December 1997. The standard errors 

of all of these estimates are a bit over 1 percent, so a 95 percent confidence interval 

for the five-year horizon would be (0.3,5.1). Thus, in the absence of accommodation 

of any future shocks, current monetary policy will result in inflation that is roughly 

comparable to that of the past decade (1983 to 1992), when price increases averaged 

approximately 4 percent per year. 

Conclusion 

This paper examines the use of limited-influence estimators as measures of core 

inflation. Specifically, we study the CPI excluding food and energy, and several esti- 

mates based on trimming the outlying observations of the cross-sectional distribution 

of inflation in each month, including the weighted median. Our use of these esti- 

mators is motivated by the observation that nonmonetary economic shocks can, at 

least temporarily, produce noise in reported inflation statistics. As an example, we 

show how, when the distribution of sector-specific supply shocks is asymmetric, costly 

price adjustment can result in transitory movements of average inflation away from 

its long-run trend. 

We are encouraged by the finding that the limited-influence estimators are superior 

to the CPI in several respects. They have higher correlations with past money growth 

and provide improved forecasts of future inflation. Furthermore, unlike the all items 

CPI , the limited-influence estimates appear to be unrelated to future money growth. 

Within the class of inflation measures we consider, the weighted median CPI 

fares best in virtually all of the statistical criteria we examine. Such a finding is 

not particularly surprising, given the nature of the problem we have outlined. A 

disproportionate share of the noise in the price data comes from the extreme tails of 

the distribution of price changes, and so systematically eliminating the tails of the 

distribution should give us a more robust measure of the persistent component of 

inflation. 
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What is missing from our analysis is a fully satisfactory model of the money 

grow th-inflation relationship. This prevents us from addressing a number of inter- 

esting propositions, such as the degree to which monetary policy reacts to temporary 

aggregate supply and aggregate demand shocks. Also absent from consideration is 

the related issue of long-run bias in inflation nkasurement that results from per- 

manent changes in the expenditure weights. From the perspective of a policymaker 

interested in short-run indicators of monetary inflation, we suspect that such biases 

are of secondary importance. Nevertheless, we believe that the long-run properties of 

limited-influence estimators of inflation remain an important area for future research. 
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