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Abstract

This paper nodel s the regul atory decision to cl ose a bank as a call option.
A two-equation nodel of bank failure, which treats bank cl osings as
regulatorily timed events, is constructed fromthe call option cl osure nodel
and estinmated for bank failures occurring from1984 through 1989. The
two-equati on nodel is also conpared with two single-equation nodels in terns
of both in-sanpl e and out-of -sanpl e predi ctive accuracy.
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. Introduction

Banking was relatively free of failures fromthe late 1930s to the m d- 1960s.
In the 1970s, bank failure rates increased but still remained at relatively
low | evels. The nost notable devel opment in the 1970s was that | arge banks
started to popul ate the ranks of failed banks. During the 1980s, bank
failures increased dramatically and as in the 1970s the failures were not
limted to smal | banks. Milti-billiondollar institutions such as Conti nent al
[11inois Bank and Trust Conpany of Chicago, First Republic Bancorp of Dallas,
and Moorp of Houston, joined the ranks of the banks that either failed or
needed assi stance fromthe Federal Deposit Insurance Corporation(FOQ to
remai n open

When conpared to the failurerates for general business, bank failure
rates during the 1980s are relatively low For exanple, the 145 bank failures
in 1986 translates into an annual failure rate of one percent, nuch | ower than
the 8.7 percent annual failure rate for general businesses in 1986. Even
though bank failure rates are still lowrelative to general business failure
rates, the ability to statistically nodel and predict bank failures is
inportant froma public policy standpoint. For one, the ability to detect a
deteriorationin' bankcondition fromaccounting data reduces the costs of
moni tori ng banks by reduci ng the need for on-site examnations(see Benston
et. al [1986, ch. 10] and Whal en and Thonson [1988]).  furthermore.the
ability to predict failures reduces the cost of bank failures to the FOC

Extensive literature on bank failures exists.' Statistical
techni ques used to predict and/or classify failed banks include miltivariate

discrimnate anal ysis(see Snkey [1975]), factor analysis and | ogit
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regression (see West [1985]), event history analysis (see Lane et al. [1986

1987]), and a two-step logit regression procedure suggested by Maddala (1986)
(see Gajewski (1988]) to classify banks as failed and nonfailed. Recently,
this work has been extended by Demirguc-Kunt (1989a, 1990) to include narket
data and a nodel of the failure decision. Unfortunately, narket data are
avail able for only the largest banking institutions and the majority of banks
that fail are small, with no nmarket data avail able.

This study uses book data fromthe June and Decenber Federal Financia
Institutions Exam nation Council Reports of Condition and I ncome (cal
reports) from 1983 through 1988 in statistical nodels of bank failure.

Maddal a's (1986) two-step logit regression procedure is conpared with single-
equation nodel s for classifying banks as failed or nonfailed. The analysis
inmplicitly recognizes that insolvency and failure are separate events and the
failure equations contain proxy variables to control for this. Furthermore,
measures of |ocal econom c conditions are incorporated into the analysis.

The historically high nunber of failures for each year in the sanple
period al |l ows each year to be investigated separately. Previous studies he:
to pool the failures across years to get a sufficiently large failed bank
sanple, making it difficult to construct hol dout sanples and to do
out-of -sanpl e forecasting. This was especially true for tests across years
The sanple inthis study is not linmted inthis way. Once failures for one
year are classified by the nodel, failures in subsequent years can be used t-
determ ne the out-of-sanple predictive ability of the nodel. For exanple, the
failure prediction nodel used to classify failures in 1984 can be applied to

the 1983 data for banks that fail in 1985 and 1986
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1. Modeling Bank Failure

The failure of a depository institution occurs when a regul ator declares that
it has failed. Bank chartering agencies at the state and federal |evel have
the authority to close banks.? However, for sinplicity, our discussion of

the failure process will assune that the FOC has the ability to fail banks.
Furthernore, we assume that all bank liabilities are insured deposits.? The
decision to allowa bank to fail can be studied in an option-pricing
framework. Merton (1977, 1978) shows that deposit insurance can be nodel ed as
the European put option, p(A T-t;D), to sell the assets of the bank, A to the
FO Cfor the value of the deposits, D, at tine t-T. Follow ng Buser et al.
(1981), the FOCis assumed to levy a fixed-rate explicit deposit insurance
premum p and a variable-rate inplicit deposit insurance premium The

inplicit premumconsists of aregulatory tax and an American call option

expiring at t-T'

(1) C(x,T-t;A-D+A),

where y = the charter value of the bank, and A-D + A = exercise price.

The first termin the call option in equation (1), x, consists of the value
of the deposit insurance subsidy, =, plus firm-specific options for future
business activities, 6. Some of these firmspecific options nay be | ost
when a bank fails. The exercise price is the market val ue of equity, A-D,
whi ch includes x(see Kane and Unal [1990] and Thonson (1987]) and the

nonactuari al costs to the FDIC associated with the failure of a lk A

(see Kane [1986; 1989, ch. 4)).5 If we set X = O, then the call option
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becones C(x,T-t;A-D) and the FDIC will exercise the option at t-T whenever
the value of enterprise-contributed capital, A-D- x<g§.8
VWen A = 0, the FDCw || exercise its call option at sone point

after the value of enterprise-contributed capital becomes negative.

represents constraints on the FOCs ability to close banks. Kane (1986)
divides A into four components, which include: information constraints,

c,, legal and political constraints, c,, inplicit and explicit funding

constraints, c,, and adnministrative and staff constraints, . ¢,
represent the nonitoring costs the FO C nust incur to detect the insolvency of
a financial institution. The FDOI Cfaces a trade-off between these costs and
expected | oss when an institutionis found to be insolvent. Therefore, higher
c, costs inply reduced val ue of the FDIC call

c, arise out of principal-agent problenms that exist in bureaucratic

regul atory agencies. Kane (1989, ch. 4) nodels bank and thrift regulatory
agenci es as sel f-maxi m zi ng bureaucraci es whose prinary task may be conceived
as acting as the agent for taxpayers (the governnent's principal) to ensure a
saf e and sound banking systemand to mnimze the exposure of the taxpayer to
| oss. These regulators also nmust cater to a political clientele who are

i nternmedi ate or competing principals. As illustrated by the cases of Lincoln
Savings and Loan in California and Vernon Savings and Loan in Texas, the
political costs to the regulator of closing insolvent institutions can be
quite large. Principal-agent problenms also arise fromthe post-governnent
career opportunity set facing a regulator. As Kane (1989) points out,

i ndi vi dual regul ators have incentives to not take actions in the public's
interest if they are seen to damage their post-government career prospects,

especially if the devel oping crisis can be pushed off into future and into
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someone el se*s tenure as regulator. Therefore, c, increases the exercise
price of the FDIC call option and results in the exercise of the call after

enterprise-contributed capital becomes negative.

The ability of the FDIC to close an institution is constrained by the
value of the deposit-insurance put option held by the depositors of the bank
relative to the explicit and implicit balance in the insurance fund. The
explicit insurance reserve is the value of the FDIC's fund net of outstanding
commitments and guarantees related to past, current, and future failures. The
implicit funding source incorporates the FDIC's line of credit with the
Treasury and the implicit backing of the fund by the Treasury. However,
tapping the Treasury line of credit or drawing on the implicit Treasury
guarantees (for example, the issuance of notes by the FSLIC) has political
costs associated with it. The forbearance policies adopted by the now-defunct
FSLIC after it became insolvent in the early 1980s graphically illustrate the
importance of this constraint on the ability of the FDIC to close institutions
as they are found to be insolvent. As funding constraint costs, c,,
increase (the real value of the insurance reserve decreases), the exercise
price of the FDIC's call option rises and the value of the call falls.’

When there are a large number of troubled institutions, or even a few
large troubled institutions, the ability of the FDIC to close these
institutions is affected by the size and ability of its staff. Staff
constraints arise for two reasons. First, since the FDIC's budget is part of
the federal budget, there are incentives to minimize staff; second, the
ability of the FDIC to attract and retain good people is limited by its
ability to provide compensation packages that are competitive with the private

sector. Both of these have been problems for the FDIC in recent years.
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Naturally, the greater the staff constraints (the greater the size of c,),

the greater the exercise price of the FDIC call option.
Fromthe call-option formula, the probability a bank will be closed
after its enterprise-contributed capital is exhausted is

(2) P(FAL | A-x=sD)=£f(x,A-D, ¢, G, ¢, ¢,).
)y ) )

Model i ng the closure decision as a call option suggests that the enpirical

model for failure should be a two-step two-equation nmodel that includes a

sol vency equation and a failure equation(see Demirguc-Kunt [1989a, 1990]

and Gaj ewski [1988]).

n
(3 }’J - ﬁO + LZIﬁ"xL'J + eJ,

2

where: y, = mar ket -val ue sol vency of bank j,

= i'th predetermned variable related to y_,
%X, 4 J

eJ'- random error term

DFAIL, = dummy variable equal to 1 if bankj is failed, zero
ot herw se,

5'4 = predicted val ue of Y, fromequation(3); theoretically it

IS enterprise-contributed capital,

z,,; = constraints on FOCs ability to close insolvent banks,

€ = random error term assunmed to be correlated with eJ.°

The sol vency equation explicitly recognizes that insolvency is a
necessary but not sufficient condition for the FDIC to exercise its closure
call option. In Demirguc-Kunt"s (1989a, 1990) studies, which use nmarket data,
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the purpose of this equation is to separate enterprise-contributed capital

fromgovernnent-contributed capital (prinarily in the formof
deposi t-i nsurance subsi di es and forbearances). Unfortunately, it is difficult

in practice to do this using book neasures of sol vency |ike those enpl oyed
here and i n Ggj ewski (1988). Therefore, equation(3) nay not be able to
control for governnment-contributed capital in book sol vency neasures. an
alternative notivationfor equation(3) is to recognize the similtaneous
nature of book sol vency neasures(see Middala [1986]). In practice, this is

the primary justification for the two-equation systemused here and in

Gj ewski (1988) .

111. The Data
Bank failures fromJuly 1984 through June 1989 conprise the failed bank

sanple. A bank is considered failed if it is closed, nerged wth FOIC
assi stance, or requires FD C assi stance to remain open. Qur |ist of bank

failures is taken fromthe FOCs Annual Report from1984 through 1987

and fromFD C press rel eases. It includes only FD Ginsured comercial banks
inthe Ulhited States(excluding territories and possessions).

The non-fai |l ed sanpl e includes banks in the United Sates operating
fromJune 1982 t hrough June 1989 that filed conplete call reports. This
sanple is drawn randomy fromthe call reports and attentionis paidto ensure
that the non-fail ed sanple is representative of the popul ation of nonfailed
banks. For instance, the najority of banks in the popul ation are snall banks;
therefore, the non-failedsanple is drawn in a nmanner that ensures that snall
banks are adequately represented. Data for the failed banks are drawn from

the June and Decenber cal | reports for 1982 through 1988. Data for each failed
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bank are collected for up to nine semi-annual reports prior to the bank's
failure date. A total of 1,736 banks are included in the nonfailed sample.
The number of failed banks in the sample in each year appears in table 1.9
Data on economic condition used in the study are drawn from several
sources. State-level gross domestic output data are obtained from the Bureau
of Economic Analysis for the years 1980 through 1986. County level employment
data are taken from the Bureau of Labor Statistics County Statistics Files for
the years 1980 through 1986. State-level personal income data are taken from
the Bureau of Economic Analysis annual personal income files for the years
1981 through 1988, and business failure data are taken from Dun and Bradstreet
for the years 1982 through 1988. Al of the economic condition data are
annual data. Therefore, the business-failure and personal income data were
matched with the December call report data of the same year and the following
June call-report data. The gross domestic output and employment data were

matched with the December and June call-report data in a similar manner, but

with a two-year lag.

IV. The Empirical Model

The purpose of this study is to modd bank failures of all sizes. This
precludes the use of market data in equations (3) and (4). because stock
market data are only available for a limited number of large banking
organizations.}® Therefore, the proxy variables used in this study are
based on balance sheet and income data from the call reports. Equations (3)

and (4) used in the study are specified as follows:
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(3a) NCAPTA; , = 8, + NCAPTA; ,, + B,NCLNG, . + B,LOANHER , + B _LOANTA, , + B,LIQ,
+ BOVRHDTA, , + §,ROA, . + BAVGDEP, . + B INSIDELN, , + §, BOUTDVH,

+ PLIMMERTC, , + B,CPINC, , + B BFAILR, , + e, .,

(4a) DFAIL; . = ¢0 + q,SlNCAPTAJ.'c + qSZNCLNGJ.'c + ¢3LOANHERJ't + ¢‘LOANTAJ't + ¢5LIQL:
+ ¢60VRHDTAJ’b + ¢7ROAJ't + ¢BINSIDELN~1" + ¢gBRANCHUJ',_ + ¢mBHCj,:

+ ¢uSIZEJ'c + ¢12AVGDEPJ',_ + €y -

Equation (3d) disentangl es sol vency effects fromother effects in the
proxy variabl es. The dependent variable in the sol vency equation, NCAPTA is
defined as the ratio of primary capital (book equity capital plus the reserve
for loan | osses) net of nonperfornming loans to total assets.!* This
variable is simlar to Snkey' s (1977) net capital ratio variable, whichis
the ratio of primary capital net of classified assets to total assets.l?
NCAPTA shoul d be a better proxy for enterprise-contributed capital than a
prinmary capital-to-assets ratio because it adjusts equity capital for the
i npact of bad loans. In addition, S nkey(1977) and Wal en and Thonson(1988)
show that simlar proxy variables are highly related to the true condition of
the bank.

The | agged val ue of the dependent variabl e, NCAPTA,_,, iS
included i n equation(3a) to increase the predictive power of the equation.
This is inportant because the predicted val ue of NCAPTA, NCAPTA,
is aregressor inequation (4a). Because we are prinmarily interested in

equation(3a) as a predictor of solvency, we do not correct the standard
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errors of the regression for hereroscedasticity, nor do we attenpt to
interpret its coefficients.

The next set of variables in equation (3a). NCLNG LOANHER, LOANTA,
LI Q OVRHDTA, AVGDEP, and I NSI DELN, are all variables included in equation

(4a) that are also related to solvency, and are described below. Finally,

four measures of econonic conditions in the bank's markets are included to
incorporate the effects of local econom c conditions on the solvency of the
bank. These econonmic conditions variables include: BOUTDVH, which is a
Herfindahl index constructed fromstate-level gross domestic output by the
one-digit standard industrial classification code in the state where the bank
i S headquartered; UMPRTC, which is county |evel unenploynent in the county
where the bank's main office is |located; CPINC, which equals the percent
change in personal incone in the state where the bank is headquartered; and
BFAI LR, which is the small-business failure rate in the state where the bank
is headquartered

Equation(4a) is the failure equation, and DFAIL is the dummy variabl e
for failure. The first variable in equation(4a) is NCAPTA, the
predi cted val ue of the solvency proxy fromequation (3a). The remaining
regressors in(4a) are included to proxy for the effects of x, ¢, C,
ce, and ¢, on the failure decision. Note that many of the regressors nay
proxy for one or nore of these constraints.

The natural |ogarithmof average deposits per banking office, AVGDEP
is used as the proxy for the enterprise-contributed portion of the charter
value, 6. The level of deposits per banking office shoul d be positively
correlated to the value of the banking franchise and therefore positively

related to failure.

-10-
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Six variables (NCLNG, LOANTA LOANHER, OVER-DIA ROA. and LIQ) are
included as regressors in equation (4a) to proxy for the FDIC's information
system, or ¢, in the call option. These variables are related to the FDIC's
ability to decipher the true condition of a bank and, therefore, the FDIC's
ability to close a bank when it becomes insolvent. The better these variables
are able to predict insolvency, the lower the information costs faced by the
FDIC. In essence, by including these proxy variables in equation (4a), we are
incorporating a statistical monitoring or early warning system in the spirit

of those used by the FDIC to complement on-site examination.!?

The first three early warning system variables are proxies for asset
quality, NONG and portfolio risk, LOANIA and LOANHER NING is the ratio of
net charge-offs to total loans. This variable should be positively related to
failure. LOANIA is the ratio of total loans net of the loan loss reserve to
total assets. It is the weight of risky assets in the total asset portfolio
and, therefore, a proxy for portfolio risk. LOANIA should be positively
related to failure. Finally, LOONHER is a loan portfolio Herfindahl
constructed from the main loan classifications on the call reports.”*

This is a measure of overall loan portfolio concentration and, therefore,
diversifiable portfolio risk. LOANHER should be positively related to

failure.

The next three early warning system variables are proxies for
operating efficiency, O/RDIA profitability, ROA and liquidity, LIQ. OVRHDTA
is overhead as a percent of assets, which should be positively related to
failure. ROA is the return on assets and should be negatively related to
failure. In addition, ROA ney also proxy for legal and political constraints.

As we have seen with the forbearance policies adopted for thrift institutions,

-11-
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insolvent institutions that are profitable are less likely to be closed down
than insolvent institutions that are losing money. As a proxy for cpr ROA
should also be negatively related to failure. Finally, LIQ is defined as the
ratio of nondeposit liabilities to cash and investment securities and should
be positively related to failure. Note that a liquidity crisis that may arise
out of insolvency might force the FDIC to close an insolvent institution by
increasing the political costs of not acting. Therefore, the less liquid the
institution, the greater the probability it will be closed.

BRANCHU is included in the regression to control for differences in
state branching laws. BRANCHU is a dimy variable that equals one if the bank
is in aunit banking state and zero otherwise. The presence of branching
restrictions reduces the failure-resolution options for the FDI C and therefore
represents a legal constraint on the FDIC's ability to close a bank,!?
Therefore, BRANCHU should be negatively related to failure.

DBHC is a dummy variable equal to one if the bank is part of a bank
holding company and zero otherwise. Banks in bank holding companies are |ess
likely to be closed by the FDIC if there are other solvent holding company
subsidiaries. This variable is based on the "source of strength doctrine"
espoused by the Federal Reserve. Source of strength represents a regulatory
philosophy that the parent holding company should first exhaust its resources
in an attempt to make its banking subsidiaries solvent before the FDIC
intercedes. Prior to the Financial Institutions Reform, Recovery, and
Enforcement Act of 1989 (FIRREA), the source of strength doctrine had no teeth
because regulators could not force bank holding companies to bail out
insolvent bank subsidiaries and the FDIC had to resort to complicated

administrative and legal procedures to seize holding company assets that were
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outside the insolvent banking subsidiaries. Therefore, DBHC, which proxies
for legal and administrative costs faced by the FDI C, should be negatively
related to failure.

Two of the FDIC constraints, ¢, and c¢,, are difficult to proxy for
directly in this study because of the cross-sectional nature of some of our
tests. However, there is a variable, SIZE, which is indirectly related to
both ¢, and c,. SIZE is the natural logarithm of total assets held by the
bank. The larger the bank, the more complicated its portfolio and
transactions are likely to be and, therefore, administrative costs of
resolving bank failures should be higher for large banks than for small ones.
Holding the loss per dollar of assets constant, larger banks impose greater
losses on the FDIC fund than smaller ones. Therefore, the funding constraint
is more likely to be binding as the total assets of the insolvent bank
increase. Finally, the political fallout from a large-bank failure is much
greater than for small ones, so SZE also proxies for political constraints.
A\l three constraints imply that SZE should be negatively related to failure.

The last regressor included in equation (4a), INSDELN, is a measure
of fraud. INSDHELN is the ratio of loans to insiders to total assets. Loans
to insiders and their friends are a major source of fraud in failed bank
cases. Although insolvency due to fraud, or fraud-related losses in insolvent
institutions are difficult to detect, the presence of fraud increases the
exposure of the FDIC fund to loss if the bank is not closed promptly and also
reduces political opposition to the bank's closure. Therefore, the presence
of fraud increases the probability that the FDIC will close the bank and

INSDELN should be positively related to failure.

-13-
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The Alternative Model

To judge the classification and predictive accuracy of the two-

equation model, the following one-equation modd is specified.

(5) DFAIL;, = #, + $NCAPTA; . + $,NCLNG, , + ¢,LOANHER, . + ¢ LOANTA, , + 4,LIQ, ,
+ $,OVRHDTA, , + $ROA, , + #,INSIDELN, , + ¢ BRANCHU, , + ¢ BHC, ,

+ ¢, SIZE, , + ¢ AVGDEP, , + ¢, ,.

Equation (5) is simply equation (4a) with the actual value of NCAPTA used to

proxy for solvency instead of NCAPTA, the predicted value of NCAPTA from

equation (3a). Since we are also interested in the effects of local or
regional economic conditions on the probability of bank failure, equation (5)

is also estimated wi th economic condition variables as regressors.

(5a) DFAIL, , = §, + #,NCAPTA, . + §,NCLNG, , + $,LOANHER, , + 4 LOANTA, , + 4,LIQ, ,
+ $OVRHDTA, , + $,ROA, . + § INSIDELN, , + ¢ _BRANCHU, , + ¢, BHC, ,
+ ¢, SIZE, , + $ ,AVGDEP, , + ¢, BOUIDVH, , + 4, UMPRIC, , + ¢, CPINC, ,

+ ¢1GBFAILRJ',' + o€y .-

V. The Enpirical Results

The panel nature of the data allows two types of tests to be done. First, the
data are pooled in over time(using the June 1983 through the December 1988

call reports), and the predictive accuracy of the models is assessed for up to

-14-
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48 months before failure. Second, using the June 1983, June 1984, June 1985,

and June 1986 call reports, we assess the in-sanple and out-of-sanpl e accuracy
of the nodels.

Results from the Two-Equation Mddel in the Pooled Sanple

A two-step procedure is used in estimating equations (3a) and (4a). First,
(3a) is estimated using ordinary |east squares (COLS) and the predicted val ue
of NCAPTA is saved for use as a regressor in equation (4a). Equation (4a)is
then estimted using logit.'® Both equations(3a) and(4a) are

estimated using data at each call date for the nonfailed sanple and for banks
in the failed sanple whose failure date is between six and 12 nonths, 12 and
18 nonths, 18 and 24 nonths, 24 and 30 nonths, 30 and 36 nonths, 36 and 42

nmonths, and 42 and 48 nonths fromthe call date. The results appear in tables
2 and 3 respectively. Intable 2 we see that the adjusted R* ranges froma
| ow of 0.8266 for regressions using banks that fail 36 to 42 nonths fromthe
call report date to a high of 0.8645 for banks that fail six to 12 nonths from
the call report date.!” Since the main purpose of estimating equation
(3a) is to construct the solvency regressor for equation (4a), it is inportant
that the equation has a good fit.

Tabl e 2 shows that ¢1, the coefficient on NCAPTA, is
negative and significant for banks failing within 30 nonths of the call date
and positive for banks failing from30 to 48 nonths fromthe call date.
However, it is only positive and significant for the 36- to 42-month

subsanpl e.  The positive sign on ¢, for banks failing after 30 nonths is

par adoxi cal because it indicates book solvency is positively related to
failure. This, however, is not a newresult. One possible explanation of

this result is that banks beginning to experience difficulties readjust their

ik

-15-
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balance sheets by selling assets on which they have unrealized capital gains
for the purpose of cosmetically improving their capital positions.

The coefficient on NCLNG, ¢2, i s negative for all banks and
insignificant for all the regressions except the 30- to 36-month and 42- to
48-month subsamples. The expected sign for ¢, is positive. $,, the
coefficient on LOANHER i s positive (expected sign is negative) and
insignificant for all subsamples.

¢, is positive and significant at the one percent level for all
subsamples. In other words, banks whose |loan portfolios meke up a higher
percentage of their assets have a higher probability of failure. The sign on
¢, is consistent with LOANTA being a proxy for portfolio risk. b,
the coefficient on LIQ, is positive and significant for all subsamples except
30 to 36 months and 42 to 48 months, where it is positive and insignificant.
As predicted by our model, the less liquid a bank, the greater the probability
the FDIC will close it when the bank becomes insolvent.

As predicted by our model, the coefficient on OVRHDTA, ¢, is
positive and significant at the one percent level for all subsamples. In
other words, banks that are more efficient are less likely to be closed by the
FDIC when they become insolvent than are inefficient banks. ¢, is
negative and significant for all subsamples. As predicted by the model,
insolvent banks that are profitable are less likely to be closed than
unprofitable ones. This result is consistent with the forbearance policies of
the federal bank and thrift regulators during the 1980s. Thrifts had to be
both insolvent and losing money to be targeted for closure prior to the

passing of Fl RREA in 1989.

-16-
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¢, is positive and significant at the one percent |evel for all

subsanpl es.  This is consistent with I NSI DELN proxyi ng for fraud, which,
according to our nodel, should be positively related to closure. @ the ot her
hand, the coefficient on the branchi ng dumy, $g is positive and
significant inall subsanples. The sign on ¢, is opposite that predicted
by the theory and indicates that BRANCHU may be proxying for geographi cal
diversification of assets and liabilities or, since nost unit banking states
are in the Geat Pains area and the Sout hwest, BRANCHU nay be proxying for
regional economc activity. As we shall see when we | ook at the regression on
equation (5a), it appears that BRANCHU is proxying for the latter.

¢, 1S negative and significant in all subsanples. As
predicted by our theory, bank hol di ng conpany affiliation reduces the

probability a bank will be closed when it is found to be insolvent.!®

The coefficient on Sl ZE, ¢ is also negative and significant in all

1’
subsamples. This is consistent with Sl ZE proxying for the hi gher
admnistrative, funding, and political costs associated w th closing | arger
banks. Finally, the coefficient on AMAIDEP(the proxy for charter val ue),
8,50 is positive and significant in all subsanples. A positive sign

on ¢, is consistent with our nodel i ng of the cl osure decision(as in

Buser et al. [1981]) as a call option on the bank's charter.

Si ngl e-Equat i on Models

An alternative to the two-equation nmodel is the estinmation of a
si ngl e-equat i on nodel , such as equation(5. Thi s nmodel does not attenpt to
correct for the endogeneity of NCAPTA If the error terns in equations(3)
and(4) are independent, then there is no difference econonetrically bet ween

estimating equations (3a) and (4a) or sinply estimating equation (5). In
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addition, since one criteria by which bank failure nodels are judged is their
predictive accuracy, a poor fit of the data to the sol vency equation may
reduce the predictive accuracy of the failure equation enough to cause us to

prefer a single-equation nodel |ike equation (5) to the two-equation nodel

fs seen in table 4, the results fromestimating equation(5) are

simlar to the two-equation nodel results in table 3. However, there are a
few noteworthy differences in the results. First, as in table 3, ¢l is
positive for banks failing over 30 nonths fromthe call date and positive and
significant in the 36- to 42-nonth subsanple. However, ¢, is also
positive and significant in the 42- to 48-nonth subsanple for equation(5).
Second, é, in both nmodels turns up with the urong sign(negative), but
4, is negative and significant in six of the seven subsanples in table 4,
conpared with two intable 3. Inall, the results of both nodels are
consistent with the call option closure nmodel ; however, based on this
criteria, the enpirical results of the two-equation nodel are slightly
superior to those of equation (5).

The two-equation nodel estimted in this paper attenpts to control for
the inpact of regional econonic conditions on the solvency of a bank by
i ncluding proxy variables for econom c conditions in the solvency equation
Therefore, its slightly better enpirical performance based on theoretica
criteria may sinply be due to the extra information associated with the
inclusion of the economic condition variables. To investigate this
possibility, we estimate equation (5a) as our second alternative nodel. The
results of this nodel appear in table 5.

Table 5 shows that for the first eight regressors the results for

equation (5a) are virtually identical to those for equation(5). However
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except for the 42- to 48-nmonth subperiod, ¢, is no longer significant

once the econonic condition proxies are included as regressors. Furthenore,
g is negative in two of the subperiods. The coefficients on BHC

(8,57 S| ZE (¢,,) and AVGDEP (¢,,) are al so essentially the same for

both (5) and (5a), except that ¢, is insignificant for the 42- to 48-

mont h subperiod for equation (5a).

What is interesting about the results in table 5 is that $1ar Fu0 and é.,
are negative and significant for all subperiods. |n other words, failure is
negatively related to state-level econonic concentration(BOUTDVH), to county
| evel unenpl oynent (UMPRTC), and to changes in state-level personal incone
(CPINQ. If BOUTDVH and UMPRTC are controlling for differences in the
rel ationship between book and market sol vency across regions, then we woul d
expect ¢,, and ¢, to be positive. The negative sign on
CPINC is, however, consistent with its use as a proxy for differences between
mar ket and book sol vency across regions. On the other hand, BOUTDVH and
UWPRTC coul d be picking up increased political constraints associated with
cl osing banks in depressed regions |ike the Southwest. These politica
constraints increase as the nunber of insolvencies in a region increases.
Finally, the coefficient on BFA LR ¢15, i's negative and
insignificant for all subsanples.

Tables 6, 7, and 8 contain the results for the three nodel s esti mated
using cross-sectional data fromthe June call reports in 1984, 1985, and 1986,
and fromfailures occurring in the subsequent cal endar year. Cross-sectiona

estimtion was done for two reasons: first, we wanted to indirectly test the
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pooling restrictioninposed in the earlier tests, and second, we wanted to
investigate the ability of the nodel to predict failures outside the sanple.
To facilitate out-of-sanpl e forecasting, we also split the nonfailed sanpl e
into two random sanpl es of 868 banks. (e sanple is to be used in in-sanple
forecasting and the second is to be used for out-of-sanpl e forecasting. As
seenintables 6, 7, and 8, with the exception of 4, and I

there does not appear to be a significant difference between the coefficients

of each nmodel across years. Therefore, the results of the tests in tables 3,

4, and 5 do no appear to be sensitive to the pooling restriction.!®

I n-Sanpl e A assification Accuracy

The second criteria for judging bank failure nodels is the
classificationaccuracy of the nodel. First, howwell does the nodel do in
di scrimnating between fail ed and nonfail ed banks wi thin the sanpl e? Second,
how wel | does the nodel discrimnate between failed and nonfail ed banks
out si de the sanpl e?

For the pool ed data, only in-sanpl e forecasting is done. Tables 3, 4,
and 5 contain the overall classificationaccuracy of the three nodel s al ong
with each nodel's type-1 and type-11 error. Type-1 error occurs when a failed
bank is incorrectly classified as a nonfailed bank. Type-11 error occurs when
a nonfailed bank is classified as a failed bank. The overall classification
error is the wei ghted sumof the type-l1 and type-11 errors. Typically, there
is a trade-of f between type-1 error and overal | classification accuracy.

Since type-1 error is seen to be nore costly than type-11 error for failure
prediction nodel s, the "best” nodel in terns of predictionis one that jointly

mnimzes type-1 error and overall classificationerror.
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Overall, the in-sample classificationaccuracy of all three nodels is
very good. Using the ratio of failed to nonfailed observations in the sanple
as the probability cutoff point, we find that type-l error is as low as 7.438
percent for equation(5) in the 6- to 12-nonth subsanple and as high as 29.801
percent for equation (4) in the 42- to 48-nonth subsanple. Overall
classification error ranges from6.856 percent in the 6- to 12-nonth sanple
for (5a) to 21.381 percent in the 42- to 48-nonth sanple for equation(4). As
expected, both type-l errors and overall classification errors increase with
tine to failure. Equation (5) has the |owest type-l1 error for the 6- to
12-nonthand 12- to 18-month subperiods while equation (Sa) has the | owest
type-1 error for the remaining subperiods. Furthermore, (Sa) has the | owest
classification error of all of the models. Therefore, based on in-sanple

forecasting accuracy fromthe pool ed data, equation (5a) appears to be the

"best ?.model . 29

Cut - of - Sanpl e Forecasting

One reason for studying bank failures is to construct statistica
model s of failure that can be used to identify failures in the future. Such
model s are referred to as off-site monitoring or early warning systens in the
literature and are used by regulators as a conplenment to on-site exam nations
of banks. Qut-of-sanple forecasting yields information on the useful ness of
the bank failure nodel as an examinationtool. Qut-of-sanple forecasting also
gives us information on the stability of the failure equation over tine.

The out-of -sanmpl e forecast is done using the estimated coefficients
fromthe cross-section logit regressions on equations (4a), (S), and (5a),

using data fromthe June 1984, June 1985, and June 1986 call reports and hal f

of the nonfailed sample. The failed sanple consists of all banks failing in

s
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the year following the year the call-report data is drawn from. The

coefficients for equations (4a), (5), and (5a) estimated over this sample

appear in tables 6, 7, and 8 respectively. The second half of the nonfailed
sample, N¥,, is used as the nonfailed holdout sample for forecasting. Three
failed holdout samples were also constructed for equations (5) and (5a)
(except for June 1986, for which only two could be constructed) and two failed
holdout samples were constructed for equation (4a). The first failed holdout
sample consists of banks failing in the second calendar year following the
call report. The second failed holdout sample consists of banks failing in
the third calendar year following the call report. The third holdout sample
[not available for equation (4) in any year or for equations (5) and (5a) in
1986] is made up of banks failing in the fourth calendar year following the
call report.2

The results for this out-of-sample forecasting experiment appear in
table 9. Table 9, panel A shows the results using the June 1984 call report
data to predict failures in 1986, 1987, and 1988. The cutoff point (FFROB)
for classifying banks as failed or nonfailed is the ratio of failed to
nonfailed banks from the in-sample regressions. Other cutoff points yield
similar results. With PRROB = 0.132, table 9-A shows that the three models
misclassify between 10 and 11 percent of the banks in the holdout sample using

NF, and 1986 failures. The type-l error rate indicates that all three

models misclassify over two-thirds of the failures, while roughly two percent
of the nonfailed sample (type-l1 error rate) is misclassified. Looking at the
results for the 1987 failure and 1988 failure holdout samples (using NF, as

the nonfailed sample in both cases), table 9-A shows that both type-l errors

and overall classification errors for all three models increase as we attempt
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to forecast further and further into the future. pPanels B and ¢ ow that the

results for June 1985 and June 1986 call reports are similar to those using

June 1984 data. As was the case in the in-sample forecasting, equation (5a)

appears to dominate the other two models in terms of both its overall
classification accuracy and type-1 error rate for all of the holdout samples.
Given the high type-l error rates, one might question the usefulness
of the models as early warning models of failure. However, the type-1 error
rate could be lowered by lowering PPROB enough so that the type-1 error rates
are acceptable. Wha is interesting from the standpoint of an early warning
application is the low classification error and the low type-11 error. [|f one
wanted to use this mode to determine which banks should be examined next, low

type-11 error is extremely important because the FD C has limited examination

resources. 22

In practice, the first out-of-sample experiment is of little use for
designing early warning models because it requires that we be able to identify
failures in subsequent years in order to apply it. Therefore, a second
out-of-sample experiment, which is able to mimic an early warning modd in
practice, is performed. Using the June 1984 call-report data, we estimate our
three models using the entire nonfailed sample and the failures occurring in
the next calendar year. The coefficients are then used to do out-of-sample
forecasting using June call data for 1985, 1986, 1987, and 1988 on the
nonfailed sample and failures in the calendar year following the call report
as the holdout samples. Again the PPROB is set equal to the ratio of failed
banks to nonfailed banks used in the in-sample logit regressions.

The results of the out-of-sample forecasting in table 10 show that

using the 1984 version of the failure model, our out-of-sample classification

-23.
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error ranges froma high of 5.965 percent for equation (5) in June of 1986 to
a low of 2.537 percent for equation (5a) in June of 1988. Type-l1 error ranges
froma high of 51.880 for equation (4a) in June of 1985 to a |ow of 22.078
percent in June of 1989. It is sonewhat curious that the out-of-sanple
classification accuracy of all three nodels increases as we get further and
further fromthe call date of the in-sanple experiment. Al so, for the June
1985 and June 1986 experinents equation(5) does the best job of out-of-sanple
prediction while equation (5a) dom nates on this criteria for June 1987 and
June 1988. Again, note that the type-1 error for the out-of-sanple
regressions coul d be lowered at the expense of the type-11 error (and overal
classification error) by |owering PPROB.

The performance of all three nmodels in the second out-of -sanple
forecasting experinent suggests that they could be used as part of an
early warning systemof failure. Note, however, that our failure equation is
designed to nodel the failure decision and not insolvency itself. A true
early warning system woul d be designed to detect insolvency, which is a

necessary but not sufficient condition for the bank to be closed

V. Conclusion

Bank failures are regulatorily tinmed events. The decision to fail a bank can
be nodel ed as a call option whose value is a function of the bank's charter
its solvency, and costs to the FDI C of closing the bank. A two-equation node
that explicitly recognizes that insolvency and failure are separate events is
set up and estimated. Two single-equation nodels were also estimated to
provide a benchmark against which to judge the two-equation nodel. Overall,

the two-equation nodel perfornms quite well in testing. It has good
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classification accuracy in both the in-sanpl e and out-of -sanpl e test.
Furthernore, for the two-equation nodel, the najority of the regression
coefficients are significant with the correct signin all of the subsanples
used in the study.

Conparing the two-equati on nodel with the alternative singl e-equation
nodel s, we find that the single-equation nodels performslightly better in
terns of in-sanple and out-of-sanpl e cl assification accuracy (both in terns of
type-1 and type-llerrors). This, however, does not indicate a rejection of
the two-equation model in favor of the single-equation nodels; rather, it is
an indication that we need to inprove the predictive accuracy of the solvency
equation in the two-equation nodel. Finally, the addition of economc
condition variabl es to the single-equation nodel's failure equation generally

i nproves the predictive accuracy of the single-equation nodel
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Footnhotes

1) Bak failure studies include Avery and Haweck (1984), Barth et. al

2)

3)

(1985), Bovenzi et al. (1983), Demirguc-Kunt (1989a, 1990), GajewskKi
(1988, 1989), Haweck (1977), Lane et al. (1986, 1987), Meyar and Pifer
(1970), Pantalone and Platt (1987), Rose and Scott (1978), Santomero and
Vinso (1977), Short et al. (1985), Sinkey et al. (1987), and Wes (1985).

For a review of this literature see Demirgiic-Kunt (1989b).

The decision to close a bank is usually based on some measure of solvency.
Prior to 1933, the solvency test applied in national bank closing cases
was either incapacity to pay obligations as they matured Of

balance-sheet insolvency. Since then, the Office of the Comptroller of
the Currency has tended to use only the former, "maturing

obligations” test, although the statutory basis for the latter,
"balance-sheet" test remains in the statue books. Compae 12 U.S.C.
Section 191 (balance-sheet or maturing obligations) with id.,

Section 91 (usually interpreted as "maturing obligations" only).

For mogt banks, all of their deposit liabilities are implicitly or
explicitly insured and the majority of bank liabilities are deposit
liabilities. Therefore, this assumption should not qualitatively affect

the results.
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4) This option is simlar to Brunbaugh and Henmel's (1984) deposit-insurance

call option. When the FDI C chooses to exercise its call option on the

bank's charter it must purchase the deposit insurance put option back from

the depositors. The net loss to the FDIC equal s ax - p(A-x,T-t;D),

where a is the percent of charter value remaining after the bank is

cl osed and p(A-x,T-t;D) is the value of the deposit insurance put.

5) A conplete nodel for valuing federal deposit insurance would have to
account for this charter-related call option. Such analysis would require
the use of conplex options (see Geske [1979] and Stulz [1982]). However,
since this paper is prinmarily ained at nodeling bank failure we will

concentrate on the call option held by the FDIC

6) Enterprise-contributed capital is the market value of the bank's equity
net of government-contributed capital, nostly consisting of the subsidized

val ue of deposit insurance forbearances and guarant ees (see Kane and Unal

[1990] and Thonson [1987]).

7) Funding constraints are not always separate fromthe politica
constraints. As the value of the insurance fund decreases, politicians
and sel f-maxi m zi ng bureaucrats have incentives to cover up the energing
weakness of the fund by adopting forbearance policies ainmed at del aying
the closing of insolvent institutions. For evidence of this type of

behavi or by regul ators see Kane (1989, ch. 5.
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8)

9

10)

11)

12)

13)

If e, and ey are uncorrel ated, then one can sinply estinate

equation (4) directly, using Y, i nstead of 93'

The call report data were screened for errors. Banks in the failed and
nonf ai | ed sanpl es for whom screening revealed errors in their data were
deleted fromthe sanple. In addition, banks in the nonfailed sanpl e who

were mssing a June or Decenber call report between 1982 and 1988 were

al so del et ed.

I n addition, stock nmarket data is usually only available for bank hol ding

conpani es and not for individual banks.

Nonperforming | oans is the sumof |oans 90 days past due but stil

accrui ng, and nonaccrui ng | oans.

Cassified assets is an itemfound only on a bank's confidentia

exam nation report and it is neasured infrequently and often unavail abl e

to researchers.

The purpose of early warning systens is to detect the deteriorationof a
bank' s condi tion between schedul ed exam nati ons so that the FDI C can nove
that institutionup in the on-site exam nation queue (see \Wal en and
Thonson (1988]). Papers that | ook at early warning systens include

Kor obow and Stuhr (1983), Korobow et al. (1977), Pettway and Sinkey
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(1980), Rose and Kolari (1985), Sinkey (1975, 1977, 1978), Sinkey and

Walker (1975), Stuhr and Van Wicklen (1974), Wayg et al. (1987), and
Whden and Thomson (1988).

14) The loan portfolio classifications used to construct the loan
portfolio Herfindahl include: real estate loans, loans to depository
institutions, loans to individuals, commercia and industrial loans,

foreign loans, and agricultural loans.

15) For a discussion of the different failure-resolution techniques available

to the FDIC see Caliguire and Thomson (1987).

16) The OLS (logit) regressions are estimated using the proc reg (logist)

regression procedure in SAS.

17) Banks failing within six months of the call report date were not included
in the sample because a call report is not available until three to six

months after the date of the call report.

18) In the cases where all or the majority of bank subsidiaries of a bank
holding company were closed at once (for example, Bak Texas Group, First
Republic Bancorp of Dallas and MGCap of Houston), the failed bank
subsidiaries were aggregated into a single observation and treated as a

single failure in our tests.
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19) V¢ also did cross-sectional regressions using all of the data (both failed
and nonfailed) for the June 1984, June 1985 and June 1986 call reports and
the entire failed sample and failures in the next calendar year for these
call reports. The results were not materially different from those

reported in tables 6, 7, and 8.

20) The in-sample forecasting properties of the cross-sectional equations
yield similar results at each call report period. Equation (5a) appears
to dominate equations (4) and (5) in terms both type-l error and overall

classification accuracy (see tables 6, 7, and 8).

21) W the data were collected, we collected information on failures up to
four years before the failure. Since the lagged value of NCAPTA is used
in the two-equation model, we can only construct holdout samples up to

three years from the call date instead of four for equation (4a).

22) Ore other thing to note is that with the exception of failures after June
1989, our nonfailed sample is free of failures in the future. Therefore,
the type-11 error rates of other studies and overall classification rates
are high-biased because, as our results show, failure models are capable
of classifying at least 25 percent of future failures within four years

of the call report data
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Table 1
Numbea of Failed Banks in the Sample*

Year Nunbe of Failed Banks
1984 78
1985 115
1986 133
1987 193
1988 174
1989 77

a. Nurbe of banks in nonfailed sample in each year is 1,736.
b. 1989 failure numbeas are for the fir st six months of the year.

Source: Federal Deposit Insurance Annual Reports and press r el eases.
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Table 2
QLS Regression Results For Equation (3a) Fromthe Pool ed Sanple
X < Failures Ccurring < Y Mnths of the Gall Report Date

6 to 12 12 to 18 18to 24 24to0 30 30to 36 36 to 42 42 to 48
0. 02443 0.02934  0.02692 0.03517 0.03762  0.04199  0.03766
(.0020)"  (.0020)"  (.0021)* (.0023)* (.0026)* (.0029)*  (.0031)*
0.08606  0.82980 0.83117 0.79306  0.77208  0.75778  0.79238
(.0036)* (.0036)* (.003a)* (.0040)* (.0043)* (.0046)*  (.0054)*
-0.05580  0,00100 -0.01594 0.07035 0.09196  0.08956  0.12619
( 0111) (.0116) (.0126) (.0138)*  (.0162)*  (.0183)*  (.0240)°
0.00146  0.00187  0.00254  0.00357  0.00350  ©0.00535 0.00245
(.0012) (.0012) (.o012)t  (.0013)" (.0015)! (.0016)" (.0017)
-0.01708 -0.01879 -0.01812 -0.02013 -0.02148 -0.02235 -0.01952
(.0009)°  (.0009)" (.0010)" (.0011)" (.0012)"  (.0013)"  (.0014)"
-0.00198 -0.00176 -0.00190 -0.00106 -0.00117 -0.00220 -0.00264
(.0006)"  (.0006)" (.0006)"  (.0006)} (.0006)* (.o010)t (.0012)!
-0.43744  -0.31200 -0.16893 -0.25816 -0.26197 -0.32495 -0.33131
(.0775)"  (.0778)" (.0822)! (.0880)" (.0962)° (.1048)"  (.1143)°
0.80390  0.81634  0.76620  0.85522  0.98905  0.97475  1.00194
(.0169)"  (.0172)"  (.0213)" (.0234)"  (.0275)" (.0312)"  (.0365)"
-0.00111 -0.04953 -0.00917 -0.05112 -0.03496 -0.00690 -0.01639
(.o118)t  (.0118)" (.0123) (.0129)" ¢.o13n)t  (.0156) (.0181)
-0.02520 -0.00123 -0.00118 -0.00160 -0.00173 -0.00202 -0.00188
(.0002)*  (.0002)"  (.0002)" (.0002)" (.0002)"  (.0002)"  (.0002)"
0.03040  0.02191  0.02683  0.01391  0.01324  0.01065  0.00924

(.0065)"  (.0065)"  (.0068)" (.0074)t  (.0092) (.0098) (.0083)
-0.00005  0.00000 -0.00000  0.00007  0.00005  0.00008 - 0.00005
(.0000)t  (.0000) (.0000) (.0000)t  (.0000) (.0000)t  (.0001)
0.00640 -0.00241 -0.00467 -0.00236  0.00333  0.00014 -0.00131
(.0064) (.0051) (.0050) (.0054) (.0058) (.0061) (.0062)
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Table 2 (cont.)
X < Failures Cccurring s Y Months of the Call Report Date
6 to 12 12 to 18 18 to 24 24 to 30 30 to 36 36 to 42 42 to 48

.......................................................

B, -0.00000 -0.00000 -0.00000 -0.00000 -0.00000 -0.00000 -0.00000
(.0000) (.0000)  (.0000) (.0000)t (.0000) (.0000)} (.0000)

- 0.8645° 0.8584 0.8521 0.8401 0.8314 0.8266 0.8405

B° 18086 16316 14522 12716 10905 9084 - 7095

Model: NCAPTA,, = B, + B NCAPTA; ., + B,NCLNG, , + B LOANHER, , + § LOANTA, ,
+ B,LIQ, , + BOVRHDTA, . '+ BROA, , + B,AVGDEP, , + B INSIDELN, .
+ B, BOUTDVH, | + 8, UPRTC, '+ B,,CPINC, . + , BFAILR, . + e, ..

Standard errors in parentheses.

a.
b. Ad{ usted RZ. _ . .

c. Total nunber of observations, both failed and nonfail ed.
Not es: = Significant at 1 percent.

t = Significant at 5 percent.
t -« Significant at 10 percent.

Source:  Aut hor.
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6 to 12
4, -1.69555
(.8217)
4, -35.6714
(1.715)°
$, -2.10586
(3.528)
8, 0.85438
(.5664)
8, 7.28951
(.5595)"
4,  0.45180
(.1340)"
3 194.422
(25.85)"
6, -47.4507
(5.622)°
4 25.6953
(3.909)°
4,  0.26243
(.1214)¢
$,, -0.52709
(.1182)"
$,, -0.90008
(.0991)"
4, 0.43783

(.1219)°

X < Failures Occurring s Y Months of the Call Report Date

12 to 18

-4.68530
(.7766)"
-21.9425
(1.709)°
-4.97404
(4.006)

0.59689
(.5193)

8.90826
(.5304)"
0.43141

(.1209)"

198.096 -

(24.87)"
-62.9322

(6.083)"

30.2655
(3.459)"
0.39097
(.1117)°
-0.46922
(.1087)"
-0.83729
(.0922)°
0.54516
(.1122)°

Table 3
Logit Regression Results for Equation (4a) From the Pooled Sample

18 to 24 24to30 30to36 36to42 42 to 48
-7.28915  -9.07995 -10.5591 -10.8012 -9.19922
(.7918)*  (.8164)*  (.8790)*  (.9600)*  (1.438)"
-11.0920  -4.32690 ~ 2.58890  7.12558  3.37884
(1.795)°  (1.760)t  (1.948) (1.951)"  (3.237)
-3,55677  -9.43894  -12,9909  -5.84463  -14.4746
(4.410) (4.952)t  (5.870)t  (6.407) (10.01)
0.55673  0.17085  0.14597  0.00245 0.58832
(.5252)  (.5530)  (.5961) (.6373) (.9634)
9.67700  9.70557  10.4889  9.88290 7.35884
(.5280)"  (.5422)" (.5951)"  (.6282)" (.9329)"
0.34133  0.30811  0.04951  0.13070 0.32575
(.1173)"  (.1265)t  (.2015) (.2350)%  (.4608)
251.602  275.293  259.773  273.441 251.789
(25.29)"  (25.93)° (27.84)" (29.82)" (41.13)"
-60.8266 -66.8934 -70.3194 -55.8672 -76.1634
(6.802)" (7.158)" (8.400)" (9.183)" (13.91)"
30.3379  32.2883  30.338%  30.1479 23.8651
(3.401)" (3.459)"  (3.612)" (3.868)" (5.902)"
0.39224  0.30184  0.42500  0.37900 0.82053
(.1086)"  (.1130)" (.1204)" (.1294)"  (.2035)"
-0.47321  -0.39165 -0.38172 -0.41076  -0.33641
(.1054)"  (.1087)"  (.1158)"  (.1229)"  (.1925)}
-0.80938  -0.70417 -0.65194 -0.64426  -0.38900
(.0896)" (.0898)". (.0978)" (.1075)"  (.1602)!
0.68215. 0.72893  0.74708  0.75648  0.40778
(.1100)"  (.1113)"  (.1191)" (.1302)°  (.1954)!
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Table 3 (cont.)
X < Failures Qccuring s Y Mnths of the Call Report Date
6 to 12 12 to 18 18 to 24 24 to 30 30 to 36 36 to 42 42 to 48

-

2 3459.32° 2607.19 1917.22° 1246.65" 1523.09"  910.94° 317.29°
TypeI® 9.054 14,162 17.192 20.885 22.699 26.733  29.801
TypeII® 8.819 12.846 16.359 17.561 17.838 19.126  21.198
Class® 8.847 12.901 16.395 17.709 18.056 19.462  21.381
PPROB® 0.042 0.044 0.046 0.047 0.049 0.049  0.022

Model: DFAIL,, = §, + ¢ NCAPTA, , + $,NCLNG, , + ¢ LOANHER, , + ¢ LOANTA, , + 4,LIQ,

+ $,OVRHDTA, , +  ROA, , + ¢,INSIDELN, , + ¢ BRANCHU, , + ¢, BHC,
+ ¢, SIZE, , + # AVGDER, . + ¢, ..

Standard errors in parentheses.
Model chi-square with 12 degrees of freedom .
Type | error: percent of failed banks classified as nonfail ed.
Eype Il error: percent of nonfailed banks classifiedas failed.
ass: percent of all banks m sclassified. _
PPRCB: probability cutoff value, approximately equal to the ratio of
fail gd and nonfail ed observations.
Not es: = Significant at 1 percent.
t = Significant at 5 percent.

t = Significant at 10 percent.
Source:  Author.

ToeooT
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Table 4
Logit Regression Results for Equation (5) From the Pool ed Sanple

X < Failures Qccuring < Y Months of the Call Report Date
6 to 12 12to 18 18 to 2 24 t0 30 30to 36 36 tod42 42 to 48

.......................................................

¢, -0.96671° .3.74423 -5.88586 -7.95867 -9.33218 -9.28732 -10.4187
(.8745)  (.7946)*  (.7760)* (.7948)*  (.8479)*  (.9195)" (1.503)"
$, -42.3731 -30.5644 -18.5722 -11.0295  1.77564  5.66029  7.70472
(1.707)"  (1.620)"  (1.525)" (1.567)' (1.724) (1.667)"  (1.932)°
¢, ~-5.74819 -7.98422  -11.2572 -13.2754 -19.6326  -14.3427  -14.3208
(3.726)  (4.081)  (4.463)!  (4.914)! (5.872)-  (6.265)'  (8.209)!
¢, 1.01056  0.49413  0.88768  0.37164  0.79117  0.89250  0.94932
(.6121)F  (.5620)  (.s5255)t  (.5503)  (.5584)  (.5920)  (.6900)

$, 6.90372 842196  9.11404  9.43382  9.62790  8.69855  8.34784
(-5933)"  (.s470)" (52637 (.5393)"  (.5683)" (. s911)"  (.6765)"

, 0.48045  0.47223  0.38353  0.32872  0.11556  0.37975  0.37919
(-1284)7  (.1229)°  (.1141)" (.1209)" (.1887)  (.2360)  (.3761)

s 201. 736 207. 206 257. 080 275.101 244,812 257.004  284.084

(27.61)" (%6.®)' (25.27)- (BT (27.42)' (29.03)" (33.53).
¢, -45.0675  -55.2277  -60.8254 -63.1525 -77.5459  -65.2046 -70.2942

(5.690)' (5.889). (6.439)' (6.801)"  (7.999)" (8.574)° (10.45)"
4,  28.8434  32.2487 32.2761  32.4707 30.0495  31.2010  30.8855

(4.106)"  (3.601)" (3.433)"  (3.457). (3.561)" (3 709) (6.192)"

4, 0.25096  0.45066  0.47279  0.34310  0.49027  0.45098  0.80699
(-1308)F  (.161) (.1091)°  (.1131)°  (.1182)" (.1270)"  (.1492)"
$,, -0.53971 -0.54570 -0.54763 -0.45105 -0.37342 -0.42407 -0.41455
(.1279)°  (.1128)° (-1059)" (.1086)" (.1140) (.1210)"  (.1408)
$,, -0.92820 -0.85646 -0.84981 -0.74691 -0.65532 -0.66411  -0.45685
(.1087)"  (.0963)° (.0918)"  (.0909)" (.0970)" (.1073)" (.1209)"
4, 0.42278  0.54163  0.64972  0.71536  0.66293  0.68673  0.55454
(336) (176) (1120) (.1123 (.1181)° (.1295)"  (.1459)
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Table 4 (cont.)
X < Failures Cccurring < Y Months of the Call Report Date

6to 12 12 to 18 18 to 24 24 to 30 30 to 36 36 to 42 42 to 48

x* 3829.507 2846.98° 2058.67° 1589.65"  1257.39°  925.57"  732.52"
Typel® 7.438 13.439 15.732 20.175 23.123 26.603 26.498
TypeII® 6.918 11.130 15.257 17.256 18.481 19.689 19.196
C?'gss* 6. 939 11.228 15.279 17.387 18.696 20.009 19.515
PPROB® 0. 042 0.044 0.046 0.047 - 0.049 0.049 0.046
Model: DFAIL,, = 4, + & NCAPTA, , + ¢ NCLNG, , + ¢ LOANHER, , + ¢ LOANTA; . + ¢,LIQ; ,

+ $,OVRHDTA, , + 6,ROA, '+ $ INSIDELN, . + $_BRANCHU, . + ¢, BHC, .

+ ¢ ,SIZE; . + ¢,,AVGDER; . + €, ,.
a. Standard errors in parentheses.
b. Mdel chi-square with 12 degrees of freedom _
c. Type |l error: percent of failed banks classified as nonfail ed.
d. '(r]ype 11 error: percent of nonfailed banks classified as failed.
e. ass: percent of all banks m sclassified. _
f. PPROB: probability cutoff value approxi mately equal to the ratio of

failgd and nonfailed observations.

Not es: = Significant at 1 percent.

t = Significant at 5 percent.

t = Significant at 10 percent.
Source: Author.
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6 to 12
é,  2.38697°
(r.051)}
g, -41.9440
(1.732)°
$, -5.08410
(3.720)
é 0.88626
(.6129)
$,  6.83831
(.5952)"
¢,  0.48751
(.1310)"
4 193.371
(28.04)"
$, -43.8748
(5.689)"
$,  28.4403
(4.202)"
¢,  0.05340
(.1375)
$,, -0.66409
(.1307)°
$,, -0.78703
(.1109)"
¢, 0.22823

(.1370)¢

12 to 18

-0. 16296

(.9653)
-30.7100

(1.653)"
-8.60812
(4.133)!t

0.31785
(.5415)

8.24747
(.5531)"
0.48380
(.1281)°
192.712
(26.40)°
-52.7425
(5.944)"
30.0781
(3.671)"
0.13683
(.1254)

--0.65224

(.1154)"
-0.71757
(.0979)°
0.36891
(.1201)°

Table 5
Logit Regression Results for Equation (5a) Fromthe Pooled Sanmple

X < Failures Occuring <Y Months of the Call

18 to 24 24to 30 30to 36
-1.41553  -3.27400  -4.70151
(.9333) (.9547)"  (1.033)"
- -18.2812 -11.0825  1.06135
(1.561)"  (1.605)°  (1.726)
-14.6276  -17,26478  -23.9171
(64.572)"  (5.066)" (6.016)"
0.75250  0.21899  0.57943
(.5248) (.5487) (.5560)
8.96009  9.36032  9.47497
(.5324)"  (.5482)" (.5777)"
0.41567  0.35344  0.18775
(.1160)"  (.1181)" (.1838)
234.768  261.389  229.734
(25.55)"  (26.11)". (27.79)"
-62.8707 -65.9745  -82.6363
(6.550)" (6.949)"  (8.105)"
30.8587  31.3988  29.4992
(3.482)"  (3.523)" (3.652)"
0.09577 -0.04100  0.05713
(.1192) (.1237) (.1309)
-0.65862  -0.57259  -0.50422
(.1086)"  (.1114)° (.1168)"
-0.67593  -0.56533  -0.45271
(.0932)" (.0921)° (.0976)°
0.43476  0.48875  0.44530
(.1148)"  (.1155)"  (.1205)"

Report Date
36 to 42 42 to 48
-4.52455  -5.86895
(1.126)"  (1.271)"
4.71928 - 7.20813
(1.677)"  (1.958)"
-19.1503  -19.1044
(6.517)°  (8.595)!
0.62892 0.57109
(.5905) (.6900)
8.60227  8.34408
(.6059)°  (.6970)"
0.40038  0.23246
(.2161)F  (.3595)
242.423  282.598
(29.43)"  (36.27)"
-72.6391  -78.5720
(8.808)" (10.81)"
30.4453  30.6184
(3.849)"  (&.31n)"
-0.02900 0.29639
(.1396) (.1492)t
-0.58750  -0.58766
(.1247)" (.1453)"
-0.42109  -0.18141
(.1082)"  (.1208)
0.44791  0.28947
(.1320)"  (.1459)
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Table 5 (cont.)
X < Failures Occuring s Y Months of the Call Report Date
30 to 36 36 to 42 42 to 48

6 to 12 12 to 18 18 to 24

24 to 30

¢, -11.1229 -12.8840  -20.6188  -20.7040

L 4

(3.696) (3.272)"  (3.427)"

(3.532)"

$.4 -0.06069 -0.04453 -0.02805 -0.03726

(.0200)" (.0178)! (.0168)¢

$,s -12.1944 -15.1171  -13.9465 -15.0079
(2.116)

(2.583)"  (2.242)" (2.072)°

*

$15 -0.00080 -0.00058 -0.00036 -0.00079

(.0009) (.0008) (.0007)

> 3884.46"  2937.13"  2174.88%
Typel® 7.989 11.994 16.044

TypeIl? 6.809 11.041 14.574
Class* 6.856 11.081 14.639

PPROB® 0.042 0.044 0.046

(.0008)
1709.

17.895

16.285
16.357

0.047

-21.4024  -22.0803 -18.6833
(4.041)°  (4.380)" (4.766)"

-0.05399 -0.06944  -0.08682

(.0909)} (.0189)"  (.0221)" (.0297)"

-14.1911  -16.1181 -19.3252
(2.226)"  (2.288)" (2.662)"
-0.00004  0.00012  -0.00114

(.0008) (.0010) (.1459)

*

46 1374.68"° 1063.92°
20.356 19.952 20.189
17.723 18.491 17.627
17.845 18.558 17.739

0.049 0.049 0.046

854.93

Model: DFAIL,, = 4, + ¢ NCAPTA, , + ¢NCLNG, , + ¢ LOANHER, , + $ LOANTA, , + $,LIQ, .
+ $,OVRHDTA, , + $.ROA, .+ 4, INSIDELN, , + $BRANCHU, |, + ¢ BHC,
+ ¢,,SIZE, '+ é AVGDEP, , + ¢, BOUTDVH,

-+ ¢, BFAILR, . + ¢, .
Standard errors in parentheses.

TPQOooT

failgd_and nonfailed observations.
Notes: Significant at 1 percent.

t -« Significant at 5 percent.

t = Significant at 10 percent.
Source: Author.
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Modd chi-square with 16 degrees of freedom. )

Type | error: percent of failed banks classified as nonfailed.
Type 1l error: percent of nonfailed banks classified as failed.
Class: percent of all banks misclassified. )
PPROB: probability cutoff value approximately equal to the ratio of
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Table 6
_ Cross-Sectional Logit Regressions on Equation é;a)
Using Data From the June 1984, June 1985 and June 1986 Call Reports.

Call Date 8406 8506 8606
1985 Failures 1986 Failures 1987 Failures
4, -4.12778° -6.38731 -0.36220
(2.406)t (2.389)° (1.905)
$, -17.2502 -25.1703 -36.9618
(5.588)" (5.570)" (4.743)°
4, 33.5509 1.87540 5.58827
(19.17)} (12.66) (8.380)
4, 2.81493 0.18769 -0.56754
(1.309) (1.529) (1.524)
8, 11.1755 9.69989 7.47663
a.nn’ (1.693)" (1.363)"
b, 1.92067 1.65323 1.15570
(1.070)! 0.797} (.3791)"
8 277.520 266.802 487.186
(84.75)" (87.24)" (79.11)"
4, -63.3471 -74.0080 -18.2734
- (271t (21.10)" (16.56)
8s 43.3303 35.2427 51.6627
(11.45)" (10.23)° (12.07)"
3, -0.02822 0.25178 0.11707
(.3178) (.3015) (.2953)
b, -0.31745 -0.03424 -o.sa1§?
(.3062) (.3209) (.2961)
3., -1.42992 -0.67168 -0.90646
(.2968)" (.2180)" (.2280)°
3., 0.91558 0.57524 0.43068
(.3441)" (.2756)t (.2865)
N 361.44" 410.17° 612.86"
Typel? 14,782 15.038 13.542
TypeIl® 11.866 10.829 8.064
Class? 12.208 11.389 9.057
PPROBS 0.132 0.153 0.221
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Table 6 (cont.)

Model: DFAILJJ - ¢° + ¢INCAPTAL‘ + ¢2NCLNGLt + ¢3LOANHERLt + ¢~LOANTALt + ¢5L1Qjﬂ
+ ¢60VRHDTAJ't + ¢7ROAJ',. + ¢SINSIDELNJ,,' + ¢QBRANCHUJ& + ¢1°BHCJ"_
+ ¢1ISIZEJ'= + ¢12AVGDEPJ‘t + o€y -

a. Wsing the predicted val ue of NCAPTA fromequation (3a) and hal f of the
nonfai | ed sanpl e,
b. Standard errors in parentheses.
c. Mdel chi-square with 12 degrees of freedom _
d. Typel error: percent of failed banks classified as nonfail ed.
e Td/pe Il error: percent of nonfailed banks classified as failed.
f ass: percent of all banks msclassified. _
g. PPROB: pr obabi lity cutoff val ue approxi nately equal to the ratio of
" failed and non ai | ed observati ons.
Not es: - Sgnificant at 1 percent.
t - Sgnificant at 5 percent.
t =« Significant at 10 percent.
Source:  Aut hor.
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Table 7
_ Cr oss-Secti onal Logit Regressi ons on Equation (5)
Using Data Fromthe June 1984, June 1985 and June 1986 Call| Reports.

Call Date 8406 8506 8606
1985 Failures 1986 Failures 1987 Failures
4, -2.90000° -6.00878 -0.42736
(2.499) (2.370)} (1.962)
b, -29.2032 -30.9763 -44.9557
(5.542)" (4.655)" (5.243)°
4, 30.7407 -5.43586 6.62939
(19.15) (13.71) (8.583)
b, 2.87023 0.36111 -0.84956
(1.357t (1.584) (1.614)
s, 10.4566 9.11993 7.52807
(1.694)° (1.726)° (1.484)"
8, 2.18184 1.77137 1.12728
(1.199)F (.8420) (.3913)"
'3 293,006 305.681 498.460
(85.92)" (94.35)" (83.83)"
é, 44,8089 -73.7367 1.90407
(26.83)" (20.44)" (17.48)
4, 41.5933 35.5167 49.2025
(11.35)" (10.29)° (12.47)"
4, 0.09472 0.17676 0.18351
(.3240) (.3132) (.3188)
b, -0.41478 0.01218 -0.82034
(.3170) (.34678) (.3126)¢
4., -0.88631 -0.75022 -0.99663
(.3153)" (.2386)° (.2492)"
¢, 0.99108 - 0.66451 0.56195
(.3607)" (.2980)} (.3126)}
X 383.54" 463.92% 659.85"
Typel? 14.783 14.286 11.458
TypeII® 10.484 9.908 6.567
Class? 10.987 10.490 7.453
PROB® 0.132 0.153 0.221
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Table 7 (cont.)

Model: DFAIL, , = ¢, + ¢ NCAPTA, , + $,NCLNG, , + $ LOANHER, , + ¢ LOANTA, , + 4,LIQ .
+ $,OVRHDTA, , + 4 ROA, . + $,INSIDELN, , + §_BRANCHU, , + ¢ BHC, ,
+ ¢, SIZE, '+ ¢ ,AVGDEP, , + ¢, ,.

Using hal f of the nonfailed sanple.

Standard errors in parentheses.

Model chi-square with 12 degrees of freedom

Type | error: percent of failed banks classified as nonfailed.

Eype Il error: percent of nonfailed banks classified as failed.
ass: percent of all banks m sclassified.

PPROB: probability cutoff value approximtely equal to the ratio of

fail gd and nonfail ed observati ons.

Not es: = Significant at one percent.

t = Significant at 5 percent.

t = Significant at 10 percent.
Source:  Author.

@ roooow
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Usi Cross-Sectional Lo igagégrggsions on Equati on é;a?
sing Data Fromthe June 1984, June 1985 and June 1986 [ Reports?
Cal| Date 8406 8506 8606
1985 Failures 1986 Failures
8, 0.41054° 0.54427 1.38233
(2.851) (2.874) (2.340)
$, -31.5300 -29.8974 -43.5108
(5.824)" (4.751)" (5.215)°
$, 21.9335 -1.21438 7.19583
(20.01) (13.72) (8.774)
4, 2.56701 0.41171 -0.92490
(1.387)} (1.633) (1.614)
4 10.1274 9.48711 7.37133
(1.743)° (1.799)° (1.523)°
$, 2.71040 1.52626 0.94988
(1.215)¢ (.8142) (.3984)¢
'3 301.452 242,802 489.163
(86.83)" (96.12)¢ (86.14)"
$, -49.9100 -69.7858 -0.41036
(27.18)¢ (20.67)° (17.66)
8, 39.5835 30.8386 50.0041
(12.15)" (10.75)° (13.20)°
$, 0.11320 -0.17378 0.03302
(.3428) (.3510) (.3617)
310 -0.79283 -0.15807 '-0.98695.
(.3414)%81 (.3650) (.3332)
$. -1.13224 -0.67094 -0.914}9
(.3189)° (.2526)" (.2619)
$., 0.58398 0.42180 0.49576
(.3750) (.3168) (.3233)
b. -10.2246 -16.3569 1.87244
(9.416) (9.322)* (8.242)
b, -0.07424 -0.02965 -0.09033
(.0708) (.0505) (.0459)t

.2
A
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Table 8 (cont.)

Call Date 8406 8506 8606
1985 Failures 1986 Failures 1987 Failures
5 -22.9118 -30. 1852 -28. 0164
(7.740)" (8.808)" (14.32)}
8.5 -0.00130 -0.00092 0.00161
(.0026) (.0030) (.0026)
& 402.59" 462.30" 667.31"
Typel? 11.304 11.278 9.375
TypeII® 10.484 9.562 7.028
Class® 10.580 9.790 7.453
PPROBS 0.132 0.153 0.221

Model: DFAIL, , = ¢ + $ NCAPTA, , + 4,NCLNG, , + ¢ LOANHER, , + ¢ LOANTA, , + $.LIQ, .
+ ¢ OVRHDIA, , + $,ROA, ¥ 4 INSIDELN bt ¢ BRANCHU . + 6, BHC,
+ ¢, SIZE, , + ¢, AVGDEP L+ b BOUTDVH L+ b UMPRTCJt + 6, CPINC

11
+ 4, BFAIL RS

UBing hal f of the nonf ai | ed sanpl e.
Standard errors in parentheses.
Model chi-square with 12 degrees of freedom
Type | error: percent of failed banks classified as nonfail ed.
C}/pe Il error: percent of nonfailed banks classified as failed.
ass: percent of all banks m sclassified.
PPROB: probablllty cutof f val ue approximately equal to the ratio of
fa|I§d and nonfail ed observati ons.
Not es: = Significant at 1 percent.

= Significant at 5 percent.

=~ Significant at 10 percent.
Sour ce: Author

SoINCE S AT =g
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Table 9
Qut -of - Sampl e Forcasts for Equations (4a), (5),and (5a)
A June 1984 Call Data: 86, 87 and 88 Failures and NF,, Wi th PPROB=0.132.*

, Failures in 1986 Failures in 1987
Equat i on (4a) (5) (5a) (4a) (5) _(5a).
TYPE~~ 68.421 66. 165 64. 662 79.781 78. 689 67.213
TYPEL1® 2.189 2,074 1.843 1. 958 2.074 1.843
cLASS? 10. 989 10. 589 10. 190 15. 509 15. 414 13. 225

. Failures in 1988
Equation  (4a) (8. (52) ..

TYPEL NA 83. 660 74.834
TYPENI NA 2.074 1.843
CLASS NA 14. 328 12. 659
B. June 1985 Cal| Data: 87, 88, and 89 Failures and NF,, with PPROB~0.153.

, Fai lures in 1987 Fai lures in 1988
Fuation  (48) © (8) " (sa) (4. (5l (5.
TYPEI 70. 466 66. 321 63. 731 68. 421 71.930 71.930
TYPEII 2.074 2.189 1.728 2.304 2.189 1.728
CLASS 14. 515 14.138 13. 007 13. 186 13. 956 13. 282

, Failures in 1989 .

Equation  (4a) (5) .(5a) .
TYPEI NA 83. 652 75. 342
TYPEII N A 2.189 1.728
CLASS NA 8. 820 7.439
C June 86 Call Data: 88 and 89 Failures and NF,, with PPROB=0.221.

. Failures in 1988 Failures in 1989
Equation  _(4a)_  _(bBl..  .(5a). ) P 4-) N )
TYPEI 55.172 54. 598 52. 874 65. 333 64. 000 62. 667
TYPEI 3.571 2.880 3.226 3.226 2.880 3.226
CLASS 12.188 11. 516 11.516 8. 165 8. 059 7.953

a. NF, is nonfailed hol dout sanple.

b. Type | error: percent of failed banks classified as nonfailed.
C. '(I}/pe Il error: percent of nonfailed banks classified as fail ed.
d. ass: percent of all banks m scl assified.

e. Failures for the first half of 1989.

Source: Author.
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Table 10

. Qut-of -Sanmpl e Forcasting for Equations (4a), (5), and (5a)
Using Coefficients Estimated from Logit Regressions on 1985 Fallures
and the Entire Nonfailed Sanple Using June 1984 Call Report Data*

June 1985 Cal|l Data June 1986 Call Data

. Failures in 1986 Failures in 1987
Equation __(4a) _(O__ = __(4a) (5) (5a)
TYPEI® 51. 880 45.113 52. 632 41. 146 32.292 39. 583
TYPEIL® 1.786 1.901 0. 864 2.074 2.074 1.728
cLass® 5.350 4.976 4.548 5. 965 5.083 5.498

June 1987 Call Data June 1988 Cal | Data

. Failures in 1988 Failures in 1989
Fquation  (4a) (5) (5a) (4 -~ (9 (5a)
TYPE 33.908 29. 885 27. 586 33. 766 25. 974 22.078
TYPE | 1.786 1.184 2.074 2.016 2.074 1.671
CLASS 4,712 4.398 4,398 3. 365 3.223 2.537

_ | n-Sanpl e For cast
Equat i on (4a) (5) -(5a).
TYPEI 15. 652 15. 652 12. 745
TYPEII 12. 730 11. 636 10. 211
CLASS 12.912 11. 885 10. 913

a  Qut-of-sanple forecasting done with PPROB(probability cutoff) equal to
0.066 (ratio of failed to nonfailed banks for the in-sanple |ogit

r egressi ons).
Ty%e I errgr: percent of failed banks classified as nonfail ed.

b
C. Eype Il error: percent of nonfailed banks classified as failed
d. ass: percent of all banks msclassified.

e. Failures for the first half of 1989

Source:  Aut hor
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