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Abstract

Theories of coordination failures in technology adoption have been influential in economics, but

empirical evidence on their importance is limited. This paper studies the role of this friction in the

adoption of digital payments systems, using data from the largest provider of electronic wallets in India

during the 2016 Demonetization. Our empirical strategy exploits variation in the intensity with which

Indian districts were exposed to the cash contraction induced by the Demonetization. Consistent with

a dynamic technology adoption model with complementarities, we show that the rate of adoption of the

technology increased persistently in response to the large but temporary cash contraction. Estimates

of the model indicate that the 6-month adoption response would have been 45% lower absent adoption

complementarities. This suggests that large but temporary policy interventions can resolve coordination

failures in technology adoption, though we highlight an important limitation of this logic: temporary

interventions can also exacerbate initial differences in adoption across regions or markets.
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1 Introduction

A rich literature in economics has argued that coordination failures could be an important obstacle to the

adoption of new technologies (Rosenstein-Rodan, 1943; Carlton and Klamer, 1983). Coordination failures

arise when decisions to adopt a new technology are complements across users — that is, when the private

value of adoption for each single user depends positively on adoption by other users (Katz and Shapiro, 1985,

1986).1 In these situations, expectations of low adoption can become self-fulfilling. While the possibility

of coordination failures is theoretically well understood (Murphy et al., 1989; Matsuyama, 1995), direct

evidence of their importance is scarce. Using data on the adoption of a digital wallet technology during

the 2016 Indian Demonetization, our paper provides novel evidence on coordination failures in technology

adoption, and studies the role that policy can play in addressing them.

There are two reasons why documenting the role of coordination failures in adoption of the digital wallet

technology we study is useful. First, this product provides a clean test case for the general proposition that

coordination failures can slow down technology adoption. Digital wallets are network goods; this makes

adoption decisions complements across users, and creates scope for coordination failures (Katz and Shapiro,

1994; Rysman, 2007). Relative to other network goods, digital wallets are generally cheap and simple to

adopt, which helps isolate the role of coordination problems. Second, digital wallets are a canonical example

of financial technology (“fintech”) products. The rapid diffusion of information technology over the past two

decades has raised expectations about the potential for fintech to improve financial inclusion, particularly

in developing countries, where fostering access to financial services remains a key goal for policymakers.

Understanding the obstacles to their adoption is therefore also relevant to policy.

To better identify the role of coordination failures, we study adoption of the electronic wallet technology

by retailers after the 2016 Indian Demonetization. This unexpected policy shock resulted in a large but

temporary reduction in the availability of cash, leading to a temporary incentive to adopt the technology.

Our analysis is organized in three parts. First, we develop a dynamic model of technology adoption with

complementarities and use it to characterize the key features of the response of adoption of digital payments

to a temporary shock to the availability of traditional means of payment. Second, we use merchant level

data from the leading fintech payment system in India and quasi-exogenous variation in exposure to the

Demonetization to test the model’s predictions. Third, we quantify the contribution of complementarities

to the overall adoption response by structurally estimating our model.

Our main findings are the following. First, the Demonetization caused an adoption wave among mer-

1Katz and Shapiro (1985, 1986) highlight how externalities can arise both directly — when the number of users affects the
quality of the product — or indirectly — in situations where the number of users affect the value of other add-on products due
to compatibility (e.g. hardware/software) or post-purchase services (e.g. cars).
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chants, characterized by three features: a persistent increase in the size of the platform, that is, the total

number of merchants using it; a persistent increase in the platform’s adoption rate, that is, the number

of new merchants adopting the platform each month; and state-dependence in adoption, meaning that the

long-run adoption response depends on the initial (pre-shock) strength of complementarities. The latter two

features are important, as we show that they are distinctive predictions of the model when complementarities

are present. Second, our quantitative estimation of the model shows that complementarities were not only

present, but played a large role: they account for approximately 45% of the long-run adoption response.

Taken together, our results suggest that coordination problems could be an important obstacle to the

diffusion of fintech payment systems. The results also indicate that temporary interventions can be sufficient

to overcome these coordination problems.2 However, on this point, we offer an important caveat: interven-

tions that are very brief can also exacerbate long-run differences in adoption across markets or regions. In

fact, the state-dependence created by adoption externalities is key to this insight. In markets or regions

where some core of users already have adopted the technology, a short-lived intervention can durably spread

adoption to new users. Instead, if the initial penetration of the technology is low, a short-lived intervention

is unlikely to have any persistent effects. We find evidence for this mechanism in the data, and explore its

policy implications using counterfactual experiments in our estimated model. This analysis suggests that

the duration of a policy intervention has a first order economic effect not only on the level, but also the

dispersion of the adoption response.

The empirical setting of the paper is the Indian Demonetization of 2016. On November 8th, 2016, the

Indian government announced that it would void the two largest denominations of currency in circulation

and replace them with new bills. At the time of the announcement, the voided bills accounted for 86.4%

of the total cash in circulation. The public was not given advanced warning, and the bills were voided

effective immediately. A two-month deadline was announced for exchanging the old bills for new currency.

In order to do so, old bills had to be deposited in the banking sector. However, withdrawal limits, combined

with frictions in the creation and distribution of the new bills, meant that immediate cash withdrawal was

constrained. As a result, bank deposits spiked but cash in circulation fell. Cash transactions became harder

to conduct, but funds remained available for use in electronic payments. Importantly, though the shock was

very large, it was also temporary, as cash availability had normalized shortly after January 2017.

In Section 2, we start by showing that the Demonetization led to a large aggregate increase in the use

of electronic payments. We focus primarily on data from the largest provider of non-debit card electronic

payments in India. The provider offers a digital wallet consisting of a mobile app that allows customers to

2This statement should not be interpreted as suggesting that the Demonetization generated net benefits for the Indian
economy. As we discuss later, the policy had significant economic costs. A full policy evaluation of this event — which is
outside the scope of this paper — should clearly weigh any benefits related to technology adoption against these costs.
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pay at stores using funds deposited in their bank accounts. Payment is then transferred to retailers’ bank

accounts via the app. The pecuniary costs associated with the adoption of this technology for retailers are

small; in fact, there are no usage fees, and all that is required to join the platform is to have a bank account

and a mobile phone, both of which were common in India by 2016 (Agarwal et al., 2017). Aggregate activity

on the platform increased dramatically during the two months immediately following the Demonetization

announcement. Additionally, this increase in activity was persistent, though, as highlighted above, the shock

was not. There was no significant mean-reversion in the aggregate number of retailers using the technology

or in aggregate transaction volumes once cash withdrawal constraints were lifted.

The aggregate evidence thus suggests that the temporary contraction in cash led to a persistent increase

in adoption of fintech payments. However, this finding alone does not necessarily establish that complemen-

tarities played a role in this process. To further investigate this aspect, in Section 3, we study a dynamic

technology adoption model and characterize the testable key implications of adoption complementarities.

The model builds on the frameworks of Burdzy et al. (2001), Frankel and Burdzy (2005), and Guimarães

et al. (2020). Firms face a choice between two payment technologies (cash, and the electronic wallet), one

of which (the wallet) is subject to positive adoption externalities — the flow profits from operating under

this technology increases with its rate of use by other firms.3 Additionally, the amount of cash available

for transactions is subject to aggregate shocks, which affect the relative benefits of adopting one payment

technology over the other.

The model predicts that following a large, temporary shock to the availability of cash, the total number of

firms using the platform increases persistently, consistent with the aggregate evidence of Section 2. However,

it delivers two additional predictions. First, with complementarities, the shock — on top of durably increasing

the size of the platform — also increases its adoption rate in a persistent way. In other words, the number of

new firms joining the platform every period remains higher even after the shock has dissipated. The reason

is that, with complementarities, the initial adoption triggered by the shock, by temporarily expanding

the platform, increases the relative future value of adoption for other firms. This “snowball” effect can

generate endogenous persistence in the increase in adoption rates. Second, the model predicts that adoption

responses exhibit state-dependence: the long-run adoption response depends on the pre-shock adoption rate.

The intuition for this result is simple: all other things equal, higher pre-shock adoption rates increase the

strength of adoption externalities, making it easier to reach the tipping point beyond which the platform

has sufficient critical mass to continue growing even after the initial shock dissipates.

3Different mechanisms could account for this relationship: for instance, the more merchants are on the platform, the more
valuable it is for consumers to use it, which in turn increases new merchants’ incentive to join the platform. We discuss possible
microfoundations for externalities in Section 3.1.3, and provide a specific example with a two-sided market in Appendix B.5,
which we show has an isomorphic representation to our baseline model.
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In Section 4, we then show that the empirical predictions of the model with complementarities highlighted

above are consistent with the adoption responses observed in the data after the Demonetization. In order to

do this, we provide an empirical design to estimate the causal impact of the cash contraction on adoption. Our

empirical design exploits variation across districts in the importance of chest banks — local bank branches

in charge of the distribution of new currency — to identify variation in exposure to the shock. This design

allows us to isolate the effect of the cash contraction from other effects of the Demonetization, therefore

overcoming the limitations of the aggregate evidence. We show that the districts that were more exposed

to the cash crunch also experienced a larger and more persistent increase in total adoption following the

Demonetization, the first prediction of the model. Crucially, higher exposure also predicts a larger increase

in the number of new firms joining the platform, even after restrictions on cash withdrawals are lifted — the

second prediction of the model.4

Finally, we find evidence consistent with state-dependence, the third prediction of the model with com-

plementarities. Our main test exploits variation among districts in their distance to ”payment hubs” —

cities where the penetration of the technology was already high before the Demonetization — as a way to

identify areas where the presence of complementarities should generate higher marginal benefits of joining the

platform.5 We find that districts located closer to payment hubs displayed a statistically and economically

stronger response to the shock, both in the short- and long-run, as the model would predict. The importance

of state-dependence is also confirmed by firm-level tests that examine at the propagation of adoption between

merchants within the same narrow geography and industry (Munshi, 2004; Goolsbee and Klenow, 2002).

In Section 4.5, we also examine which economic mechanism is more likely to generate the externalities

evident in our reduced-form estimates. While an exact quantification of the different mechanisms is outside

the scope of the paper, our evidence supports the idea that network effects, as opposed to learning, are

more likely to play a central role in our setting. To support this claim, we study three pieces of evidence:

the long-run, intensive margin response of retailers that adopted the wallet either before or immediately at

the onset of the Demonetization; the heterogeneity of the effects across proxies for social learning; and the

results from a new survey of Indian consumers and retailers that adopted electronic payments during the

Demonetization. As we argue in the paper, the results from all three approaches are consistent with network

4We provide a number of robustness tests that confirm the causal interpretation of these results. Among other things,
we use our empirical design to show that consumption also temporarily declined following the shock. This evidence helps to
reinforce the notion that our results capture the effects of a temporary shock to cash, rather than the effects of a demand shock.

5The model has the more direct prediction that district-level pre-shock adoption rates should positively predict the long-
run adoption response, which we confirm in the data. But this empirical approach is subject to the standard reflection
problem (Manski, 1993): independent of network effects, pre-shock adoption rates may be determined by common unobserved
characteristics of local retailers that also determine their adoption choices in the long-run. We discuss this issue in more detail
in Section 4.3 and explain why the distance-to-hubs analysis helps address this issue. Among other results, we show that
distance-to-hubs does not predict adoption of other related technologies, such as mobile phones or fintech loans, either before
or during Demonetization, as one might have expected under alternative interpretations of this test.
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effects among retailers being economically important.

Altogether, this reduced-form evidence shows that a model with adoption complementarities can account

for the qualitative features of the adoption response caused by the Demonetization. However, it is silent

about the quantitative contribution of complementarities to the adoption response. In order to address this

issue, in Section 5, we estimate the dynamic adoption model of Section 3 via simulated method of moments,

using our data on fintech payments. The key parameter of interest is the size of adoption complementarities.

Following the intuition described above, we show that this parameter can be identified using the difference

between short- and long-run adoption rates following the shock.

Using the estimates of the model, we provide two main results. First, we show that complementarities

are quantitatively important in understanding the total adoption response: they account for approximately

45% of the total response of adoption to the Demonetization, in the sense that the medium-run adoption

rate would have been 45% lower (and declining), had the technology featured no complementarities in

adoption. Second, we show that the persistence of the shock is crucial to understanding its effects, both in

terms of average adoption, and for the variance of adoption across regions. As discussed earlier, temporary

interventions may increase overall adoption. However, because of state-dependence, they can also exacerbate

initial differences in adoption. Consistent with this intuition, we show that, keeping the present value of

the decline in cash constant, a cash crunch with a smaller initial magnitude (by around 50%) but a longer

half-life (by a factor of 2), would have led to higher long-run adoption rates (by about 20%) and lower

dispersion. Thus, an implication of our model is that policymakers with a preference for uniform adoption

across regions or sectors should generally favor smaller but more persistent interventions.

Contribution to the literature We contribute to three areas of research. First, our work relates to the

literature studying the role of strategic complementarities in technology adoption (Arthur, 1989; Katz and

Shapiro, 1985; Farrell and Saloner, 1986; Sakovics and Steiner, 2012).6 Our specific contribution is to test the

dynamic implications of strategic complementarities, using electronic payments during the Demonetization as

our laboratory. In particular, we quantify the extent to which strategic complementarities allow temporary

shocks to have long-lasting effects on adoption.7 In related work, Björkegren (2018) studies adoption of

mobile phones (a network good exhibiting adoption complementarities) in Rwanda. Using a structural

6There is an extensive literature on slow adoption of new technologies (Hall and Khan, 2003; Rosenberg, 1972), which offers
several examples of firms failing to use efficiency-enhancing technologies (Mansfield, 1961) or processes (Bloom et al., 2013), for
reasons ranging from the presence of organizational constraints (Atkin et al., 2017) to slow learning and information frictions
(Munshi, 2004; Young, 2009; Conley and Udry, 2010; Gupta et al., 2020) to lack of financial development (Comin and Nanda,
2019; Bircan and De Haas, 2019). For a review of this literature, see Foster and Rosenzweig (2010). Within this literature, we
focus on coordination failures as a reason for the slow adoption of new technologies.

7A related empirical analysis of dynamic coordination problems is Foley-Fisher et al. (2020), who study self-fulfilling runs
in the US life insurance market. Their analysis uses a different framework, where actions are substitutes, not complements, and
largely abstracts from the persistence of responses to temporary shocks.
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approach, the paper quantifies the net welfare effects of handset taxes, a form of permanent and targeted

intervention. By contrast, we focus on the effects of an untargeted but temporary intervention, and improves

our understanding of the conditions under which this type of shock may have durable effects.8 Our work

also relates to Fafchamps et al. (2021), who provide an empirical framework to disentangle whether positive

externalities in adoption arise from network effects or learning. While our structural model does not allow

us to explicitly quantify different potential sources of externalities, we leverage the framework in Fafchamps

et al. (2021) in Section 4.5 and argue that in the specific empirical context where we test the model, the

Demonetization, network effects — consistent with the two-sided nature of the technology we analyze —

appear to be more likely to drive externalities.9 However, we recognize that learning may play a more

important role in other contexts, as also argued by Munshi (2004) and Suri (2011).10

Within the literature on technology adoption, electronic payment systems have often provided a natural

example of a technology exhibiting adoption complementarities (Katz and Shapiro, 1994; Gowrisankaran

and Stavins, 2004; Rysman, 2007), and for which coordination problems may be an important obstacle to

adoption (Crowe et al., 2010). In this context, the idea that large, temporary events could be instrumental in

generating a persistent shift in adoption has occasionally entered the policy discussion.11 However, despite

the frequency of such events, there is little work actually quantifying the size and and persistence of the

effects they might have on adoption. Our paper combines a unique empirical setting, the Demonetization,

with an explicit model of adoption dynamics, to address this question.

Second, our paper relates to work in monetary economics on the substitutability between payment in-

struments (Prescott, 1987; Kiyotaki and Wright, 1992; Aiyagari and Wallace, 1997), and on the costs and

benefits of cash versus electronic payments in modern economies (Rogoff, 2017; Alvarez and Lippi, 2017; En-

gert et al., 2019; Shy, 2020; Alvarez et al., 2022; Williamson, 2022). Our contribution is to provide evidence

that strategic complementarities can change the elasticity of substitution between payment instruments.

A closely related theoretical contribution is Lotz and Vasselin (2019), who introduce electronic money in

8We discuss the differences between our structural framework and that of Björkegren (2018) in Section 3.1.3.
9In Section 4.5, we contrast in more detail the results with those of Fafchamps et al. (2021), who find a more important

role for learning in the empirical context of airtime transfers in Rwanda.
10Other papers providing related evidence are Saloner and Shepard (1995) who examine the role of potential network size

in banks’ decisions to develop ATM networks, but do not study how dynamic decisions to adopt by users are influenced by
network size; Tucker (2008), who studies how different types of adopters may influence the expansion of the network, but also
abstracts from the dynamic nature of adoption choices; and Ryan and Tucker (2012), who study the adoption of video calling
by firms using a structural model where coordination problems may create equilibrium multiplicity. Relative to these papers,
our empirical strategy is more specifically focused on documenting endogenous persistence; moreover, we use a model where
endogenous persistence is an equilibrium outcome, and the equilibrium is unique, lending itself more easily to counterfactuals.
Finally, recent theoretical work by Buera et al. (2020) studies how coordination failures in technology adoption can amplify
the effects of other steady-state distortions in a general equilibrium setting, but also how changes in these distortions can spur
adoption. Relative to that paper, we while we abstract from general equilibrium considerations, our empirical setting allows us
to identify precisely the magnitude of adoption externalities.

11For instance, the disruption following the February 2008 earthquake around the Lake Kivu region in Rwanda is considered
to have contributed to a significant increase in the use of the credit held on mobile phones (Blumenstock et al., 2016).
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a canonical monetary search model (Nosal and Rocheteau, 2011).12 That paper also highlights strategic

complementarities as a potential driver of adoption, though the focus is on the theoretical conditions under

which electronic payments might co-exist with cash, and not on the dynamic effects of aggregate shocks on

adoption.13 Within the monetary literature, our paper also relates to Chodorow-Reich et al. (2019), who

quantify the welfare effects of the Demonetization using a cash in advance model in which cash and electronic

payments are assumed to have an elasticity of substitution that is fixed and smaller than unity. Our paper

complements this analysis by studying a mechanism amplifying the increase in electronic payments after the

shock to cash: the elasticity of substitution between means of payment is endogenous and reflects changes in

the strength of adoption externalities.14 We also note that unlike Chodorow-Reich et al. (2019), our analysis

does not aim to provide a broad welfare evaluation of the Demonetization, but only to use it as a laboratory

to identify the frictions that determine the adoption of electronic payments. As a result,the adoption effects

should be considered in the context of the broader negative consequences of cash shortages.15

Third, our paper relates to the growing literature on fintech (Bartlett et al., 2018; Buchak et al., 2018;

Fuster et al., 2018; Howell et al., 2018; Vallee et al., 2021). Our contribution is to establish that externalities

can be a quantitatively important obstacle to adoption of digital payments systems, beyond traditional

pecuniary costs, such as setup or transaction fees, which are virtually absent for the technology we study.

This finding is important because of the benefits of electronic payment systems documented in the literature

(Yermack, 2018; Jack and Suri, 2014; Suri and Jack, 2016; Beck et al., 2018; Agarwal et al., 2019).16 Closely

related work by Higgins (2019) explores how a permanent increase in the availability of debit cards in

Mexico affected payment choices of consumers and retailers. In that environment, other frictions, such as

fixed adoption costs, can impede adoption, while the features of the technology we study helps us pinpoint

the role of the coordination frictions created by externalities.

The rest of the paper is organized as follows. Section 2 provides some background on the Demonetization

and documents aggregate adoption effects. Section 3 analyzes our dynamic adoption model and derives key

predictions. Section 4 tests these predictions in the electronic wallet data. Section 5 estimates the model

and provides counterfactuals. Section 6 concludes.

12The new monetarist literature has explored models in which another payment instrument beside currency can be used,
including He et al. (2008), Kim and Lee (2010), Li (2011), and Wang et al. (2017). In these models, the trade-off between
currency and other payment instruments is not related to strategic complementarities, but to other intrinsic features of the
alternative payment instruments, such as risk of theft, record keeping, or interest rate earned.

13We compare our framework and Lotz and Vasselin (2019) in more detail in Section 3.1.3.
14Additionally, we provide a different research design for identifying quasi-exogenous exposure to the Demonetization, which

can be easily replicated using publicly available data.
15Relatedly, Alvarez and Argente (2020) analyzes evidence from an experiment banning cash (over electronic payments) for

Uber riders in Mexico. They find a large reduction in consumer surplus from banning cash.
16We also show that traditional payment technologies — credit or debit cards — were not widely adopted by new users

during the Demonetization, though they were more actively used by existing users. Our paper thus also relates to empirical
work on debit cards and household behavior (Bachas et al., 2017; Schaner, 2017).
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2 Background

This section describes the Demonetization and its broad effects on traditional and fintech payment systems.

2.1 The Demonetization

On November 8, 2016, at 08:15pm, Indian Prime Minister Narendra Modi announced the Demonetization

of Rs.500 and Rs.1,000 notes during an unexpected live television interview. The announcement was ac-

companied by a press release from the Reserve Bank of India (RBI), which stipulated that the two notes

would cease to be legal tender in all transactions at midnight on the same day. The voided notes were the

largest denominations at the time, and together they accounted for 86.4% of the total value of currency in

circulation. The RBI also specified that the two notes should be deposited with banks before December 30,

2016. Two new bank notes, of Rs. 500 and Rs. 2,000, were to be printed and distributed to the public

through the banking system. The policy’s stated goal was to identify individuals holding large amounts of

“black money,” and remove fake bills from circulation.17

However, the swap between the new and old currency notes was not immediate: the public was unable

to withdraw new notes at the same rate as they were depositing the old ones. As a result, the amount

of currency in circulation dropped precipitously during the first two months of the Demonetization period.

This can be seen in Appendix Figure H.1, which plots the monthly growth rate of currency in circulation.18

Overall, it declined by almost 50% during November and continued declining in December.

This cash crunch partly reflected limits on cash withdrawals put in place by the RBI in order to manage

the transition. But it was also driven by the difficult logistics of the swap itself. In order to ensure that

the policy remained undisclosed prior to its implementation, the RBI had not printed and circulated large

amounts of new notes beforehand. This caused many banks to be unable to meet public demand for cash,

even under the withdrawal limits (see Appendix A.1).

Importantly, the Demonetization did not lead to a reduction in the total money supply, defined as the

sum of cash and bank deposits. The total money supply was stable over this period, as Appendix Figure

H.1 shows. In its press release, the RBI highlighted that bank deposits could be freely used through “various

electronic modes of transfer.” The public was thus still allowed to transact using any form of noncash

payment, such as cards, checks, or any other electronic payment method; cash transactions were the only

ones to be specifically impaired.

17In its annual report for 2017-2018, the RBI reported that 99.3% of the value of voided notes had been deposited in the
banking system during the Demonetization.

18The time series for currency in circulation reported in this graph does not mechanically drop with the voiding of the two
notes; it only declines as these notes are deposited in the banking sector.
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Despite its magnitude, the cash crunch was a temporary phenomenon. Overall, cash availability signifi-

cantly improved in January, and essentially normalized in February. Consistent with slacker constraints on

cash availability, in January, cash in circulation resumed significant growth. The government lifted most re-

maining limitations on cash withdrawals by January 30th, 2017, in particular removing any ATM withdrawal

limit. As discussed extensively in Appendix A.1, several stylized facts confirm this timing. We find that

the amount of ATM withdrawals was back to pre-shock levels shortly after January (Appendix Figure H.2).

Furthermore, using data on online searches, Appendix Figure H.3 shows that public perception of constraints

on cash availability significantly improved with the new year, with searches of cash-related keywords back

to October 2016 levels by February 2017.19

The Demonetization thus had three features that will matter for our analysis. First, it led to a significant

contraction of cash in circulation. Second, once old notes had been deposited, the public could still access

and use money electronically. Third, the Demonetization was relatively short-lived: the effects on cash were

particularly acute in November and December, but cash availability improved with the new year and had

generally normalized by February. These features make the Demonetization a particularly suitable laboratory

to study how a temporary shock to cash availability can affect adoption of electronic payments.20

2.2 Fintech payment systems during the Demonetization

Overall, the Demonetization was associated with a large uptake in electronic payments. We start by illus-

trating this fact using data from the leading digital-wallet company in the country. The company allows

individuals and businesses to undertake transactions with each other using only their mobile phone. To use

the service, a customer needs to download an application and link their bank account to the application.

Merchants can then use a uniquely assigned QR code to accept payments directly from the customers into a

mobile wallet. The contents of the mobile wallet can then be transferred to the merchant’s bank account.21

The nature of this technology is similar to other forms of electronic payments studied in the literature

(e.g. Rysman, 2007; Jack and Suri, 2014; Suri and Jack, 2016), in particular when considering the importance

of adoption externalities. However, it differs from traditional forms of electronic payments - for instance,

debit cards (e.g. Alvarez et al., 2022; Higgins, 2019) - because its adoption and usage costs are very low.

In particular, the activation process is extremely short and no monetary cost is involved. Furthermore, no

19More details are provided in Appendix A.1. In this section, we also provide a separate discussion of news articles about
the Demonetization, which also confirms that the likelihood of another round of cash restrictions was perceived as low.

20As it is clear as we introduce the model, the shock will potentially incentivize adoption directly by increasing the need of
transacting electronically and indirectly by increasing the value of using electronic payments by increasing the users’ network.

21Appendix A.3 provides more details on the technology, arguing that the requirements to use the technology were not
particularly stringent in our context, and therefore a large part of the population could have accessed this option easily. Lastly,
we want to point out that a smart-phone or access to the Internet is not necessary: in 2016, the company introduced a service
that allows customers to make payments by calling a toll-free number.
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investment in a point of sale (POS) terminal is required; the retailer simply needs a cellphone and a bank

account, which are both very common in India (Agarwal et al., 2017). Lastly, for small and medium-sized

merchants — who make up the bulk of our data —, transactions using the technology do not involve fees.

Figure 1 reports weekly data on the total number and value of transactions executed by merchants

through this platform. In the months before the Demonetization, the weekly growth in the usage of the

technology had been positive on average but relatively modest. However, after the Demonetization, the shift

towards this payment method was dramatic. In particular, in the first week after the shock, the number of

transactions grew by more than 150%, and the value of transactions increased by almost 200%. For the first

month after the shock, weekly growth rates were consistently around 100%.

Crucially, this initial positive effect on adoption did not dissipate, even after constraints on cash avail-

ability were relaxed. The data show a slowdown in aggregate growth starting in January, which is when

the limits on the circulation of new cash started to be lifted. However, after a small negative adjustment in

early February, the average growth rate over the next two months remained positive, indicating that users

did not abandon the platform as cash became widely available again.22 In other words, a temporary decline

in the availability of cash led to a permanent increase in the usage of the platform.

The data shared with us by the electronic wallet company end in June 2017. However, it is important

to point out that, while the time window we study in this paper captures the most important stage of the

development of mobile wallets in India, the adoption wave persisted beyond this window, as discussed in

more detail in Appendix A.3. To examine this issue, we collected aggregate data on the use of mobile wallets

from the Reserve Bank of India (Appendix Figure H.4). This aggregate series features the same two regimes

found the company’s data: an initial large increase in mobile wallet activity in November 2016, followed by

high growth for the next several months, and a subsequent adjustment period with somewhat lower growth.23

Besides coinciding with the company’s data where they overlap, the RBI data confirm that the effects of

the Demonetization persisted beyond the window for which we have access to the company data. While

less dramatic than in the immediate aftermath of the policy shock, the growth in mobile wallet transactions

continued at a high pace until at least the end of 2019. While the mechanism we will propose may explain

this persistent increase in growth rates, it is also important to recognize that over very long periods of time,

total adoption will likely be affected by a variety of other factors that are outside the scope of our paper.

22We believe that the February decline may be related to the announcement of a small fee, which was later canceled.
23The aggregate data from the RBI shows a temporary slowdown in adoption between May and July 2017. This decline

could be related to the introduction of a goods and services tax on July 1st, 2017, which may have affected the incentive to use
cash in transactions.
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2.3 Traditional electronic payment systems during the Demonetization

Aside from the payments platform that is the focus of our analysis, other, more traditional electronic payment

technologies were also available to the public. We collected publicly available data on monthly debit and

credit card activity aggregated at the national level by the RBI. Appendix Figure H.5 presents these data.

The top four panels report monthly growth rates in the number of transactions for both credit and debit

cards, across ATMs and points of sale (stores). The bottom two panels report monthly growth rates in the

number of cards, again divided between debit and credit cards.

Two findings are important to highlight. First, the permanent increase in electronic payments is not

unique to electronic-wallet technologies. In particular, the growth rate of transactions at point of sales

increases dramatically in both November and December, before returning to levels similar to the pre-shock

period. This suggests that the Demonetization also led to a permanent increase in debit card transactions.

Second, the short-run increase is completely driven by the intensive margin, unlike with the electronic wallet.

The overall number of debit card transactions increases only because debit-card holders start to use them

more frequently, not because households newly adopt debit cards. In fact, the second panel of Appendix

Figure H.5 shows no clear growth rate in the number of new cards during either November and December.

These findings speak to the differences between traditional and fintech electronic payments. Relative to

the electronic wallet technology, cards involve both larger fixed adoption costs — for retailers, the point of

sales terminals — and flow use costs (transaction fees). The former, in particular, could explain why the

extensive margin response was more limited for traditional must wait electronic payment methods.

3 Theory

In this section, we analyze a dynamic model of technology adoption with complementarities. Our objective

is to derive empirical predictions that can help identify these complementarities in our data on electronic

wallets. We test these predictions in Section 4. The model can also be estimated, and therefore provides a

useful laboratory for quantification and counterfactuals, an approach we pursue in Section 5. The model is

a variant of the dynamic coordination framework first proposed by Frankel and Pauzner (2000) and further

analyzed in Burdzy et al. (2001), Frankel and Burdzy (2005), Guimarães and Machado (2018), and Guimarães

et al. (2020); we leverage the results from these papers in our analysis.
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3.1 Model

This section describes the model. We first lay out its key elements, then characterize equilibrium adoption

strategies, and finally, we discuss the key assumptions implicit in the description of the economic environment.

3.1.1 Model description

Fundamentals The model is in continuous time. It describes a continuum of retail firms, indexed by

i ∈ [0, 1]. Each firm must choose between using one of two payment technologies, {e, c}, where e stands for

electronic money, and c stands for cash. xi,t ∈ {e, c} is the technology choice of firm i at time t. For each

firm, flow profits per unit of time are given by:

Π(xi,t,Mt, Xt) =

 Mt if xi,t = c,

Me + CXt if xi,t = e,
(1)

where Mt —“cash” — is an exogenous process described below, Me > 0 and C ≥ 0 are parameters charac-

terizing the electronic payments technology, and Xt — the “user base” — is an endogenous variable, given

by:

Xt =

∫
i∈[0,1]

1 {xi,t = e} di. (2)

Since C ≥ 0, flow profits to technology e for an individual firm are increasing in the number of other firms

using e. The magnitude of C controls the strength of this effect. We discuss below what could explain the

positive external returns associated with electronic payments in the case of the wallet technology. We also

provide a simple microfoundation for them, in a two-sided market where firms interact with consumers.

Cash-based demand {Mt}t≥0 is exogenous and follows:

dMt = θt (M
c −Mt) dt+ σdZt, t ≥ 0. (3)

where M c is the long-run mean of cash-demand, {Zt}t≥0 is Brownian motion driving innovations to cash,

σ is the instantaneous volatility of innovations, and θt ≥ 0 is the (deterministic) speed of mean-reversion,

about which we make the following assumption.

Assumption 1. The speed of mean-reversion is given by:

θt =


θ if t ≤ T

0 if t > T

(4)
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T is a fixed horizon after which mean-reversion vanishes. The value of T can be arbitrarily large. Following

Frankel and Burdzy (2005) and Guimarães et al. (2020), this assumption is made in order to ensure unicity

of the equilibrium, as we explain below. Finally, we will assume that Me < M c, so that without adoption

(Xt = 0), the electronic payments technology is dominated (on average) by cash.

Individual firm problem Firms discount the future at rate r. The value of a firm is given by:

Vi,t(xi,t,Mt, Xt) = Ei,t

[∫
s≥0

e−rsΠ(xi,t+s,Mt+s, Xt+s)ds

]
.

The expectations operator is indexed by i because firms may, in principle, for different expectations about

the future path of Xt. Over time, a firm may change the technology it uses to accept payments. This change

is governed by a Poisson process with controlled intensity k̃ per unit of time — the “switching rate”. In an

infinitesimal period (t, t+ dt), a firm changes its payment technology with probability k̃dt, and keeps using

the same technology with probability (1 − k̃dt). The switching rate k̃ can be continuously adjusted by the

firm, at no cost, subject to the constraint that k̃ ∈ [0, k], where k is an exogenous and fixed parameter,

common to all firms. The following result about the choice of switching rate holds.

Lemma 1 (Adoption rule). Define adoption benefits, Bi,t, and the adoption rule, ai,t, as:

Bi,t(Mt, Xt) ≡ Vi,t(e,Mt, Xt)− Vi,t(c,Mt, Xt),

ai,t(Mt, Xt) ≡ 1 {Bi,t(Mt, Xt) ≥ 0} .
(5)

Then, the optimal switching rate is given by:

k̃i,t(xi,t,Mt, Xt) =


kat(Mt, Xt) if xi,t = c,

k(1− at(Mt, Xt)) if xi,t = e,

(6)

and moreover, adoption benefits are given by:

Bt(Mt, Xt) = Et

[∫
s≥0

e−(r+k)s∆Π(Mt+s, Xt+s)ds

]
, (7)

where ∆Π(Mt, Xt) ≡ Me + CXt −Mt.

This result is proven in Appendix B.1. Firms with xi,t = e choose the lowest feasible switching rate,

k̃ = 0, when the benefits of adopting electronic money are positive, and the highest possible one, k̃ = k,
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otherwise. Firms with xi,t = c act symmetrically.24

Aggregate law of motion for user base Given the optimal choices of firms, the user base Xt follows:

dXt =

(∫
i

k̃i,tdi

)
dt =

(∫
i

ai,t(Mt, Xt)di−Xt

)
kdt, (8)

Here, we allowed for the adoption rule ai,t to potential differ across firms i ∈ [0, 1], and we used Equation

(6) in order to express the law of motion as a function of the adoption rules.

Equilibrium Suppose that an individual firm i ∈ [0, 1] believes that other firms follow adoption rules given

by ã−i ≡ {ãj,t}t≥0,j∈[0,1]\{i}, where each ãj,t is a mapping R× [0, 1] → {0, 1}. That firm then forecasts the

adopter share using the law of motion dXt = (
∫
i
ãi,t(Mt, Xt)di−Xt)kdt. Define:

Bt(Mt, Xt; ã−i|t) = Et

[∫
s≥0

e−(r+k)s∆Π(Mt+s, Xt+s)ds

∣∣∣∣ ã−i|t

]
, (9)

where ã−i|t ≡ {ãj,t+s}s≥0,j∈[0,1]\{i}. This mapping gives the value of adoption for an individual firm which

believes other firms will follow adoption rules ã−i|t from t onwards. Lemma 1 implies that the best response

of the firm is:

∀t ≥ 0, âi,t(Mt, Xt; ã−i|t) = 1
{
Bt(Mt, Xt; ã−i|t) ≥ 0

}
. (10)

We can then define an equilibrium as follows.

Definition 1 (Equilibrium). An equilibrium is a set of adoption rules {ai,t}t≥0,i∈[0,1], where each ai,t :

R× [0, 1] → {0, 1} satisfies: ∀(t,Mt, Xt) ∈ R+ × R× [0, 1] , âi,t(Mt, Xt; a−i|t) = ai,t(Mt, Xt).

We focus on Markov perfect equilibria in pure strategies. The adoption rules are an equilibrium when,

at each time t, the adoption rule ai,t is the best response of firm i to other firms j ̸= i using the adoption

rules a−i|t from that period onward.

3.1.2 Equilibrium characterization

Existence, unicity, and adoption rule Our model is a special case of the more general framework of

Frankel and Burdzy (2005).25 Appendix B.1 shows our model satisfies the sufficient conditions for existence,

unicity, and monotonicity of the equilibrium derived in that paper. We therefore have the following result.

24Note that, if Bt(Mt, Xt) = 0, a firm is in principle indifferent across any k̃ ∈ [0, k], so that the optimal arrival rate is a
correspondence, not a function. We simplify the expression for the optimal arrival rate by assuming that k̃(c,Mt, Xt) = k and
k̃(e,Mt, Xt) = 0 when Bt(Mt, Xt) = 0. This is without loss of generality because, in equilibrium, Bt(Mt, Xt) is equal to 0 only
on a measure 0 set of states.

25Appendix Table H.19 describes the mapping between Frankel and Burdzy (2005) and the model of this paper.
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Result 1 (Uniqueness, continuity, and monotonicity; Frankel and Burdzy 2005). There exists a unique

equilibrium set of adoption rules, a, which is symmetric across firms: ai,t = at for all i ∈ [0, 1] and all t ≥ 0.

The value of an individual firm, Vt(xi,t,Mt, Xt), is also symmetric across firms, and is a continuous function

of t, Mt, and Xt. The value of adoption, Bt(Mt, Xt), is also symmetric across firms, is a continuous function

of t, Mt, and Xt, and is strictly decreasing in Mt and weakly increasing in Xt (strictly so if C > 0).

In order to guarantee the unicity of the equilibrium in the model, Frankel and Burdzy (2005) show that

a sufficient condition is that the rate of mean-reversion, θt, goes to zero asymptotically. Assumption 1

guarantees that this is true. Note that, because θt is (deterministically) time-varying, all policy and value

functions depend on time. Additionally, Result 1 states that adoption benefits are continuous and monotone.

We can use this fact to show that adoption follows a threshold rule.

Result 2 (Threshold rule for adoption). For all t ≥ 0 and Xt ∈ [0, 1], there exists a unique Φt(Xt) such that:

Bt(Φt(Xt), Xt) = 0. The mapping (t,Xt) → Φt(Xt) is continuous in t and Xt, increasing in Xt (strictly so

when C > 0), and satisfies Φt(Xt) ≤ Φt(Xt) ≤ Φt(Xt) (with strict inequality when C > 0), where Φt and Φt

are strict dominance bounds with expressions given in Appendix B.1. The user base follows:

dXt =


(1−Xt)kdt if Mt ≤ Φt(Xt),

−Xtkdt if Mt > Φt(Xt).

(11)

Finally, for any C > 0, and all t ≥ 0, Xt ∈ [0, 1], Φt(Xt) > Φ
(0)
t , where Φ

(0)
t is the adoption threshold when

C = 0, which is independent of Xt.

The proof is in Appendix B.1. Figure 2 illustrates two cases: C = 0 and C > 0.

When C = 0, the two strict dominance bounds coincide, and the threshold satisfies: Φt(Xt) = Φt(Xt) =

Φt(Xt) = Φ
(0)
t for all Xt; in other words, the threshold is independent of Xt. When cash is sufficiently low,

firms switch with intensity k to electronic money, while when cash is sufficiently high, firms switch with

intensity k to cash, regardless of the number of other firms operating with electronic money. (In Figure 2,

the two regions Mt < Φ
(0)
t and Mt > Φ

(0)
t are highlighted in green and yellow, respectively). Thus, adoption

dynamics are independent of the user base Xt.

On the other hand, when C > 0, the adoption threshold Φt(Xt) is strictly increasing with the user

base Xt, as illustrated in the bottom left panel of Figure 2. Moreover, Result 2 shows that for any C > 0,

Φt(Xt) > Φ
(0)
t . In other words, with positive external returns, the threshold for adoption is everywhere

higher than without positive external returns.

These observations have two implications. First, when C > 0, for a given size of the user base Xt, firms
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choose electronic money at higher levels of cash, compared to when C = 0. Second, for a given level of cash

Mt, firms are more likely to choose electronic money if the user base Xt is higher. As we explain below, the

former mechanism generates endogenously persistent adoption dynamics following a transitory shock, while

the latter mechanism implies positive state-dependence with respect to the size of the user base.

3.1.3 Discussion of modeling choices

We make two key assumptions in this model. First, electronic payments feature positive external returns

with respect to adoption by other firms; that is, C ≥ 0. External returns could arise in a two-sided market,

with both consumers and firms, where a high level of adoption among firms creates an incentive for customers

to adopt the platform, and conversely, a high participation by customers on the platform raises the benefits

of adoption for firms. Appendix B.5 describes such a model, and shows that it is isomorphic to our baseline

model, which focuses on firms.26 Alternatively, external returns could arise from spillovers across firms in

learning how to use the technology. We discuss this issue in more detail in Section 4.5, where we provide

evidence that external returns arising from learning are unlikely to provide a complete explanation of the

adoption patterns we observe in the data.27

The second key assumption is that firms do not instantly and continuously adjust their technology choice.

That is, the controlled switching intensity k̃ is bounded from above by some k > 0, where 1/k gives the

minimum (expected) time for firms to switch technologies. This assumption captures the possibility that

firms have heterogeneous (unobservable) abilities to adjust to market conditions as they change, because of

behavioral or informational frictions that we leave unmodelled.28 It makes technology adjustment sluggish

and allows for persistent deviations from the static optimal technology choice even if fixed pecuniary costs

of adoption are small, which we have argued is likely the case for the technology we study.

Aside from these two assumptions, two remarks about model are in order. First, in the baseline model,

firms must choose between the accepting cash and accepting electronic payments, instead of being able to

accept both cash and electronic payments. However, this is without loss of generality. In the two-sided market

model of Appendix B.5, we allow firms to choose between accepting only cash, and accepting either cash or

electronic payments (“multihoming”), and show that the model remains isomorphic to our baseline model.29

26Our baseline model focuses on firms primarily because our data only allows us to see the firm side of the payments network.
27The linearity assumption we maintain is useful to derive some closed-form results, in particular those described in Section

3.2.1. However, Results 1 and 2 would also hold under more general functional forms for returns to adoption, including the case
of increasing returns to adoption, so long as these functional forms satisfy technical assumptions reported in Appendix B.1.

28From a theoretical standpoint, assuming that k < +∞ creates sluggishness that helps neutralize the potential for comple-
mentarities to generate multiple equilibria, as emphasized by Frankel and Pauzner (2000).

29Even in the multihoming model, firms may prefer to accept only cash. This is because we assume that there is always a
positive (though potentially small) probability that, when they meet a customer that has the wallet, it will be used for payment.
When cash is sufficiently high (or alternatively, if wallet-based demand is sufficiently weak), this creates an opportunity cost of
multihoming, justifying why firms may choose to go back to accepting only cash.
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More generally, it suffices that the relative flow profits from accepting electronic payments (whether as a

stand-alone, or as an add-on), compared to accepting cash, increase with the user base Xt, for the qualitative

features of the model to remain unchanged (a point we expand on in Appendix B.5).30

Second, the model does not explore the possibility that several platforms compete in offering electronic

payments to the household. As we discuss in Section 4.4 and in Appendix A.3, the assumption of a single

platform is empirically reasonable in our setup. While an analysis of the effects of platform competition is

beyond the scope of our model, related theoretical work suggests that competing platforms, if any, may have

reacted to the shock by offering incentives for retailers to switch platforms. This would weaken any adoption

response in the model (relative to the single-platform case), generally biasing our analysis toward estimating

weaker externalities for our platform.31

Finally, it is useful to contrast our framework to other models in which strategic complementarities

play an important role. A key departure from existing work is that, as highlighted above, we remain

agnostic the source of externalities, only imposing that adoption are (weak) strategic complements across

firms (that is, C ≥ 0). The main drawback is that the model cannot speak to certain specific counterfactuals

that might be relevant in other contexts (for instance, the effect of policies to improve awareness of the

technology). However, the main advantage of using this relatively simple specification is that we can study

the effects of aggregate shocks. Aside from helping ensure equilibrium unicity — as highlighted by Frankel

and Pauzner (2000) —, aggregate shocks are central to both our positive analysis (as they help us model

the transitory nature of the Demonetization) and to our counterfactuals (since they allow us to study the

role of shock persistence in fostering adoption). By contrast, the framework of Björkegren (2018), has a

much richer specification of consumer utility (so that the model can speak to welfare questions), but no

aggregate shocks, and a fixed set of social links for potential users of the cellphone networks. Instead, our

framework allows for aggregate shocks, and moreover, while we do not explicitly model retailers’ individual

networks, we let the number of network users a retailer has access to vary with changes in the aggregate

state of the economy, so that we can speak to changes in adoption incentives following a shock. Similarly,

the framework Lotz and Vasselin (2019) provides precise microfoundation for the existence of money (in the

tradition of Lagos and Wright 2005), and is well-suited to studying the theoretical conditions allowing for

the co-existence of multiple means of payments. However, the absence of aggregate shocks makes it difficult

to use in order to study the dynamic effects of temporary shocks such as the Demonetization. It also leads to

equilibrium multiplicity, making it more difficult to use it for counterfactual analysis. Finally, we note that

30The model in Appendix B.5 also illustrates how customer payment choices at the point of purchase could create adoption
incentives for firms, providing a microfoundation for how consumer-side forces could explain the network effects we focus on.

31For models of platform competition in which pricing and investment strategies are endogenized (but dynamic adoption
decisions are generally not), see Rochet and Tirole (2006), Weyl (2010), and Chen (2020).
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contrary to some existing work on network effects, our model is fully dynamic. The reason for this choice

is twofold. First, as established by Frankel and Pauzner (2000), the dynamic nature of the adoption choice,

in combination with sluggish adjustment by firms, helps resolve the multiplicity issue inherent in models

with adoption complementarities, such as network models. Second, in the particular context of the shock we

study, firms’ expectations about the how long the cash crunch would last likely played an important role in

shaping aggregate adoption dynamics, a point we come back to in Section 5.

3.2 The response to large shocks: empirical predictions

We now characterize how the use of electronic money responds to a large, unexpected, but temporary decline

in cash. We highlight three key predictions of the model when C > 0. First, the shock leads to a persistent

response of the level of the user base, even though the shock itself is temporary. Second, the shock also

leads to a persistent response of the growth rate of the user base. Finally, the response to the shock exhibits

positive state-dependence with respect to the initial user base.

Let cash on impact be given by M0 = (1−S)M c. We assume that the shock S is large in the sense that:

S >

(
1 +

θ

r + k

)(
M c −Me

M c

)
, (12)

which, using Result 2, is sufficient to ensure that the shock triggers adoption at t = 0+ regardless of the

initial size of the user base, X0.

To establish the three predictions, we consider two cases: the case of perfect foresight, in which there

are no subsequent disturbances to cash other than the initial contraction; and the general case, in which

there can be disturbances to cash after t = 0+. We use the perfect foresight case as a way to illustrate the

underlying mechanisms that generate persistence, leveraging the analytical solutions we can obtain in that

case. Furthermore, to the extent that it captures the idea that the Demonetization was a discretely large

policy shock, the perfect foresight case may be interesting in its own right. However, as we discuss below,

while the perfect foresight case leads to a stronger version of our three predictions, our results still hold in

the more general case, when subsequent disturbances to cash are allowed.

3.2.1 The case of perfect foresight

We start with the perfect foresight response of the economy to a shock, which we define formally as follows.

Definition 2. The perfect foresight response of the economy is defined as the sample path
{
M̃t, X̃t

}
t≥0

corresponding to a sequence of innovations to cash demand that are exactly equal to zero for all t > 0.
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The perfect foresight response can be constructed for arbitrary values of T , the horizon after which

mean-reversion vanishes. For each value of T , Result (2) guarantees the existence and unicity of a unique

set of adoption thresholds Φ(T ) =
{
Φ

(T )
t

}
t≥0

, from which the perfect foresight response can be constructed.

For the discussion in this section, we will focus on the limit T → +∞. We make the assumption that

the thresholds Φ(T ) converge to a unique limit Φ = {Φt}t≥0 as T → +∞, and that this limit is time-

invariant: Φt = Φ for all t ≥ 0.32 Note that when T → +∞, the perfect foresight response of cash is simply

M̃t = (1− Se−θt)Mt. Appendix B.2 characterizes completely the perfect foresight response of the economy

in this case. Here, we summarize key predictions.33

Consider first the case where C = 0, and let
{
X̃

(0)
t

}
t≥0

be the response of the user base starting from

some initial level X̃
(0)
0 = X0. As shown in Appendix B.2, in this case, lim

t→+∞
X̃

(0)
t = 0 < X0. Moreover, firms

adopt electronic money for 0 ≤ t ≤ t̂(0), and move back to cash for t > t̂(0), where:

t̂(0) =
1

θ
log

(
r + k

r + k + θ

SM c

M c −Me

)
< +∞. (13)

Thus, when C = 0, the user base always mean-reverts back to zero, and adoption stops at time t̂(0). Moreover,

there is no state-dependence in the response of the economy, in the sense that the time t̂(0) after which firms

stop adopting is independent of the initial user base.

Prediction 1a. (Persistent response of the user base) When C > 0, the response of the user base

satisfies X̃t ≥ X̃
(0)
t for all t ≥ 0. Moreover, when C > C(X0), lim

t→+∞
X̃t = 1 > X0, where the expression for

C(X0) is reported in Appendix B.2.

Prediction 2a. (Persistent response of the adoption rate) When C > 0, the adoption decision, ãt,

is given by ãt = 1
{
t ≤ t̂(X0)

}
, where t̂(X0) ≥ t̂(0). Moreover, when C ≥ C(X0), t̂(X0) = +∞.

Predictions 1a and 2a highlight how the magnitude of C shapes the persistence of the adoption response.

First, when C > 0, the response of both the user base and the adoption decision are more persistent than

when C = 0, in the sense that the time at which adoption stop and the user base peaks, t̂(X0), is always

larger. Second, if externalities are sufficiently strong, the shock may have permanent effects, both on the

user base and on the adoption decision.

These predictions are illustrated in Figures 2A and 2C, which show the perfect foresight response of the

economy when C = 0 and C > 0. When C = 0, the economy moves from its initial point (X0 = 0,M0− = M c;

the hollow dot in Figure 2A) to a point located in the region of the phase diagram where the user base in

32In Appendix B.3, we study perfect foresight responses with finite T . So long as T > (1/θ) (SMc/(Mc −Me)), analog
predictions to 1a, 2a and 3a hold. However, we cannot characterize analytically the values of (X0, C) for which the perfect
foresight response trajectory satisfies limt→+∞ Xt = 1, as we do in Figure 3 below.

33Proofs of the predictions are also reported in Appendix B.2.
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growing (X0 = 0,M0+ = (1 − S)M c; the solid dot in Figure 2A). After that, it moves up (because of

mean-reversion in cash) and to the right (because of adoption) on the phase diagram. However, because the

adoption threshold is flat, the economy will be reach it in finite time. After that, the economy will continue

moving up, but this time to the left (as firms now abandon the electronic wallet), returning to its initial

state in the long-run, and implying the hump-shaped dynamics described above.

By contrast, when C > 0, this tendency toward mean-reversion may be overturned by the effect of positive

external returns. Immediately after a large shock to cash, the economy moves to the adoption region, as in

the case where C = 0. However, the adoption threshold is now upward sloping. If C is sufficiently high,

the threshold is also steep relative to the curvature of the perfect foresight trajectory. In that case, the

economy never reaches the adoption threshold again, and therefore converges to Xt = 1 as t becomes large,

as indicated by Predictions 1a and 2a.

We note that relative to Prediction 1a, Prediction 2a highlights the fact that complementarities create a

persistent incentive for firms to keep adopting electronic money, even after the shock to cash has dissipated.

This will help distinguishing positive external returns from other mechanisms which can generate persistent

level responses of the user base (such as fixed costs), but generally do not imply persistent growth rate

responses. We come back to this point below, in Section 4.4, where we consider alternative mechanisms that

could account for our empirical findings.

Prediction 3a. (Positive state-dependence with respect to the initial user base) When C > 0, the

persistence of the response increases with the size of the initial user base: t̂(X0) is increasing with X0.

When it is finite, the time t̂(X0) at which firms stop adopting can be bounded from below as follows:

t̂(X0) ≥ t̂(0) +
1

θ
log(1 + h(X0)), (14)

where h(X0) ≥ 0 is a function that is identically 0 if C = 0, positive and strictly increasing if C > 0, and

whose expression is reported in Appendix B.2. Therefore, when C > 0, complementarities create endogenous

persistence in the response of adoption, in the sense that they imply t̂(X0) > t̂(0). The degree to which they

do is stronger, the larger the value of the initial user base X0. Intuitively, in the phase diagram reported in

Figure 2C, all other things equal, a higher initial user base shifts the trajectory of the economy to the right.

This makes the time needed to reach the adoption threshold longer, leading to a more persistent response of

the economy to the shock. This state-dependence does not arise when C = 0, because the adoption threshold

is flat in that case, as illustrated by Figure 2A.

Figure 3 summarizes the adoption dynamics in perfect foresight, by partitioning the initial user base
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X0 and the strength of external returns C into three regions.34 The top region (in blue) corresponds to

combinations of (X0, C) where the economy moves to full adoption after the shock, while the bottom region

(in red) corresponds to combinations where adoption stops at a finite date after the shock.35 Consistent

with Predictions 1a and 2a, as C increases, adoption is more likely to respond permanently to the shock.

Consistent with Prediction 3a, the adoption response is also more likely to be permanent if X0 is higher.

3.2.2 The general case

We now go back to the general model to develop analogs to Predictions 1a-3a. We characterize the properties

of the model in terms of the IRFs of the user base Xt and the adoption rule at, defined as:

IX(t;X0, C) ≡ E0 [Xt | M0 = (1− S)M c, X0] , Ia(t;X0, C) ≡ E0 [at | M0 = (1− S)M c, X0] .

The former IRF characterizes the expected size of the user base at horizon t following the shock, while

the latter characterizes the probability that, at horizon t, firms will still be actively switching from cash to

electronic money, and the user base will still be growing. We start by stating the three main predictions in

the general case, and then discuss the intuition for each. These predictions are somewhat weaker than in the

perfect foresight case, as they do not give us a characterization of the full distribution of the user base at

long horizons. The proofs for these predictions are reported in Appendix B.1. The solution algorithm used

to construct the numerical examples discussed below is described in Appendix C.

Prediction 1b. (Persistent response of the user base) At any horizon t > 0, the IRF of Xt is strictly

larger when C > 0 than when C = 0: ∀C > 0, t > 0, X0 ∈ [0, 1] , IX(t;X0, C) > IX(t;X0, 0).

Figure 4A illustrates, numerically, the IRF of Xt when C = 0 and when C > 0, at all horizons up

to t = 12 months. In the underlying calibration, the half-life of innovations to cash is approximately half

a month. Similarly to the perfect foresight case, the IRF for C = 0 is hump-shaped, and exhibits rapid

mean-reversion. As per Prediction 1b, the IRF for C > 0 is everywhere above the IRF for C = 0. Moreover,

it does not exhibit rapid mean-reversion, even horizons an order of magnitude larger than the half-life of the

shock.36

Figure 4B provides a further numerical illustration of this endogenous persistence by plotting the IRF

IX(t; 0, C) at horizon t = 12 months as a function of C. At the parameters chosen for the calibration, the

34The derivation of the frontiers of these regions is reported in Appendix B.2. The plot in Figure 3 is for the case of rapidly
mean-reverting shocks (θ > k); Appendix Figure H.16 reports the same plot, for the case of slowly mean-reverting shock (θ ≤ k).

35The intermediate, grey region corresponds to cases where the strict dominance bounds are not sufficiently tight to determine
whether the equilibrium adoption threshold implies a permanent response to the shock or not.

36Note that Figure 4A uses X0 = 0 as the initial condition for adoption. We choose this example because, in our data,
adoption was generally close to zero before Demonetization.
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IRF at horizon t is strictly increasing with C. The higher IRF of the user base when C > 0 is the analog to

Prediction 1a in the perfect foresight case.

Prediction 2b. (Persistent response of the adoption rate) At any horizon t > 0, the IRF of at is

strictly larger when C > 0 than when C = 0: ∀C > 0, t > 0, X0 ∈ [0, 1] , Ia(t;X0, C) > Ia(t;X0, 0).

Figure 4C provides numerical examples of two IRFs of the adoption decision, when C = 0 and when

C > 0. While the IRF when C = 0 reverts back to the long-run average adoption rate, when C > 0, it

exhibits a persistent response, and remains significantly above 0 even at long horizons. If there are external

returns, the probability that, at horizon t, the economy is still in the adoption region, so that the platform

is still growing, is strictly higher than when there are no external returns. Figure 4D further illustrates this

property, by plotting Ia(t; 0, C) as function of C. In this numerical example, other things equal, the IRF of

the adoption decision, at, is increasing with C. These implications of the model is similar to (though weaker

than) Prediction 2a in the perfect foresight case, which states that the economy will remain in the adoption

region for a longer period of time when C > 0.

Figures 2B and 2D further illustrate how the presence of external returns shapes the response of the

economy to large shocks. These figures plot the ergodic distribution of Xt in the model.37 When C = 0,

the ergodic distribution has most of its mass concentrated around 0, indicating that the user base tends to

mean-revert toward zero adoption. By contrast, when C > 0, the ergodic distribution is bimodal, with mass

concentrated around 0 and around 1. When the user base is small, shocks to cash generally produce locally

mean-reverting responses, as in the case C = 0. But occasional large negative shocks may push the user

base away sufficiently far away from zero that its growth becomes self-perpetuating. The user base becomes

large, and remains so until a large positive shock generates opposing dynamics.

Prediction 3b. (Positive state-dependence with respect to the initial user base) When C > 0, at

any horizon t, the IRF of at is strictly increasing in X0: ∀X(a)
0 , X

(b)
0 ∈ [0, 1]

2
, X

(a)
0 < X

(b)
0 , Ia(t;X(a)

0 , C) <

Ia(t;X(b)
0 , C). When C = 0, the IRF of at is independent of X0.

Figure 4F shows that following the shock, when C > 0, as the initial user baseX0 increases, the probability

that the economy is still in the adoption region at horizon t also increases. By contrast, when C = 0, this

probability is independent of X0. In this sense, the response of the economy to the shock is more persistent

when the initial user base is larger, similarly to Prediction 3a in the perfect foresight case.

37We define the ergodic distribution as the distribution over states (Mt, Xt) that is invariant given the law of motion for Mt

and the optimal policy functions. For t > T , since the model becomes stationary, there is a unique such distribution. For t < T ,
because of the time-dependence in θt, there is in principle no uniquely defined stationary distribution. However, as described
above, when t ≪ T , policy functions are stationary up to numerical tolerance, so we that we can derive the unique distribution
that is invariant under these policy functions. Appendix C reports the numerical details of this computation.
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4 Adoption dynamics in the data

This section uses micro data from a leading electronic wallet provider in India to test the three empirical

predictions of the adoption model with externalities described in Section 3. We test the first two predictions,

on the long-run increase in both the size of the platform and in its adoption rate, by using quasi-random

variation in the exposure to the shock. Additionally, we provide evidence consistent with the third prediction,

the positive dependence of adoption responses with respect to baseline adoption rates.

4.1 Data

The main data we use in our analysis are merchant-level transactions from a leading digital-wallet company.38

We observe weekly level data on the sales amount and number of transactions happening on the platform for

anonymized merchants between May 2016 and June 2017.39 For each merchant, we also observe the location

of the shop at the district level, as well as the store’s detailed industry. For a random sub-sample of shops,

the location is provided at the more detailed level of 6-digit pincode.40 There are two key features of these

data. First, since the information is relatively high frequency, we can aggregate it to weekly or monthly

levels. Second, since the transactions are geo-localized, we can aggregate them up at the same level as other

data sources used in this study.

We obtain data on district-level banking information from the RBI. This includes three pieces of infor-

mation for each district: first, the number of bank branches; second, the number of currency chests and the

identity of the banks operating the chests; third, quarterly bank deposits at the bank-group level. Finally,

we complement this data with information from the Indian Population Census of 2011 to obtain a number

of district-level characteristics, including: population, quality of banking services (share of villages with an

ATM and banking facility, number of bank branches and agricultural societies per capita), socioeconomic

development (sex ratio, literacy rate, growth rate, employment rate, share of rural population), and other

administrative details, including distance to the state capital.41 For some robustness tests, we also use data

from CMIE survey, which is described in Appendix D.

38During the period we study, the company was the largest provider of mobile transaction services in the country. After
March 2017, some competitors emerged, in part as a result of the government’s initiative (see Appendix A.2 for more details).

39The company shared with us information on the 1 million largest firms by activity using the QR-code based payment
product designed for small and medium sized retailers. This sample represents more than 95% of all transactions — in both
number and value — conducted using this payment product. See Appendix Section A.3 for more details on the technology.

40A pincode in India is the approximate equivalent of a five-digit zip-code in the US. Pincodes were created by the postal
service in India. India has a total of 19,238 pincodes, of which 10,458 are covered in our dataset.

41We always exclude sparsely populated northeastern states and union territories from the analysis due to missing infor-
mation on either district-level characteristics or banking variables. The seven north-eastern states include Arunachal Pradesh,
Manipur, Meghalaya, Mizoram, Nagaland, Sikkim, and Tripura while union territories include Anadaman and Nicobar Islands,
Chandigarh, Dadra and Nagar Haveli, Daman and Diu, Lakshadweep and Pondicherry. Altogether these regions account for
1.5% of the Indian population. For consistency with the state-dependence analysis (Section 4.3), we also always exclude the
five major electronic payment hubs. The results that include the hubs are, if anything, stronger. Lastly, to keep the panel
balanced, we also add one when log-transforming outcomes throughout the paper.
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4.2 The effects of the Demonetization on adoption

Next, we test the first two predictions of the model: the long-run increase in both the size of the platform

and its adoption rate. The aggregate event study evidence discussed in Section 2 is qualitatively consistent

with these predictions. At the same time, this aggregate event study evidence may not properly capture

the long-run causal response of adoption to the shock. One particularly important confounding factor are

national government policies that may have affected the subsequent adoption of electronic payments for

reasons unrelated to externalities, as we describe in Appendix Section A.2. We overcome this concern by

using quasi-random variation across different districts in exposure to the cash contraction. This approach

allows us to recover the causal effect of the temporary cash contraction on adoption of electronic payments

independently of any other aggregate shocks after the Demonetization.

Exposure measure To identify heterogeneity in the exposure to the cash contraction, we exploit the

heterogeneity across districts in the relative importance of chest banks — defined as banks operating a

currency chest in the district — in the local banking market.42 In the Indian system, currency chests are

branches of commercial banks that are entrusted by the RBI with cash-management tasks in the district.

Currency chests receive new currency from the central bank and are in charge of distributing it locally.

While the majority of Indian districts have at least one chest bank, districts differ in the total number of the

chest banks, as well as in chest banks’ share of the local deposit market. Importantly, this institution was

not created in response to the Demonetization, but instead it was active in India for decades before 2016.

Furthermore, the list of currency chests has been largely stable over time, with the revision of participating

branches happening only partially and infrequently.

Consistent with anecdotal evidence, we expect that districts where chest banks account for a larger share

of the local banking market should experience a smaller cash crunch during the months of November and

December.43 On some level, this relationship is mechanical. Chest banks were the first institutions to

receive new notes, so in districts where chests account for a larger share of the local banking market, a larger

share of the population can access the new bills faster. Furthermore, the importance of chest banks may

be an even more salient determinant of access to cash if these institutions were biased toward their own

customers or partners. Indeed, concerns of bias in chest-bank behavior were widespread in India during the

Demonetization.44 In any case, we will show that this connection between chest bank presence and the cash

42Following our paper, other works (Aggarwal et al., 2020; Vallee et al., 2021; Das et al., 2022) — which have leveraged our
proposed strategy of exposure to chest bank to study the impact of the Demonetization on other margins of economic activity
— provided complementary evidence that validates our approach.

43In the popular press, several articles argue that proximity — either geographical or institutional — to chest banks con-
tributed to the public’s ability to have early access to new cash. For instance, see https://www.thehindubusinessline.com/o

pinion/columns/all-you-wanted-to-know-about-currency-chest/article9370930.ece.
44In a report in December, the RBI has discussed this issue extensively. In one comment, they report how “these banks with
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contraction is supported by data.

To measure the local importance of chest banks, we combine data on the location of chest banks with

information on overall branching in India and data on bank deposits in the fall quarter of the year before

Demonetization (2015Q4). Ideally, we want to measure the share of deposits in a district held by banks

operating currency chests in that district. However, data on deposits are not available at the district level

for each bank. Instead, the data are only available at the bank-type level (Gd).
45 Since we have information

on the number of branches for each bank at the district level, we can proxy for the share of bank deposits of

each bank by scaling the total deposits of the bank type in the district by the banks’ share of total branches

in that bank type and district.46 We can then can compute our score as:

Chestd =

∑
b∈Cd

∑
j Djbd∑

b∈Bd

∑
j Djbd

≈ 1

Dd

∑
g∈Gd

(
Dgd ×

N c
gd

Ngd

)
where Dd is the total amount of deposits in district d, Dgd and Ngd are respectively the amount of deposits

and the number of branches in bank-type g and district d, and N c
gd is the number of branches of banks

of type g with at least one currency chest in the district.47 Since we want to interpret our instrument as

a measure of exposure to the shock, our final score, Exposured, is simply the converse of the above chest

measure i.e. Exposured = 1−Chestd. The score is characterized by a very smooth distribution centered on a

median around 0.55, with large variation at both tails (Appendix Figure H.6). Overall, exposure appears to

be evenly distributed across the country, as very high and very low exposure districts can be found in every

region (Appendix Figure H.7). Consistent with this idea, in the robustness section we show that results do

not depend on any specific part of the country.

According to the logic of our approach, we expect areas where chest banks are less prominent — or have

higher exposure according to the index — to have experienced a higher cash contraction during the months

of November and December. While we cannot directly observe the cash contraction at the local level, we can

use deposit data to proxy for it. Cash declined because old notes had to be deposited by the end of the year,

but withdrawals were severely limited. Therefore, the growth in deposits during the last quarter of 2016

should proxy for the cash contraction in the local area. Appendix Figure H.8 provides evidence consistent

currency chests are, therefore, advised to make visible efforts to dispel the perception of unequal allocation among other banks
and their own branches.” See https://economictimes.indiatimes.com/news/economy/finance/banks-with-currency-chest-

need-to-boost-supply-for-crop-rbi/articleshow/55750835.cms?from=mdr.
45The RBI classifies banks in six bank groups: State Bank of India (SBI) and its associates (26%), nationalized banks (25%),

regional rural banks (25%), private sector banks (23%) and foreign banks (1%).
46A simple example may help. Assume we want to figure out the local share of deposit by two rural banks A and B. From

the data, we know that rural banks in aggregate represents 20% of deposits in the district, and that bank A has 3 branches in
the district, while bank B only has one. Our method will impute the share of deposits to be 15% for bank A, and 5% for B.

47In practice, this approximation relies on the assumption that the amount of deposits held by each bank is proportional to
the number of branches within each district. The strength of our first-stage analysis suggests that this approximation appears
to be reasonable.
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with this intuition by plotting deposit growth across districts for the last quarter of both 2016 and 2015.

In normal times (2015), the growth distribution is relatively tight around a small positive growth. During

the Demonetization, the distribution looks very different. First, almost no district experienced a reduction

in deposits. Second, the median increase in deposits was one order of magnitude larger than during normal

times. Third, there is a lot of dispersion across districts, suggesting that the effect of the Demonetization

was likely not uniform across Indian districts.

Using this proxy for the cash crunch, we can provide evidence that supports the intuition behind our

identification strategy.48 Figure 5 shows that there is a strong relationship between district-level exposure to

the shock and deposit growth. The same relationship holds when using different measures of deposit growth

and including district-level controls, as shown in Appendix Table H.1. Importantly, Appendix Table H.2 also

shows that this strong relationship only holds during the quarter of the Demonetization, therefore further

validating our approach.49

Econometric model Using this measure of exposure, for different outcome variables of interest, y, we

estimate the following difference-in-difference model:

log (yd,t) = αt + αd + δ
(
Exposured × 1{t≥t0}

)
+ Γ′

tYd + ϵd,t, (15)

where t is time (month), d indexes the district, t0 is the time of the shock (November 2016), and Exposured

is the measure of the district’s exposure constructed with chest-bank data, as explained above. The equation

is estimated with standard errors clustered at the district level, which is the level of the treatment (Bertrand

et al., 2004). Lastly, the specification is based on the data between May 2016 and June 2017.

Importantly, the specification is also augmented with a set of district-level controls (Yd), which are

measured before the shock and interacted with time dummies. The presence of controls is important,

because chest exposure is clearly not random. Table 1 examines this issue, by showing the difference across

characteristics for districts characterized by different exposure. Exposure to chest banks is uncorrelated with

several district-level demographic and economic characteristics, but not all of them. In particular, higher

exposure is found in districts with a smaller deposit base, a smaller population, and a larger share of rural

population. However, most of the variation in exposure is absorbed once we control for two observables: the

48Notice that our approach is different from Chodorow-Reich et al. (2019). We use ex-ante district characteristics that predict
the exposure to the cash contraction, while Chodorow-Reich et al. (2019) exploits a time-varying measure of cash flowing in
and out of a district during the Demonetization period. While each approach has its own advantage, the two approaches
display a similar variation across district, as expected. Using the Figure 5 from Chodorow-Reich et al. (2019), we coded their
categorization of the intensity of the cash crunch across districts, and compared it with our treatment variable. We found a
statistically significant positive correlation between the two treatments.

49This table shows that, outside of that quarter, the relationship between these two quantities is small and generally
insignificant. In the only other quarter when it is significant, this effect is one-fourth of the magnitude of 2016Q4.
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size of the deposit base in the quarter before the shock and the percentage of villages with an ATM (last

columns, Table 1). Taking a more conservative approach, our controls include the log of deposits in the

quarter before the Demonetization, the percentage of villages with an ATM, the log of population, the share

of villages with a banking facility, and the share of rural population.50

Results Table 2 shows that districts more exposed to the cash contraction also experienced more adoption

of the electronic wallet after the Demonetization. Column 1 shows that districts that were more exposed

to the shock saw a larger increase in the amount transacted on the platform in the months following the

Demonetization. This result is both economically and statistically significant. Districts with one standard

deviation higher exposure experienced a 55% increase in the amount transacted on the platform relative to

the average. Similarly, the number of firms operating on the platform — our main measure of adoption —

increased by 20% more in districts with one standard deviation higher exposure to the shock (Column 2).51

In Figure 6 (first two panels) we plot the dynamics of the main effect, i.e. the month-by-month estimates

of how districts characterized by different levels of exposure responded to the shock.52 This figure highlights

three main findings. First, it confirms that our main effect is not driven by differential trends across high- vs.

low-affected areas. Second, the shift in adoption across districts happened as early as November. Third, the

difference in the response persists even after cash availability has normalized. In particular, the effects are

still large and significant after the month of February. These findings, taken together with the aggregate-level

evidence in Section 2, confirm that the temporary cash contraction led to a persistent increase in size of the

user base of the electronic payment technology, consistent with the first prediction of the model.53

Next, we test the second prediction of the model, which is that the shock led to a persistent increase

in the adoption rate, that is, the flow of new users to the platform. We empirically test this by analyzing

whether districts more affected by the shock witnessed a more persistent increase in new adopters. We define

new adopters at time t as the firms using the technology for the first time at time t. The third panel of

Figure 6 shows that districts experiencing a larger contraction in cash saw a larger increase in new adopters

joining the platform as early as on November 2016. Crucially, the relative increase in the number of new

adopters continued even after January 2017, the last month during which cash availability was constrained,

and persisted for the whole of Spring 2017. This persistent increase in new users is consistent with the second

prediction of the model — the persistent effects of the shock on the growth rate of the plaftorm.

50We also show that our exposure measure is not correlated with adoption of technologies prior to the Demonetization.
Specifically, we examine both the level of penetration of our main technology, as well as that of mobile phones, bank accounts,
and fintech loans (Appendix Table H.3).

51We obtain qualitatively identical results if we define active firms on the platform as firms with at least 50 Rs. of transactions
in a month.

52The specification is log
(
yd,t

)
= αt + αd + δt (Exposured) + Γ′

tYd + ϵd,t, and October is the base month.
53As a robustness, we address concerns of path-dependence and show that our main results are robust to the inclusion of a

lagged dependent variable, using both a one-month lag (columns 1-3) and two-months (columns 4-6) lag (Appendix Table H.4).
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Robustness As stated above, we argue that the relationship between exposure to the cash contraction

and adoption of electronic payments is causal. Consistent with this interpretation, we have shown that,

conditional on covariates, more exposed areas do not look different than less exposed regions in pre-shock

levels. Additionally, our effects are not driven by pre-trends across affected districts. As a further robustness

check, we note that our main results are not driven by the response of any particular region in the country:

our effects are stable when excluding any of the Indian states from our analysis (Appendix Figure H.9).

Given these results, one remaining concern to rule out is the presence of a contemporaneous demand

shock that is correlated with our exposure measure but it is unrelated to the cash scarcity. We provide

two tests to rule this out, which Appendix D expands on. First, we show that the same highly affected

districts also experienced a larger decline in consumption during this period. In particular, using the same

empirical model and a panel of almost 100k households in India around the Demonetization, we document

that exposure to the cash contraction is associated with a temporary contraction in total consumption. This

effect is mostly driven by a reduction of non-essential consumption items (e.g. recreational expenses). This

result is interesting on its own, but also helps rule out the possibility that unobserved demand shocks could

explain our results. Indeed, a demand-side explanation of the increase in electronic payments would likely

require that highly exposed districts receive a positive demand shock. Our findings reject this hypothesis and

actually find that — consistent with a supply-side interpretation — highly affected areas saw a reduction in

consumption. Second, Appendix D also presents a full set of placebos that exploit the longer panel dimension

of the consumption data and confirm the quality of our empirical strategy.

Lastly, we also show that — consistent with model predictions — the effects are also non-linear, and

disproportionately stronger in areas with higher shock exposure.54 We test this prediction by estimating

the effect of the shock across five quintiles and report the result in Appendix Table H.5: as expected, we

find that the effect is mostly concentrated in the top two groups, while lower shock groups are statistically

indistinguishable from the bottom quintile (i.e. reference group).55

4.3 State-dependence in adoption

The last key prediction of the model with complementarities is the state-dependence of adoption. The model

suggests that a temporary shock may lead to a permanent shift in adoption, but that this effect will not be

uniform across regions: it will crucially depend on the initial strength of complementarities in each region.

54In fact, the model predicts the presence of district-specific thresholds with respect to shock size (that is, a minimum shock
size below adoption is unresponsive). One implication of this prediction is that we should see the response to be minimal or
null in areas with low exposure (that is, where shock size is below the threshold), while the response should be large in areas
with high exposure.

55We also test for the presence of a threshold using the approach by Hansen (1999), as implemented by Wang (2015).
Consistent with the result discussed above, the model identifies a threshold at a level of the shock of 0.1948, with a 95%
confidence interval between 0.1942 and 0.2079.
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We now use the data on electronic payments to present evidence that is consistent with this prediction.

The objective is not to causally identify a relationship between variables, but rather to generate empirical

regularities that would support the importance of state-dependence. To do so, we will also try to isolate

state-dependence from other economic forces that might have similar observable implications.

In the model, the strength of complementarities in a district is completely captured by the size of the

user base immediately before the shock. As a result, a natural way to test for state-dependence is to check

whether areas with a high initial level of adoption tend to be characterized by higher growth after the shock.

While we find evidence that is consistent with this hypothesis (Appendix Table H.6), we also recognize

that the presence of a standard reflection problem (Manski, 1993; Rysman, 2019) makes it hard to interpret

this solely as evidence of state-dependence. Past adoption decisions by firms in the district may reflect

unobservable heterogeneity across these firms that are unrelated to the strength of complementarities, but

correlated to subsequent adoption decisions.

To overcome these issues, we test whether the increase in adoption differs depending on the distance

between a district and areas in which the usage of the electronic wallets was important prior to November

(hubs).56 The mapping between the strength of complementarities and distance to an electronic payment

hub is intuitive. In the model, local adoption rates entirely determine the strength of complementarities

associated with the technology. In reality, individuals move across districts, and the size of adoption in

neighboring districts will therefore also be important. Being located close to a large hub — where electronic

payment use is relatively common — may significantly increase the benefits of adoption (Comin et al., 2012).

This approach also allows us to address the standard reflection issue. Rather than exploiting variation

in the size of the network to identify the endogenous response due to externalities, this analysis follows the

same logic as used in the empirical literature on “indirect network effects” (Rysman, 2019; Jullien et al.,

2021), and examines the relationship between two economic variables that should be related only under the

assumption that network effects are sufficiently strong. This approach has also the added benefit of allowing

a more transparent way to think about confounding factors.

We implement this test by running a simple difference-in-difference model where we compare the usage of

wallet technologies around the Demonetization period across districts that are differentially close to a digital

wallet hub. Despite the clear advantages presented above, there still are two concerns with this approach.

First, by sorting on distance we might capture variation coming from areas that are located in more extreme

or remote parts of the country. Second, since the electronic hubs are some of the largest and most important

56In particular, we define a district to be an electronic payment hub if there were more than 500 active firms pre-
Demonetization (September 2016). The results are essentially identical if we use a threshold of 1,000 firms to define the
hub districts. The nine hubs are spread evenly across the country. In particular, these districts are: Delhi, Chandigarh and
Jaipur (North), Kolkata (East); Mumbai and Pune (West); Chennai, Bangalore and Rangareddy (South). The distance to the
hub is defined as the minimum of the distance between the district and all the hubs.
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cities in the country, we should expect that being located close to them will have benefits that go beyond

the effect of complementarities.57

Our specification deals with these limitations in three ways. First, we limit the comparison to districts

that are located within the same state, adding state-by-month fixed-effects. In this way, we only exploit

distance variation between areas that are already located in similar parts of the country. Second, we also

control for the distance to the capital of the state, also interacted with time effects. This control allows us to

isolate the effect of the distance to a major electronic payment hub from the effect of being located close to

a large city. Third, as in the previous analyses, we augment the specification with a wide set of district-level

covariates interacted with the time dummies. This implies a specification of the following form:

Xd,s,t = αst + αd + δ
(
Dd × 1{t≥t0}

)
+ γ

(
D̃d,s × 1{t≥t0}

)
+ Γ′

tYd + ϵd,t, (16)

where t indicates time, defined at the monthly level in this analysis, d indexes the district and s identifies

the state of the district. Dd is the district’s distance to the nearest electronic-wallet hub and D̃d,s is the

district’s distance to the capital district of the state. As before, standard errors clustered at district level.58

The main coefficient of interest is δ — which provides the difference in the level of adoption pre- and post-

Demonetization depending on how far the district is from its closest electronic-wallet hubs. We first present

the results and then come back to discuss further the identification of the model.

These results are reported in Table 3. Across all outcomes — the amount of transactions, number of

operating firms and number of new adopters — we find that the districts farther away from major hubs

experienced a lower increase after the Demonetization. The most conservative of the estimates indicates

that a 50kms increase in distance translates into a 19% lower increase in the amount of transactions.59

To be clear, interpreting these results as evidence for state-dependence requires us to assume that distance

affects the change in the use of electronic payments only because of the differences in the size of network effects

for location closer to a hub. A possible violation to this assumption would be if areas closer to electronic hubs

are just more familiar with technology products, and therefore inclined to use electronic payments. While

we recognize that this assumption is fundamentally untestable, several of our results suggest that alternative

interpretations are unlikely to play a significant role here.

First, conditional on the controls, areas that are characterized by different distances from a hub do not

appear different on observable characteristics, in particular when looking at characteristics that should cap-

57A third concern is that distance may simply capturing variation in exposure to the shock, as defined before. However, we
actually find that the two treatment variables are uncorrelated (Appendix Table H.7).

58As we mentioned before, we remove the five major digital wallet hubs. Notice that this exclusion does not affect our results;
the results that includes the hubs are, if anything, stronger.

59Appendix Table H.11 shows similar results when with a dichotomous definition of the treatment. In particular, we consider
several alternatives, going from 400kms down to 200kms. Across all these tests, the results are stable and significant.
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ture ex-ante adoption propensity (Appendix Table H.7). Second, these effects are not driven by differential

trends in adoption between areas that are closer and further from hub cities (Figure 7). This is important

because of several alternative interpretations should have affected adoption trends both before and after.

Third, we find that distance-from-hub does not predict differential adoption of other, related technologies,

which one might have expected under the assumption that distance-from-hub proxies for a preference for

innovation. Specifically, changes in use of fintech loans, bank accounts, and mobile phones are not differen-

tially affected in areas that are closer to a payment hub (Appendix Figure H.10). Fourth, as we discuss in

detail in Appendix E.2, we also find evidence that is consistent with state-dependence examining the pattern

of adoption at firm-level (Munshi, 2004; Goolsbee and Klenow, 2002). More tests of our hypothesis are pre-

sented in Appendix E. Altogether, we argue that this evidence is easy to rationalize if we think that being

located close to a hub generates higher strength of externalities — which became particularly important as

the Demonetization hit —and harder to reconcile with other interpretations. In

4.4 Discussion

Overall, the evidence suggests that the Demonetization caused an adoption wave with features that are

qualitatively consistent with three predictions of the model with externalities: (i) a persistent increase in

the size of user base; (ii) a persistent increase in the adoption rate, that is, the flow of new users into

the platform; and (iii) state-dependence in responses, that is, a positive relation between initial adoption

rates and the initial strength of adoption externalities, broadly defined. In the context of our model, these

predictions are specific to the presence of externalities, so these reduced-form results support the notion that

externalities played a key role in shaping the adoption response following the shock.

Before moving forward, we discuss some additional factors that may influence the interpretation of our

findings. In general, while the contraction of cash was temporary (Section 2), one may be concerned that the

policy changed in a persistent way other aspects of the Indian economy, and that these forces may potentially

play a role in the persistence of adoption. While we discuss specific concerns below, we also want to highlight

that in general this type of issue is unlikely to explain our findings. First, the nature of our analysis — which

exploits granular variation across districts — implies that aggregate shifts in the economy net out from our

empirical models, and therefore should not affect our estimates.60 Second, while other aggregate channels

may be able to account for each of our predictions in isolation, they generally cannot generate all three

jointly.61

60As we discuss in Appendix A.1, an aggregate shock is a relevant confounding factor only if has differential effects across
districts and if these differential sensitivities are correlated with our treatment variable in a systematic way. We follow this
intuition in a few tests discussed later.

61For instance, factors that would persistently affect the relative value of cash vs. electronic payment irrespective of com-
plementarities will generally reinforce the persistence in adoption, but weaken state-dependence.
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Specifically, one concern is that the Demonetization may have persistently changed the way the Indian

population valued cash, for reasons unrelated to the increased value of electronic payments. For example,

the policy may have reduced the incentive to use cash as a store of value for households. As we discuss in

Appendix A.1, several stylized facts appear to contradict this hypothesis. For instance, we follow Engert et al.

(2019) and examine whether the propensity to hold cash was permanently affected by the shock. Data reject

this hypothesis (Appendix Figure H.12): the aggregate amount of cash in circulation relative to measures of

total liquid wealth returned to its long-term average relatively quickly after the shock. By the same token,

ATM debit-card withdrawals go back to their pre-shock level shortly after February 2017 (Appendix Figure

H.2). This evidence confirms that the Indian economy did not shy away from cash, therefore suggesting that

underlying preferences for cash were not durably affected.62 Similarly, an increase in uncertainty (Bloom,

2009) cannot explain the persistence of the response: while overall uncertainty increased around November

2016, the impact was largely temporary and dissipated with the new year.63

Another important dimension to consider is the role of the government. While its initial objective was not

to foster a shift towards electronic payments, the need to mitigate the impact of the policy on households

led the government to introduce policies that may affect the use of electronic payments (Appendix A.2).

However, these interventions are unlikely to change the interpretation of our findings. First, most of they

generally targeted traditional electronic payment technologies, not fintech, and therefore they are — if

anything — likely to bias our findings toward no effect on mobile wallets technology. Second, our analysis

fails to find any specific evidence that these policies affected the adoption of our mobile wallet technologies.

Looking both in aggregate and across districts that were highly affected by the cash shock (Appendix Table

H.9), we find no significant response to policy announcements or implementation. While this evidence does

not aim to represent a comprehensive policy evaluation of the government’s post-demonetization policies, it

does support the idea that these factors are unlikely to drive our empirical results.

Competition is another factor to consider. The policy shock had shaken up the Indian payment industry,

and potentially affected the nature of competition in this space. A few aspects should be considered. First,

within fintech, our partner firm was the largest provider in India, and could be considered the de facto

monopolist for most of the sample period. Second, other traditional electronic payments did not experience

62The increase in electronic payment and the lack of decline in cash in circulation are not facts in conflict. As discussed in
Rogoff (2017), majority of share of cash in circulation is not held for transactions, but rather for store of value. Therefore, an
increase in electronic payment does not necessarily impact the holding of cash in a significant way (Engert et al., 2019).

63In Appendix B.7, we discuss the comparative statics of the model without complementarities (C = 0) with respect to the
volatility of innovations to cash demand, σ. We highlight two findings: first, the comparative statics of the adoption trajectory
with respect to σ do not depend on the initial level of the user base, in constrast with the state-dependence we discussed in
this section; second, with higher uncertainty, the autocovariance of the adoption decision declines, in constrast with the high
persistence of the response to Demonetization which we also documented in this section. We note that these results differ from
the IRF analysis of Section 3, since they only provide comparisons across steady-states. A full treatment of uncertainty shock
would require extending the model to allow for stochastic volatility, which raises questions regarding existence and unicity of
equilibria that are beyond the scope of this paper.

32



any increase in new adopters at the time of the Demonetization (as discussed in Section 2). Last, the nature

of our data also implies that competition between platforms should increase measurement error and therefore

— if anything — this would bias our analyses towards finding no effects. Therefore, altogether we do not

believe that competition between platforms can explain our results.

We also want to stress that marketing efforts and pricing strategies by the platform should not be

important confounding factors. If local marketing spending by the partner company is correlated with our

district-level treatment, then our effects would capture responses to such marketing efforts. However, our

partner company organizes customer acquisition through national campaigns, and there was no program

targeting specific local areas.64 At the same time, pricing strategies to overcome coordination failure do not

play an essential role in our analysis as the fees to join the platform were zero during our sample period.

Finally, in Section 2, we argued that fixed, pecuniary adoption costs are unlikely to matter for the

technology we are studying, because joining the platform does not involve initial fees, and the technological

requirements to use it are very limited (in particular, no point of sale is required). Nevertheless, one

may wonder whether, more generally, fixed costs could produce adoption patterns similar to those that we

documented in this section. In Appendix B.6, we develop a model analog to Section 3, and in which (a)

there are no positive external returns to adoption, but (b) adopting electronic money, when a retailer is only

using cash, requires a lump sum payment of κ > 0.

We then study whether Predictions 1a-3a hold in this alternative model. We show that while the first one

does (the user base increases persistently following a sufficiently large shock), the second and third ones do

not (the growth rate of the user base stops increasing at a finite horizon that depends on the persistence of

the underlying shock, and there is no state-dependence in the response to the shock). An important intuition

that helps contrast fixed costs to positive externalities is that fixed costs generate persistent responses in

levels because of inaction regions, not because of a growing incentive to join the platform. Following a large

shock, firms have a temporary incentive to pay the fixed cost associated with the cash alternative; later on,

they do not re-adjust their technology choice in order to avoid having to pay the sunk adoption cost again

in the future (should another large shock arise), but not because adoption has become more attractive. As

a result, there is no long-run growth in the platform, contrary to the evidence we discussed above.

The key take-away from this discussion is that complementarities in adoption decisions are necessary to

rationalize simultaneously the persistence and the state-dependence in adoption documented in the data.

However, these results leave two related questions open. First, they do not indicate how important com-

plementarities are in the data. That is, these results do not allow us to take a stronger stand about the

64Furthermore, as we explain in Appendix A.3, the firm did not systematically changed their model around the Demoneti-
zation. Therefore, if our district exposure would capture areas with higher intensity of marketing efforts (or higher sensitivity),
we should find some evidence of pre-trend in the analyses, which we excluded before.
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quantitative importance of complementarities in explaining the increase in adoption (i.e. how large C is, in

the language of the model of Section 3). In section 5, we address this question by structurally estimating

the model using the data on electronic wallet adoption and studying the estimated model’s implications for

the transmission of policies.

Second, while our results strongly support the idea that complementarities are key to explain the increase

in adoption, we have been so far silent about the exact sources of complementarities in our context. The

model of Section 3 does not take a clear stand on this; instead, it captures complementarities in reduced

form, by assuming that the returns to adoption increase with the number of other adopters. In the next

sub-section, we empirically examine this issue.

4.5 Mechanisms underlying complementarities

In our context, the presence of complementarities in the decision of retailers to adopt can arise because of

multiple channels. For instance, they may be generated by the presence of the network effects that are typical

of a two-sided market (Katz and Shapiro, 1994; Rysman, 2007), as we illustrate in the two-sided model of

Appendix B.5. Alternatively, learning by retailers about the costs and benefits of an uncertain technology

— either through social interactions or by observing the experiences of peers — could also make adoption

decisions complements (Munshi, 2004; Young, 2009; Bailey et al., 2019). The main empirical regularities we

highlighted above, persistence in adoption after a temporary shock and state-dependence, do not depend on

the specific mechanism generating complementarities, but some more specific policy implications might.

While quantifying exactly the relative strength of these two mechanisms is outside the scope of this paper,

we think that shedding more light on their empirical importance is useful. To examine this issue, we first

study how use of the technology differs depending on the timing of the adoption decision. If learning is the

main source of externalities in adoption, one should expect a more limited long-run response among users

that were well-informed about the technology; for instance, retailers that were already using the technology

before the shock (Fafchamps et al., 2021). The same prediction should not hold, however, if traditional

network effects represent a key determinant of complementarities between retailers. In this case, the cash

crunch should affect usage independently from whether a retailer had prior knowledge of the technology.

Empirically, we examine this issue from two angles. First, we focus on firms that were already using

electronic payments before November 2016 (“pre-adopters”) and had little more to learn about the benefits

the technology. We find that this group experienced a persistent increase in the use of electronic payment.

In aggregate, the firms that were pre-adopters (i.e. users in October 2016) saw a 100% increase in number

of transactions between October 2016 to May 2017. Using our analysis exploiting variation across districts,
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we also find a large persistent effect of the shock in this sub-sample of firms. In Appendix Table H.15, we

conduct our main analysis focusing on pre-adopters. On top of finding that these firms also increased their

use of electronic payments on average after the Demonetization (column 1), the results show that the effects

are large and significant in both the short- and long-run (column 2).65

Second, we follow the same logic as the previous test but now look at a different subset of users in our

data: those that adopted electronic payments in the short run during the Demonetization period. The idea

here is that, if complementarities in adoption are completely determined by learning, long-run usage growth

in this group (that is, growth after cash availability has normalized) should not depend on the extent of

the initial cash decline.66 Instead, if network effects are a primary determinant of externalities, the cash

shock experienced in November should also affect the growth experienced after January 2017, through the

“snowball effect” generated by the increase in users’ activity. The data appears to be more consistent with

this second interpretation. As we show in Appendix Figure H.13, the growth experienced during Spring 2017

(i.e. between March and June 2017) is strongly predicted by the November shock.

This evidence suggests that the presence of externalities in adoption extends further than simply facil-

itating retailers’ learning about the technology, and that the presence of networks effects generated by the

two-sided nature of the payment platform represents an important mechanism in explaining our results. This

interpretation is also consistent with two other findings.

First, we find no differences in the response to the main shock in areas where learning is easier. We

consider two proxies for consumer learning in a region: the degree of language concentration and the extent

to which the population of a district is connected to other people from the same district on Facebook (Bailey

et al., 2018).67 In general, if learning were a first-order mechanism, we should expect to find a stronger

increase in adoption in districts where learning is easier, like districts with more homogeneous languages or

where individuals are more connected with each other through social networks. Examining both aggregate

district-level activity (Appendix Table H.16) and the intensive margin (columns 3-6 of Appendix Table H.15),

we reject this hypothesis.

Second, we confirm the importance of the two-sided nature market in generating externalities using

a survey of Indian adults that have adopted some form of electronic payment in the aftermath of the

Demonetization.68 In the main question of this brief survey, we ask them the main reason explaining their

65In fact, in this specification, we estimate a separate effect for short-run (i.e. November 2016 to January 2017) and long-run
(i.e. February 2017 onwards), and find that the long-run effect is very large, and statistically similar to the short-run effect.

66As we discuss in Appendix F, this result follows from two observations. First, cash availability had normalized by the end
of January 2017. After this date, the shock should only affect the use of electronic payments indirectly, through its impact on
total use of mobile wallets in a local market. Second, the businesses we are considering have already adopted by January 2017,
and therefore they have already learned about the technology by then. This implies that if externalities operate only through
learning, other contextual factors — for example, other firms’ adoption decisions — should not be relevant anymore.

67For the definitions of these measures see Appendix F.
68The survey is discussed in greater detail in Appendix F. The data was collected using Mturk and the final sample was of
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decision to adopt electronic payment after the Demonetization, providing them with three non-mutually

exclusive options to choose from. We find that 75% of respondents claim that an increase in the use of

electronic payments in the other side of the market (e.g. stores for consumers) was an important aspect

in their decision.69 This number is high in absolute terms, but it is also high relative to the number

of individuals that instead identified in the direct effect of cash the main reason for adopting electronic

payments (56%). The role of learning appears relevant, but less important than the other two options: only

44% of respondents claim that the adoption of electronic payment was affected by having learned about

the technology from friends and family. While only suggestive, these results are consistent with our general

narrative: both learning and network effects appear to be relevant to understand the adoption of electronic

payment during the Demonetization, but the former factor seems to play a larger role.70

To conclude, we recognize that separating the different channels that could generate externalities in

adoption is a notoriously challenging task. In this context, while the presence of externalities likely reflects

a combination of different mechanisms, our evidence supports the idea that the network effects induced by

the two-sided nature of the payment market play an important role in explaining our results.71 Instead,

learning from retailers cannot easily rationalize all our findings. While this evidence points to a smaller role

played by learning within our context, it does not imply that learning is completely unimportant and that

it could play a more central role in other contexts (e.g. Fafchamps et al., 2021).

5 Quantifying the role of complementarities

We now combine the model of Section 3, with the data of Section 4, to estimate the quantitative importance

of complementarities in our empirical setting. We then use the estimated model to discuss the potential

effects of counterfactual policies that can be relevant in other contexts, such as the trade-offs that exist

between the size and persistence of interventions targeting adoption, and the homogeneity of their effects.

about 430 adult individuals living in India and having adopted electronic payments during the Demonetization.
69The survey asks whether the respondent is a shopkeeper, and we tailor the exact wording of subsequent questions accord-

ingly. For instance, for consumers, we motivate their adoption of electronic payment as the result of an increase in the use
of electronic payment by the shops they commonly use (“Because the shops where I buy things started accepting non-cash
payments, it was better for me to use this option”). More discussion of the survey instrument is given in Appendix F.

70One concern with our survey is that the sample of individuals recruited on Mturk may not be representative of the Indian
population at large. To partially address this concern, in Appendix F we discuss how our findings on the relative importance of
network effects relative to learning for adoption are consistent with some results in the Demonetization survey ran in 2016-2017
by Financial Inclusion Insights.

71As we clarify in Appendix F, we purposefully did not discuss the presence of learning between consumers as a separate
mechanism explaining our results because in our context, this mechanism would also traditional network effects. In order to
affect retailer adoption (which is the object of our study), learning between consumers requires the presence of a feedback-loop
between the two sides of the market, similar to the standard network effects discussed earlier.
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5.1 Estimation

We use the simulated method of moments to estimate the key parameters of the model. We start by

describing briefly our approach, focusing on the intuition for how specific moments help identify different

model parameters. We then report the results and discuss model fit.

Methodology and identification We calibrate two parameters. First, we set r = − log(0.90)/12, corre-

sponding to a time discount rate of 0.90 per year. Second, we set θ = − log(1−0.90)/(90/30), where θ is the

(inverse of) the persistence of innovations to the money stock.72 Additionally, and without loss of generality,

we normalize the long-run mean of cash-based demand M c = 1.

We estimate the remaining Np = 5 parameters of the model, Θ = (S,C, k, σ,Me). They are, respectively,

the size of the Demonetization shock (S), the strength of complementarities in adoption (C), the Poisson

arrival rate of the technology switching shock (k), the standard deviation of normal innovations to the money

stock (σ), and the profits associated with the electronic payments technology when there is no adoption (Me).

In order to estimate those parameters, we use the following set of regressions, on a balanced panel of districts:

∆t0Xd,t = β + γ1 {t ≥ t0 + 3}+ δXd,t0 + ζ (1 {t ≥ t0 + 3} ×Xd,t0) + ϵd,t,

ˆvart(∆t0Xd,t) = η + κ1 {t ≥ t0 + 3}+ µt,

ˆvard(∆t0Xd,t) = ν + ωd,

(17)

and we additionally estimate the average of the squared residuals ϵ̂2d,t from the first regression in (17), through

ϵ̂2d,t = ξ+ωd,t. In these regressions, d indexes the 512 districts included in our analysis, and t indexes months.

The month t0 is October, 2016 (the last month observed prior to the Demonetization shock), and ∆t0Xd,t

is the cumulative change in adoption rates: ∆t0Xd,t = Xd,t − Xd,t0 . We use the 8 months running from

November, 2016 to June, 2017.73 We compute the participation rate in each district, Xd,t, as the ratio of

the number of monthly users active on the platform during month t, divided by the number of retailers

with less than four employees, which we obtain from the 2013 Economic Census.74 Finally, ˆvart(.) denotes

cross-sectional variances, while ˆvard(.) denotes within-district variances.

In order to estimate our 5 data parameters, we use Nm = 8 data moments from the regressions above:

Ξ̂ = (β̂, γ̂, δ̂, ζ̂, ξ̂, η̂, κ̂, ν̂). Appendix G.1 reports the details of the estimation procedure. We use the boot-

strap, clustering by district, in order to construct the variance-covariance matrix of data moments. Appendix

72This choice ensures it takes on average 90 days for the aggregate shock to be 90% dissipated. The choice of 90 days is
approximately equal to the time which elapsed between the announcement of the cash swap (November 8th, 2016) and the date
at which the government lifted most remaining restrictions on cash withdrawals (January 30th, 2017).

73We subtract the initial adoption rate in order to eliminate district-specific fixed effects, but results either in levels or adding
explicit fixed effects in the estimation of (17), are similar.

74Additionally, we re-normalize the Census retail counts so that the five districts with highest adopter share reach full
adoption. Appendix G discusses this normalization in more detail, and shows that it does not materially affect our results.
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G.2 discusses in more detail the intuition for why the chosen data moments help identify the five estimated

parameters. In particular, consistent with the reduced-form approach of Section 4.2, the strength of exter-

nalities, C, is primiarly identified by the difference between the short and medium-run response of adoption

to the shock, γ̂.

Results Table 4 reports estimates of the five structural parameters. The point estimate for the size of

the shock, S, is 21.5% (with a 90% coverage interval of [13.2%, 29.7%]). The parameter S expresses the

decline in profits associated with cash-based transactions, relative to their long-run mean. There are two

numbers with which this estimate could be compared. First, recall that the cash denominations which were

voided by the shock represented 86.4% of the total currency in circulation. The shock size we estimate is

much smaller than this, but not all of the voided currency was actively used in transactions prior to shock

(though it is difficult to measure exactly what fraction was). Second, Chodorow-Reich et al. (2019) estimates

that the general equilibrium decline output to the shock was approximately 3%. Aside from being a general

equilibrium estimate, this figure expresses the response of value added (not profits), includes the potential

effects of substitution into electronic payments technologies, and encompasses all sectors of the economy.

For these reasons, it is likely a lower bound on the size of the shock. Our point estimate however has a

reasonable magnitude compared to theirs: for instance, assuming a labor share of 70% in retail, and no

adjustment of labor or hours in the short-run, the implied decline in profit rates in retail using the 3% figure

is 1/0.3× 3% = 9%, or a little less than half of our point estimate.

The magnitudes of the point estimates for the level and the slope of the switching frontier are difficult

to interpret explicitly, but it is worth making two points about them. First, the point estimate of C is

0.062, with a 90% coverage interval of [0.047, 0.076]. Our findings therefore reject the null of no adoption

complementarities. Second, the point estimates imply that relative to cash, profits under the electronic

technology are on average 2.6% lower if there are no other adopters, and 3.6% higher if there is full adoption.

Together with other parameters, these differences imply that the equilibrium switching frontier is such that

cash-based demand Mt must fall by 14.2% in a district with Xt = 0 adoption, or a little over three standard

deviations, in order for adoption to start. The estimated size of the shock substantially exceeds this threshold.

Finally, the point estimate of the rate of technology resetting implies that, on average, firms receive the

option to adjust their technological choice every 6.0 months, with the 90% coverage interval of the arrival

rate corresponding to frequencies between 4.1 and 10.2 months. The estimate of k is fairly imprecise, but

it implies that arrival rates higher than 3 months can be rejected at the 1% level. As discussed earlier, this

relatively slow technological adjustment rate may reflect learning or cognitive costs associated with the use

of the technology.
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Table 5 reports measures of goodness of fit. The first column reports the empirical value of the moments

used in the estimation. The second column provides average values, standard deviations, and one-sided p-

values obtained from SCI = 2000 simulations of the model with structural parameters set to their estimated

values, i.e. Θ = Θ̂. We can reject equality of the empirical and simulated moments at the 1% for two of

the eight moments, and overall, the over-identification test cannot reject the null that the model is correctly

specified at the 1% level. The moment with the worse fit is the medium-run variance in adoption, which the

model tends to under-estimate, relative to the data.

5.2 Counterfactuals

Next, we use the estimated model to construct the quantitative answer to three questions about the effects

of the shock, and the role played by complementarities in the adoption process.

How would adoption have responded, in the absence of complementarities? Figure 8 reports

empirical and model-based paths of average adoption across districts, in the aftermath of the shock. At

the point estimates reported in Table 4, adoption rises by approximately 4p.p. by the end of December,

and 6.5p.p. by the end of May, in line with the empirical estimates. This result is not surprising, since

these moments were explicitly targeted. The figure also reports a counterfactual path of adoption rates,

under the assumption that there are no complementarities, that is, when C = 0. With respect to the data,

and to our baseline estimate, the adoption path is similar during the first three months, when the cash

crunch is still ongoing. After that, it diverges from the data and from the model with complementarities,

declining in the medium-run. The gap is fairly substantial: the predicted increase in adoption rates without

complementarities would have been 3p.p. (or approximately 45%) lower than observed. Thus, the model

attributes a important share of the response of adoption rates to complementarities.

Appendix Figure H.17 repeats the same exercise, under alternative assumptions about the degree of

shock persistence. While cash availability had returned to normal by February 2017, it is possible that the

public’s perception of the benefits of cash changed more durably (even though the evidence presented in

Section 4.4 and Appendix A.1 suggests this is unlikely to have been the case). The results of Appendix

Figure H.17 shed light on the extent to which such a change would affect our estimates of the contribution

of complementarities to the adoption response. A higher shock persistence (on the horizontal axis) proxies

for a more durable change in the perceived benefits of cash.75 We allow persistence to vary between our

baseline value of 90 days (which, as argued in Section 2, is in line with the persistence of the actual cash

75In the baseline model of Section 3, the flow benefits from cash for retailers are equal to Mt. In the two-sided model
of Appendix B.5, the flow utility to consumers is proportional to Mt. In either case, more persistent innovations to Mt are
isomorphic to more persistent shifts in the flow benefits associated with cash, as perceived by either retailers or households.
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shortage) and 240 days (the horizon of our sample).76 The red line reports results when C is fixed to the

value reported in Table 4, while the blue line re-estimates C for each degree of persistence. Naturally,

with a higher degree of persistence, the strength of complementarities required to account for the long-run

response of adoption declines. Nevertheless, even for a shock persistence that is three times larger than our

baseline, complementarities still account for approximately 25% the adoption response 8 month out. The

intuition for this finding is that the model requires positive externalities in order to account for the data

even when fundamental shocks are persistent, because without positive externalities, the model does not

generate any state-dependence in the adoption response. Thus, even under the alternative assumption of a

more persistent shift in perceived flows benefits of cash, complementarities continue to play a positive and

economically non-trivial role.

What if the cash swap had been completed more quickly? Figure 8 also reports counterfactual

adoption paths which speak to the role of the size and persistence of the shock. We first construct adoption

paths under the assumption that a 90% decay rate of the shock is one month, instead of three months;

this captures an alternative world in which the cash swap would have been executed as rapidly as initially

intended. Under this scenario, adoption would only have risen by approximately 1p.p., and the increase in

the dispersion of adoption would have been negligible. Figure 8 also indicates that, if the shock had been

smaller in magnitude — which could capture a situation in which only one denomination would have been

replaced, for instance — the long-run response would have been smaller. With a shock half as large, the

average adoption rate only rises by approximately 4.5p.p., versus 6.5p.p. in the baseline case. The model

thus suggests that the persistence and size of the cash crunch might have had substantial, though unintended,

positive effects on adoption overall.

What sort of intervention maximizes long-run adoption? We next use the model to ask whether

a hypothetical policymaker could have achieved higher long-run changes in adoption rates by implementing

the cash swap differently.77 In order to answer this question, we first define the cost of the cash swap as the

present value of the decline in cash after the shock:

C(S, θ) = E0

[∫ +∞

0

e−rt(M c −Mt)dt

]
=

SM c

r + θ
, (18)

76Recall that we normalize shock persistence so that it is expressed as the number of days expected for the shock to mean-
revert to within 10% of its long-run value.

77We focus on how to implement the cash swap because this is one of the salient policy questions in the context of the Indian
Demonetization. However, one should not interpret our analysis as saying that policies such as Demonetization are optimal,
either in any general welfare sense, or more specifically for encouraging adoption. The problem we analyze narrowly describes a
policymaker selecting the size and length of a subsidy program targeting a technology with externalities, in order to maximize
some objective, which need not be welfare-relevant.
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where we used t0 = 0 to streamline notation. We next consider the following maximization problem for the

hypothetical policymaker:

argmax
S,θ

E0 [∆Xd,T ]−
g

2
var [∆Xd,T ] s.t. C(S, θ) ≤ C(Ŝ, θ0) (19)

where Ŝ is the estimated value of the shock, which is reported in Table 4, θ0 = − log(1 − 0.90)/(90/30) is

the persistence of the shock used in the estimation of the model, g is a positive number, and ∆Xd,T is the

growth of the user base in district d from t = 0 to T = 8 months.78

This is the problem facing the hypothetical policymaker who chooses the size and persistence of the shock

to cash-based demand, aims to maximize average adoption at horizon T = 3 years, and possibly exhibits some

aversion to dispersion in adoption rates (when g > 0). The aversion to dispersion could capture a preference

of policymakers toward broad-based adoption. Furthermore, we assume this policymaker is constrained in

the total cost of the intervention, and we use the empirically estimated cost of the Demonetization shock as

the maximum cost the policymaker can incur.

Table 6 reports the numerical solution to problem (19), under different values of g. Additionally, the first

column reports the model estimates of the size and persistence of shocks, and the implied long-run first and

second moments of the change in adoption rates.

Results for the first column, g = 0, show that the “constrained optimal” plan, for a policymaker that

does not care about long-run dispersion in adoption rates across districts, involves choosing a shock that is

more persistent but smaller than what we estimated. Thus, the model indicates that, given the total cost

of the intervention implied by the model estimates, a policymaker seeking to maximize long-run adoption

could have done better than the observed outcome, by making the shock both more persistent and smaller.

The difference with respect to the estimated shock is sizable: the shock half-life is approximately one and

a half month, instead of approximately one month in the baseline case, and the shock would have been

approximately one-third smaller in size.

Because the “constrained optimal” shock is smaller, it also leads to more dispersion in adoption rates in

the long run. The intuition for this is that, with a smaller shock, a higher initial adoption rate is required

for the district to enter the adoption region. The initial differences between districts are then exacerbated.

As a result, long-run dispersion in the “constrained optimal” plan when g = 0 is higher than in the model

estimates, as indicated in Table 6.

However, as aversion to dispersion increases (that is, as g increases), the “constrained optimal plan”

progressively involves smaller and more persistent shocks. The intuition for this result is that a more

78We compute this objective using a simulated panel of districts of the same size as for our estimation.
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persistent shock tends to reduce long-run dispersion in outcomes, because it reduces the degree of state-

dependence of adoption rates. The phase diagram in Figure 2C can be used to understand this. In that

diagram, a more persistent shock implies that the economy moves up more slowly; in other words, the

adoption trajectory illustrated in Figure 2C shifts down at all dates t > 0 as shock persistence increases.

This implies that, for a given initial user base and shock size, the economy is more likely to stay in the adoption

region as the shock becomes more persistent. In other words, persistence weakens state-dependence.79

A policymaker who cares about dispersion therefore has a motive to further increase the persistence of

the intervention. Compared to g = 0, the “constrained optimal” plan with an aversion to dispersion of

g = 0.6 is associated with a shock that is smaller (by about 1-10.7/14.2=25%) but more persistent (by about

1-10.7/14.2=26%). Thus, while the size and persistence of the shock had positive effects on long-run adoption

— as discussed above —, the model also suggests that if the objective of the policy had been to increase

long-run adoption while minimizing the dispersion in outcomes across districts, a more persistent but smaller

intervention would have been preferable. That said, long-run adoption gains under these alternative policies

are relatively mild, in the order of 25% to 35% of the long-run adoption increase implied by our baseline

estimates.

The analysis of this section has shown that the simple model of Section 3 can account well for key moments

of the data. Counterfactuals suggest that complementarities account for 45% of the medium-run response of

adoption, and that a smaller, but more persistent intervention may have led to a larger increase in long-run

adoption rates, along with a lower long-run dispersion in adoption across districts.

6 Conclusion

An increasing number of new technologies feature network externalities. When this is the case, the technol-

ogy’s ability to grow and scale is subject to coordination frictions. Are these frictions empirically relevant?

Furthermore, can policy interventions help address them? We used the Indian Demonetization of 2016, and

its subsequent effect on the adoption of electronic wallets, as a laboratory to study these questions.

We started by showing that the Demonetization led to a large and persistent increase in the overall use

of this technology, even though the Demonetization shock itself was temporary. We argued that this large

and persistent increase is consistent with a dynamic technology adoption model with externalities, and we

derived some additional testable predictions unique to externalities. In particular, we showed that in this

79Note that this is consistent with theoretical discussion of Section 3.2.1. In particular, Figure 3 (which corresponds to the
case of short-lived shocks, θ > k) shows that the boundaries of the regions for which the shock has permanent effects depends on
the initial user base (X0). On the other hand, Appendix Figure H.16 (which corresponds to the case of more persistent shocks,
θ < k), shows that the boundaries of these regions are independent of X0, and only depend on the strength of complementarities.
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model, a temporary shock can cause a persistent increase in the adoption rate of the platform (as opposed

to only its size), and that the response of adoption rates depends positively on initial adoption levels.

Using micro data on electronic payments, we then showed that these additional testable predictions

are supported by the data. At the the district level, we proposed a novel identification strategy based on

heterogeneity in the presence of chest banks to estimate the causal impact of the cash crunch. We showed that

the cash crunch caused a persistent increase in the adoption rate of electronic wallets by firms. Additionally,

the adoption responses are characterized by positive state-dependence, both at the district and the firm

level. Finally, we provided a structural estimation of our dynamic model. This estimation suggests that

about 45% of the total adoption response is due to complementarities.

Our analysis also highlighted some of the challenges faced by policymakers in environments with com-

plementarities. In those environments, large but temporary interventions can have permanent effects on

adoption because they effectively act as coordinating devices that help firms overcome coordination fric-

tions. However, because of state-dependence, an intervention that is too brief can also exacerbate inequality

in adoption rates. Policymakers may therefore face a trade-off between the length the intervention and

how much it will exacerbate initial difference in adoption rates. These results have implications beyond our

setting, as externalities are an increasingly common feature of technologies in the new economy.80

Before concluding, an important point to highlight is that this paper does not aim to evaluate the net

welfare effect of the Demonetization. First, an assessment of the welfare impact of the increase in adoption

would require a model that incorporates also the asymmetric impact of price between retailers and consumers,

and also accounts for the interaction between different forms of payments (e.g. Bedre-Defolie and Calvano

(2013); Edelman and Wright (2015); Koulayev et al. (2016); Huynh et al. (2020)). Second, consistent with

Chodorow-Reich et al. (2019), our analysis of consumption data has suggested that this policy had significant

economic cost for the population. As a result, any potential benefit in terms of electronic payment adoption

— as well as other aspects that were affected by the policy — needs to be carefully weighted against these

costs.

Our work suggests two avenues for future research. First, we highlighted some general testable predictions

of dynamic adoption models with externalities, that could be tested in contexts other than the adoption of

payment technologies. Second, future work should study strategic changes in firms’ behavior in response to

the adoption of electronic payments, in particular regarding pricing and competition.

80On top of the network-based fintech sector already discussed, complementarities in adoption can be also generated by the
type of social data acquisition that is typical of many online services (Bergemann et al., 2020).
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Figures and tables

Figure 1: Growth in Transactions for the Mobile Payment Platform
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NOTE.— Weekly growth rate in the number of transactions (left panel) and the total value of transactions (right
panel) conducted through the electronic wallet platform. The dashed red line indicates the week of November 8th,
2016. More details on the data are provided in Appendix A.3.
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Figure 2: Adoption dynamics in the model of Section 3.
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NOTE.— The left column reports the phase diagram of the model, while the right column reports the ergodic
distribution of the user share. The top line reports results for the model when C = 0, while the bottom line reports
results for the model when C > 0. In the phase diagrams, the solid lines represent the adoption thresholds Φ

(0)
t and

Φt(Xt) described in Result 2, and the dashed grey lines indicate the long-run level of cash demand, Mc. The green
regions correspond to the states of the economy where firms adopt electronic money at rate k (dXt = (1−Xt)kdt),
while the yellow regions correspond to the state of the economy where firms adopt cash at rate k (dXt = −Xtkdt), as
described in Result 2. The solid arrows illustrate the perfect foresight response trajectories of the economy following
a large drop in cash demand, from M0− = Mc (the hollow marker on both phase diagrams) to M0 = (1 − S)Mc

(the solid marker on both diagrams). In the perfect foresight response, innovations to cash demand for t > 0 are
assumed to be exactly zero. The size of the shock is chosen so that, in the case where C > 0, the economy does not
hit the adoption threshold at any t > 0. In both cases, the calibration used is: r = − log(0.70)/12 (the calibration
is monthly); k = 0.200; Mc = 1; Me = 0.970; θ = −30 log(1 − 0.90)/120; σ = 0.06; T = 1200. Additionally, in the
bottom line, we use C = 0.060. The definition and computation of the ergodic distribution of the user share are
described in Appendix C.

53



Figure 3: Summary of perfect foresight response to a large shock.
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t̂(X0) < +1
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NOTE.— The shock size S is assumed to satisfy S > M−1
c (1 + k/(r + k))(Mc − Me). The region highlighted in

red corresponds to values of (X0, C) such that adoption stops at a finite time in the perfect foresight response to
a shock of size S. The blue area corresponds to values of (X0, C) such that adoption continues at all dates t ≥ 0.
In the gray are, the bounds on the equilibrium adoption threshold are not sufficiently tight to determine whether
adoption stops at a finite horizon or whether the shock leads to adoption at all future dates. The parameter values
used to construct the graph are: r = − log(0.70)/12 (the calibration is monthly); k = 0.200; Mc = 1; Me = 0.970;
θ = −30 log(1 − 0.90)/80; σ = 0.06; T = 1200. In this calibration, θ > k (the shock is mean-reverting quickly).
Appendix Figure H.16 summarize the perfect foresight response when θ ≤ k. See Appendix B.2 for derivations of
t̂(X0) and the boundaries C(X0) and C(X0).
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Figure 4: Predictions 1b, 2b and 3b.
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NOTE.— Panels A and B report the IRF of Xt as a function of C. Panels C and D report the IRF of at as a function
of C. Panels E and F report the IRF of at as a function of X0, the initial size of the user base. In panels B, D, and
F, we use a horizon of t = 12 months. Across all panels, the calibration used is r = − log(0.70)/12 (the calibration is
monthly); k = 0.200; Mc = 1; Me = 0.970; θ = −30 log(1− 0.90)/80; σ = 0.06; T = 1200. In panels A, C, and E, the
positive value of C used is C = 0.06. The procedure for the numerical computation of impulse response functions is
described in Appendix C.
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Figure 5: Relation between Exposure and 2016 Q4 deposit growth
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NOTE.— The figure shows the relation between our measure of Exposured (as described in Section 4) and the
change in bank deposits in the district between September 30, 2016 and December 31, 2016 i.e. during the quarter
of demonetization. Source: Reserve Bank of India.
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Figure 6: District adoption dynamics in electronic payments data based on exposure to shock
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NOTE.— The figure plots the dynamic treatment effects of the Demonetization shock on technology adoption of
electronic payment systems. The graphs report the coefficients δt from specification 15; the top panel reports the
effects for the total amount of transactions, the middle panel reports the effects for the total number of active firms
on the platform, and the bottom panel reports the effect for the total number of new firms on the platform. The
x-axis represents the month, where October 2016 is normalized to be zero. 95% confidence intervals are represented
with the vertical lines; standard errors are clustered at the district level.
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Figure 7: District adoption dynamics in electronic payments data based on distance to electronic hub
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NOTE.— The figure plots the dynamic effects of adoption across districts based on a district’s initial adoption
rates as proxied by the distance of that district to the closest district with more than 500 active firms before the
Demonetization. The specification we estimate δt in the dynamic version of equation 16. The top panel reports the
effects for the total amount of transactions, the middle panel looks at the total number of firms, while the bottom
panel reports the effects for the total number of new firms transacting on the platform. The x-axis represents month,
where October 2016 is normalized to be zero. 95% confidence intervals are represented with the vertical lines; standard
errors are clustered at the district level.
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Figure 8: Counterfactual paths of average adoption rates across districts.

NOTE.— The black solid line reports the empirical change in average adoption rates across districts. The other lines
report average changes in adoption rates constructed using S = 100 simulations from the model, each of a dataset
of the same size as the actual data. The dashed blue line is the change in adoption rate obtained from the model
evaluated at the point estimates reported in table 4. The solid crossed red line is the average change in adoption rate
in the absence of complementarities, assuming that the switching frontier (which is flat without externalities) has the
same level as the switching frontier with externalities when adoption is 0. The solid diamond red line is the change
in adoption rate when θ = 1.7, corresponding to a 40% decay time of 30 days. The dotted red line is the change in
adoption rate when the shock has half the initial size as estimated in table 4.
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Table 1: Exposure and district characteristics (Balance Test)

mean univariate OLS baseline controls

coeff. R2 coeff. R2

Log(Pre Deposits) 11.053 -1.380*** 0.061
(0.046) (0.268)

% villages with ATM 0.031 0.087*** 0.055
(0.003) (0.019)

# Bank Branches per 1000’s 0.046 0.001 0.000 0.016 0.252
(0.002) (0.012) (0.012)

# Agri Credit Societies per 1000’s 0.043 -0.015 0.001 0.029 0.078
(0.004) (0.027) (0.021)

% villages with banks 0.081 0.135*** 0.038 0.021 0.698
(0.006) (0.034) (0.023)

Log(Population) 14.393 -0.624*** 0.028 0.100 0.472
(0.031) (0.179) (0.177)

Literacy rate 0.620 -0.027 0.003 0.009 0.238
(0.004) (0.024) (0.023)

Sex Ratio 0.948 0.001 0.000 -0.025 0.082
(0.002) (0.015) (0.016)

Growth Rate 0.196 -0.253* 0.023 -0.264 0.027
(0.014) (0.133) (0.172)

Working Pop./Total Pop. 0.409 0.024 0.004 0.006 0.061
(0.003) (0.016) (0.017)

Distance to State Capital (kms.) 0.216 0.035 0.002 0.026 0.009
(0.006) (0.031) (0.032)

Rural Pop./Total Pop. 0.758 0.160*** 0.033 0.007 0.528
(0.007) (0.044) (0.029)

NOTE.— The table tests for differences in observable district-characteristics and Exposured. Column 1 reports the
mean of the district-characteristics. The treatment variables is our measure of Exposured as described in Section 4.
Columns (2) & (3) report the coefficient of the univariate OLS regression of each variable on the treatment variable.
Columns (4) & (5) report the coefficients after controlling for the pre-demonetization bank deposits in the districts
(in logs) and share of villages with an ATM. Robust standard errors are reported in parentheses. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.

60



Table 2: Exposure and adoption of digital wallet

log(amount) log(# users) log(# switchers)
(1) (2) (3)

Exposure × 1 (t ≥ t0) 3.134*** 1.078** 0.720**
[0.884] [0.424] [0.315]

Observations 6,846 6,846 6,846
R-squared 0.849 0.868 0.818
District fixed effects ✓ ✓ ✓
Month fixed effects ✓ ✓ ✓
District Controls × Month fixed effects ✓ ✓ ✓

NOTE.— This table reports the difference-in-differences estimates of the effect of the shock on the adoption of digital
wallet. The estimated specification is equation (15). Across the three columns, we focus on different measures of
activity in the platform. Specifically, we examine: in Column (1) the total amount (in Rs.) of transactions carried
out using digital wallet in district d during month t; in Column (2) the total number of active retailers using a digital
wallet in district d during month t; in Column (3) the total number of new retailers joining the digital wallet in
district d during month t. District controls include (log) pre-shock banking deposits, share of villages with ATM
facilities, share of villages with banking facility, share of rural population and level of population in the district.
Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.

Table 3: District adoption rate of digital wallet based on distance to the hubs

log(amount) log(# users) log(# switchers)

(1) (2) (3) (4) (5) (6)

Distance to hub × 1 (t ≥ t0) -5.098*** -3.958*** -2.229*** -1.713*** -1.613*** -1.100***
[0.936] [1.190] [0.470] [0.501] [0.361] [0.387]

Observations 6,846 6,846 6,846 6,846 6,846 6,846
R-squared 0.852 0.886 0.871 0.912 0.821 0.871
District fixed effects ✓ ✓ ✓ ✓ ✓ ✓
Month fixed effects ✓ ✓ ✓ ✓ ✓ ✓
District Controls × Month fixed effects ✓ ✓ ✓ ✓ ✓ ✓
State × Month fixed effects ✓ ✓ ✓

NOTE.— This table reports the difference-in-differences estimate of the effect of initial conditions, using the distance
to the nearest hub (defined as districts with more than 500 retailers in September 2016) as a proxy for the initial share
of adopters. The specification estimated is equation 16. Across the six columns, we focus on different measures of
activity in the platform. Specifically, we examine: in Columns (1) and (2), the total amount (in Rs.) of transactions
carried out using a digital wallet in district d during month t; in Columns (3) and (4), the total number of active
retailers using a digital wallet in district d during month t; in Columns (5)-(6), the total number of new retailers joining
the digital wallet in district d during month t. District-level controls include (log) pre-shock banking deposits, share
of villages with ATM facilities, share of villages with banking facility, share of rural population, level of population
and distance to state capital. Standard errors clustered at district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.
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Table 4: Point estimates and standard deviations for Θ̂

Parameter Estimate Standard error

S Size of aggregate shock 0.215 (0.042)

C Adoption complementarities 0.062 (0.009)

k Speed of technology adjustment 0.166 (0.035)

σ Volatility of idiosyncratic innovations 0.042 (0.018)

Me Returns to electronic payments when Xd,t = 0 0.974 (0.001)

NOTE.— The parameters are estimated on a balanced panel with 512 districts and 8 months. The estimation
procedure uses the simulated method of moments and is described in section 5. Standard errors are reported in
parenthesis; they are computed using the bootstrap described in Appendix G.

Table 5: Model fit for the SMM estimation

Moment Emp. value Sim. value Std. error p-value

β̂ Short-run average effect 0.030 0.027 0.003 0.19

γ̂ Med.-run average effect 0.038 0.029 0.004 0.02

δ̂ Short-run effect of Xd,0 0.081 0.081 0.011 0.47

ζ̂ Med.-run effect of Xd,0 0.027 0.027 0.007 0.26

ξ̂ Mean squared residuals 0.083 0.091 0.006 0.11

η̂ Short-run btw.-district variance 0.098 0.096 0.010 0.06

κ̂ Med.-run btw.-district variance 0.102 0.084 0.006 0.01

ξ̂ Wtn.-district variance 0.045 0.060 0.005 0.01

OID stat. Degrees of freedom p-value

3.389 3 0.335

NOTE.— The second column shows the empirical values of the moments used in the estimation of the model, and
described in section 5. The simulated values are computed using the point estimates reported in table 4. We simulate
2000 panels consisting of 512 districts each, and sample data from each panel at the monthly frequency. We then use
each panel to compute the moments described in equation (17) and used in the estimation of the model. The standard
error reported is the simulated sample standard error. The p-values reported for each moment are one-sided: they are
the fraction of observations for which the simulated moment is at least as far from the average simulated moment as
the empirical moment is. In the estimation procedure, we use the square root of all second order moments; the table
above reports these standard errors and not the variance. More details on the estimation procedure are reported in
Appendix G.
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Table 6: Alternative interventions

Baseline Alternative interventions

g = 0 g = 0.2 g = 0.4 g = 0.6

Shock size (p.p.) 21.5 14.2 13.1 11.5 10.7

Shock half-life (months) 0.9 1.4 1.5 1.8 1.9

Et0 [∆t0Xd,t0+T ] (p.p.) 6.4 8.8 8.8 8.2 7.8

sdt0 [∆t0Xd,t0+T ] (p.p.) 28.6 23.6 21.9 20.5 19.9

NOTE.— The column marked “Baseline” report the estimated shock size, the shock half-life, and the mean and
standard deviation of long-run changes in average adoption rates; we use T = 3 years and s = 100 simulations to
compute these moments. The other columns report these moments under alternative scenarios. For each value of
g — the aversion to dispersion in the planner’s objective function — we compute the value of the shock size and
persistence which maximizes the objective described in equation (19).
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A Institutional background

This section is organized in three parts. First, we describe the 2016 Demonetization in more detail, high-

lighting the features of this event that are the most relevant for our analysis. Second, we discuss the role of

the government in the post-shock period. Third, we present a detailed discussion of the technology we are

focusing on: mobile wallet electronic payment.

A.1 The economic impact of the Demonetization

The event The announcement of the Demonetization on November 8, 2016 voided about 86.4% of the

total value of currency in circulation automatically. Even though the Indian population had until the end of

the year to deposit the old notes in the banking sector, the voided bills could not be used immediately after

the announcement. At the same time, the new notes were not available right away, as the central bank had

not even finished printing all the necessary bills in November. Combining these two things together, India

found itself with a shortage of currency in cash overnight.

Evidence of the scarcity of cash is abundant during this period. One manifestation is the disruption

that characterized banks’ operation during this period. In a survey of 214 households in 28 slums in the

city of Mumbai, 88% of households reported waiting for more than 1 hour for ATM or bank services be-

tween 11/09/2016 and 11/18/2016. In the same survey, 25% of households reported waiting for more than

4 hours (Krishnan and Siegel, 2017). Another randomized survey conducted over nine districts in India by

a mainstream newspaper, Economic Times, showed that the number of visits to either a bank or an ATM

increased from an average of 5.8 in the month before Demonetization to 14.4 in the month after Demoneti-

zation.81 This evidence confirms the presence of a large unmet demand for cash during the aftermath of the

Demonetization.

For consumers, the generalized scarcity of cash was made worse by the constraints on cash withdrawal

that were put in place by the government. In its initial press release, the RBI indicated that over the

counter cash exchanges could not exceed Rs.4,000 per person per day, while withdrawals from accounts were

capped at Rs.20,000 per week, and ATM withdrawals were capped at Rs.4,000 per card per day, for the days

following the announcement. However, a wide set of exceptions were granted, including for fuel pumps, toll

payments, government hospitals, and wedding expenditures.82 Banerjee et al. (2018) discuss the uncertainty

surrounding the withdrawal limits and exceptions, and argue that this uncertainty may have exacerbated

the overall confusion during this transition period.

In sum, there are two features of the shock that are worth highlighting. First, the policy led to a large

and extremely significant reduction in the availability of cash, which generated a constraint on households’

ability to conduct transaction using cash. This claim is consistent with the evidence on the economic costs

of the Demonetization. For instance, our own analyses highlight how households in areas more affected by

the shock experienced a temporary reduction in consumption (Appendix D), consistent with the results of

Chodorow-Reich et al. (2019). Second, the shock did not change the total wealth of households, but only

the ability to utilize cash. In fact, the public could still deposit the notes, and access them using non-cash

81economictimes.indiatimes.com/news/politics-and-nation/how-delhi-lost-a-working-day-to-demonetisation/art

icleshow/56041967.cms
82A particular role in limiting the impact of the shock was played by individuals acting as ”cash recyclers”, essentially being

paid to convert large amount of old notes into new ones. As our own evidence on consumption (Appendix D) suggests, as
well as the evidence in Chodorow-Reich et al. (2019), their role does not appear to have been sufficient in shielding the Indian
economy from the adverse effects of the shock.
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payment options (e.g. electronic money). Indeed, we now know that almost all the old notes (99.3%) were

indeed re-deposited by the deadline.

The duration of the shock Despite its magnitude, the cash crunch was a temporary phenomenon.

This is to say that the period during which cash availability was a substantial constraint to conducting

cash transactions was relatively short-lived. Several pieces of evidence suggest that the cash availability

significantly improved in January and essentially normalized in February.

First, official statements from the post-Demonetization period indicate that the scarcity of cash was

not an issue anymore by the end of January.83 This is consistent with the aggregate behavior of cash in

circulation, which grew significantly again in January 2017, suggesting that the public was able to withdraw

cash from banks (Appendix Figure H.1). Furthermore, this is also consistent with the behavior of the

government, which lifted most of the remaining official limitations on cash withdrawals by January 30th,

2017. In particular, it removed any ATM withdrawal limit from bank accounts. Limits had been progressively

relaxed after the initial announcement, as banks started receiving the new bills. After January, the only

limitation left was on withdrawal from savings accounts. Even these withdrawal limits were relatively high

— Rs.50,000 per week in February 2017 —, and not necessarily binding, as households could move money

to deposit accounts for withdrawals. By mid-March 2017, all limits on withdrawals from any accounts had

been removed.

Second, the view that constraints on cash availability were short-lived is also consistent with the aggregate

data on the use of cash in India. To start, it is important to point out that the level of cash in circulation

is not necessarily informative about constraint in the use of cash for transactions. The reason is that

only a small fraction of cash in circulation is used for transactions. This idea is extensively discussed in

Rogoff (2017). While an exact quantification is difficult, Rogoff (2017) argues that less than 10% of cash in

circulation in the US is actually held for transactions (Chapter 4). Furthermore, he finds evidence consistent

with this qualitative pattern for several developing and developed countries, pointing out that this feature is

not unique of the US. Other work provides evidence that is consistent with this point: for instance, Engert

et al. (2019) studies how aggregate cash in circulation in Canada and Sweden changes over time and finds

that the aggregate demand for cash does not significantly appear to be explained by the need for cash in

transactions.

Withing this context, ATM withdrawals may provide a better and more direct measure of the ability to

obtain new currency as needed. As a result, we examine trends in ATM withdrawal using debit card, plotted

monthly in Appendix Figure H.2. We find that the total amount of cash withdrawn at ATM by debit cards

returned to pre-shock (i.e. October 2016) levels around February-March 2017. This evidence supports the

idea that cash was readily available for withdrawal starting in February 2017. Notice here that it is difficult

to define ex-ante a clear benchmark of what we should expect in terms of timing. On the one hand, the fact

that the shock increases the use of electronic payments (as we show in the paper) implies that withdrawals

should not go back to the pre-shock level. On the other hand, if a lot of the cash held is actually not used

for transactions, but as a store of value (Rogoff, 2017), then households may ramp up withdrawals more

83Several examples can be provided from the news. For instance, on January 20th it was reported that “Reserve Bank of
India Governor Urjit Patel on Friday told the Public Accounts Committee (PAC) of Parliament that cash flow in the country
will normalise soon.” and “According to sources, Patel, who was answering queries on demonetisation and its impact, told
the committee that the situation in urban areas was ”almost normal” (The Sunday Guardian, January 20th 2017). Similarly,
another article reports on January 25th some comments from Andhra Pradesh chief minister Chandrababu Naidu: “He said
the common man’s demonetisation pains were over in 60 days, adding that he was monitoring the situation daily and it was
now normal in his state as well as across the country (The Information Company, January 25th 2017).”
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than what would be necessary purely for transactions. With these caveats in mind, we consider our evidence

as strongly supportive of the temporary nature of the shock. We come back to the use of cash by Indian

households in the next sub-section.

Third, the short-lived nature of constraints on cash availability is also visible from data on Internet

searches. We use searches as a way to elicit public perceptions of cash availability, as a complement to

the more direct measures (but potentially difficult to interpret) measures of cash availability just discussed.

Appendix Figure H.3 reports monthly data (from 09/2016 to 07/2017) of Google searches for several key

words that could be associated with the shock. For instance, we collect data on searches on the words ”Cash”

or ”ATM line,” among others. Data is obtained by Google Trends, and the index is normalized by Google

to be from 0 to 100, with the value of 100 assigned to the day with the maximum number of searches made

on that topic. Across all the panels, we find that Google searches that are related to the Demonetization

spiked in November, remained high in December, but then significantly dropped in January, before returning

to preshock levels in February. One exception is the search on “ATM Cash withdrawal limit today” which

reached its maximum on January 31, 2017. This is consistent with the fact that January 31, 2017 was the

date when most limits on ATM withdrawals were lifted by the RBI. Altogether, this information also points

to relatively short-lived constraints on cash availability, and lines up with the timing discussed in the main

paper.

Therefore, while large in magnitude, the shock to cash induced by the Demonetization was relatively

short in terms of duration. In general, cash scarcity was very high in November and December 2016, the

general conditions improved significantly over January 2017, and the situation had normalized starting with

February 2017.

Other aggregate effects While the shock generated a temporary shortage in cash, one concern for our

analysis is that it may have also affected other aspects of the Indian economy in a persistent way, driving

long-term adoption independently from our key mechanism. To start, it is important to point out that this

type of issue is exactly what led us to implement the key empirical tests of our model using disaggregated

data. In fact, the presence of other aggregate changes in the Indian economy affecting firms’ propensity

to adopt does not necessarily affect the analyses using district-level variation, where aggregate changes are

net out by the presence of time effects. In other words, our reduced-form tests naturally relax the type

of identification assumption necessary to test our model, and are robust to a broader class of potential

confounding factors. To be clear, this statement does not imply that no aggregate shock can affect our

reduced-form analysis. We refer to Section 4.4 for a careful discussion of identification in our reduced-form

analysis (and the various tests presented to rule out alternative interpretations).84

Despite the advantages of our setting, we also want to directly examine the leading concerns. First, we

consider the role of economic uncertainty during the Demonetization period (Bloom, 2009). In fact, while

the Demonetization led to a temporary shortage of cash, it may have significantly and persistently affected

the level of uncertainty about the condition in the economy (or the supply of cash), which in turn may have

affected the relative incentive to adopt electronic payments.85

Our analysis highlights how the increase in uncertainty is mostly temporary, and therefore it is not likely

84Furthermore, we also recognize that the presence of other aggregate shifts caused by the Demonetization may affect some
of our counterfactual analyses. We discuss this issue and examine how the nature of the shock affects our estimates from the
structural model in Section 5.

85A separate dimension of uncertainty is the uncertainty about the nature of the technology. We see this aspect as closely
related to the learning mechanism, since the presence of uncertainty around the new technology represents a natural requirement
to justify the importance of learning from others. See Appendix F for more discussion on this issue.
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to affect long-term adoption in a way that would affect our results. To start, we examine aggregate measures

of uncertainty in India. In the two panels of Appendix Figure H.11, we report the plot of two measures of

uncertainty constructed by researchers at the Reserve Bank of India (Priyaranjan and Pratap, 2021).86 These

figures measure uncertainty using a text-based algorithm that tries to extract information from newspapers

(panel A) or Google Search data (panel B).87 Across both series, we find an increase in uncertainty right

around November 2016, with the peak experienced in either January or February 2017 depending on the

series.88 To interpret these findings, we also need to highlight that in the second part of January there were

a lot of actions by the government to lift cash limitations, and these interventions will mechanically increase

the measured level of uncertainty. However, after this period, the level of uncertainty in both series go back

to the same (noisy) pattern that characterized the series in the pre-Demonetization period.89 Therefore, the

Demonetization may have increased uncertainty, but only temporarily.

One concern with this analysis is that it does not directly speak to the uncertainty about the shock to

cash. For instance, Indian households may have been worried of further reduction in cash after January,

which may have affected their adoption incentives. Two pieces of evidence reject this specific concern. First,

it is worth pointing out that the Google Trends analysis already mentioned earlier in this Section also appears

inconsistent with the presence of concerns of future policies.

Second, we also find no evidence of widespread beliefs about the possibility of a new policy. To examine

this question specifically, we started by hiring a research assistant to search through Indian newspaper

articles available on ProQuest TDM. We search over the articles published in the three months following

the Demonetization (i.e. Nov 8, 2016 to Feb 8, 2017). We constrained our search on articles that mentioned

“Demonetization” and its synonyms.90 This yielded a total of approximately 31,000 articles. We then

developed a list of bigrams that could be associated with future occurrences of an event 91 and scrapped the

sentences in articles and their headlines in which there is a reference of Demonetization (or its associated

synonyms) with +/- 10 words of these bi-grams. We then manually examined this set of about 1,200

pieces of text.92 This further screen left us with only 16 articles mentioning the possibility of a future

Demonetization, which we then read in full. At the end, starting from the sample of approximately 31,000

articles discussing the Demonetization, only 7 explicitly mentioned the possibility of future policies similar

to the Demonetization.93 This evidence supports the view that the likelihood of another set of restrictions

86We kindly thank the authors to share the data from the paper.
87Priyaranjan and Pratap (2021) also reports a third series based on Lexicon data. Rather than measure uncertainty, this

series seems to focus more on corporate sentiment. Consistent with this interpretation, we do not see any detectable change
in this series around Demonetization. As a result, our conclusions would not change if we also had considered this series. If
interested, time-series of this measure is available in Priyaranjan and Pratap (2021).

88One general caveat with this analysis is that measures of uncertainty for India (similar to other developing countries) are
generally much noisier than the same proxies for US.

89We have also further investigated the higher reported uncertainty in February 2017 in the Google search series. Examining
the underlying data, we were told by the authors that the increase in February is mostly driven by search related to fiscal policy.
In particular, these searches are related to the government’s decision to present its annual budget in February 2017, shedding
the old practice of presenting the budget in March.

90Specifically, we searched “Demoneti?ation” to allow for different ways Demonetization is spelled. We also allowed for
various synonyms for the Demonetization that were used by the press including the event, the policy, cash ban, the move, the
announcement, the initiative, the ban, demonetize, demonetizing, demonetise, demonetising.

91Specifically, we look for: might again, could happen, happen again, do again, it again, never happen, never again, govern-
ment may, RBI may, likely to, unlikely to, likely never, likely will, possible that, once again, another round, new currency, new
notes, 2,000 new, 2000 new, thousand new.

92Specifically, we had one research assistant and one of us separately read through all the 1,200 parts of the articles (i.e.
the set of words around the found keyword, as described above) and classified the articles that we believed fit the criteria of
mentioning future policies.

93Of the remaining 9 articles excluded when reading them in full: 2 took a negative stand on the future possibility of such
policies, 4 were opinion-pieces suggesting what the government should do another round of Demonetization, one mentioned
a government statement stating it lack of intention to repeat the Demonetization, and 2 articles framed the statement as a
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on cash was perceived as low by the media.

In general, concerns about cash goes back to pre-shock level around the end of January 2017, therefore

rejecting that the shock led to a persistent increase in uncertainty. Altogether, while as expected the

Demonetization led to an increase in uncertainty, the temporary nature of this economic force suggests that

this mechanism is unlikely to play a leading role in explaining our results.

A second concern about our setting is that Demonetization — on top of increasing the size of the electronic

payment network — could have also affected the long-run incentives to use mobile wallets by reducing the

value of cash as a store-of-value. The idea is that the policy may have changed the preferences of the Indian

population toward cash holdings, for reason unrelated to the transactional value of cash versus electronic

payments.94 However, data on the use of cash appears at odds with this hypothesis. First, the evidence on

ATM cash withdrawal discussed earlier (Figure H.2) already appears inconsistent with this hypothesis. With

all the caveats discussed earlier in mind, aggregate ATM withdrawals in India came back to their October

levels shortly after January 2017, suggesting that households and firms did not persistently move away from

cash.

Second, we find that the fraction of aggregate holdings of liquid wealth in the form of cash also recovered

back to the pre-shock average. As we discussed above, aggregate cash in circulation is more likely to capture

aggregate demand of cash for store-of-value rather than its transactional value (Engert et al., 2019). To

examine this question, we plot the amount of cash in circulation relative to the total money supply (M3)

obtained from the Reserve Bank of India (Appendix Figure H.12).95 Not surprisingly, the share of cash in

circulation declined significantly in November and December 2016 because of the Demonetization. However,

over the long run, the ratio went back to its long-term average relatively quickly: by early 2018, cash in

circulation was back about 13% of liquid wealth, and stayed at that level after that. As discussed before,

it is hard to state a clear benchmark about the expected timing of this response under the assumption that

the preference for cash did not change. In general, we think of this reversal to be actually very fast, since

cash in circulation is a stock variable and therefore it would require some time for households to go back to

the pre-shock level immediately. Altogether, similar to Lahiri (2020), we conclude that the Demonetization

did not affect the preferences for holding cash.

A.2 Subsequent policy interventions

While the initial objective of the government was not to foster a shift towards electronic payments, the in-

crease in electronic payments following the Demonetization did not go unnoticed. As a result, the government

decided to intervene more actively in this space.

On top of generic announcements from top politicians, the government and the RBI put into place some

interventions in the area of electric payments following the Demonetization. First, the government actively

supported the adoption of traditional electronic payment technologies by trying to lower the adoption costs

of point-of-sales (POS) system, in particular for small businesses. One example of this type of program was

the grants that were provided by the National Bank for Agriculture and Rural Development (NABARD)

to support the acquisition of POS machines in small villages.96 Second, the government partnered with

question rather than an expectation.
94For instance, wealthy individuals may have now realized the risk of holding high cash balances or the implicit costs of this

strategy.
95We use M3 at the denominator to provide a high-frequency measure of aggregate money in the economy. However, results

are unchanged if we scale cash in circulation by GDP.
96https://indianexpress.com/article/business/business-others/demonetisation-nabard-cashless-economy-debit-cards-

4417938/
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several other organizations to provide discounts on their products when payments were made electronically.

The main discounts involved gas and railroads. For instance, the government partnered with Indian Oil

Corp, Bharat Petroleum, and Hindustan Petroleum to give a 0.75% discount to consumers if they paid

electronically. For railroads, the incentives ranged from a small discount on ticket acquired with electronic

payments —- generally up to 0.5%— to free accident insurance for travelers.97 These policies were announced

on December 8, 2016 and implemented either immediately or by the end of the month (for instance, the

gas station incentives were implemented on December 9, and railroad ticket incentives were implemented on

January 1st 2017).

Similar to our earlier discussion, the presence of the government’s response should not automatically be

a problem for our reduced-form analysis. In fact, this approach differences out any aggregate change in

policy during our period. Several specific features of these policies reinforce the idea that our models should

be useful to control for these factors. First, from a detailed analysis of the subsequent policy changes, we

found no evidence that any of these interventions were designed formally or informally to target specific

areas more affected by the cash contraction. Second, as we discuss more in detail below, we do not find

any systematic differences in the response to policy announcements between more or less affected areas.

This aspect (combined with the balance of our treatment on observable) is important because — even if the

policies did not target specific areas — they could still have heterogeneous effects.

Therefore, our approach is in principle well suited to examine the impact of the cash contraction, con-

ditional on aggregate changes. To further provide evidence consistent with this hypothesis, we want to also

highlight two other important features of these policies. First, most of these interventions targeted more

traditional electronic payment technologies, and not fintech platforms, and therefore they are — if anything

— going to bias us towards finding no effect on our mobile wallet technology. One important example is the

policy put forward to foster POS terminal adoption. In fact, POS terminals are the basic infrastructure for

conducting credit cards and debit cards’ transactions but are completely irrelevant for using the technology

covered by our data. In this context, the provision of subsidies to acquire POS terminals — if successful —

would just reduce the expected response in terms of mobile wallet, therefore biasing this response towards

zero. This point goes beyond POS terminals: if the government’s push did not directly target our technology,

but did target related alternatives, it should attenuate our estimates.

Second, it is unclear whether these policies were effective at all. To be clear, a full policy evaluation of

these interventions is outside the scope of the paper. However, we can use our data to examine whether

these specific policies affected the adoption of our mobile wallet technology and whether this response was

somehow correlated with the initial exposure to the shock, which is the specific concern with our analysis.

To start, we can directly use high-frequency aggregate data to check whether there was any structural

change in the use of electronic payments around the time a policy was announced (or introduced). Figure 1

in the paper can already shed some evidence on the effectiveness of these policies by themselves in driving

e-wallet adoption. The figure shows that the growth rate in the amount transacted on our e-wallet platform

did not change significantly to these policy announcements, suggesting that these policies were not a major

driving force behind the growth in adoption. While positive for most of this period, the growth rate has

been declining at a roughly constant rate around the announcement or implementations, suggesting that in

aggregate these policies did not significantly affect the adoption of e-wallet.

Next, we move past the aggregate evidence, and exploit variation across districts. This is relevant because

97https://economictimes.indiatimes.com/industry/transportation/railways/soon-you-will-be-rewarded-for-cash

less-booking-of-railway-tickets/articleshow/61954004.cms?from=mdr.
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the aggregate evidence could mask considerable heterogeneous responses across districts. For this reason, we

conduct a cross-sectional test by analyzing the growth rate in payment activity across districts with different

levels of exposure in a narrow-window (i.e two-weeks) around these policy changes. The results are reported

in Appendix Table H.9.98

To provide a benchmark, we start by presenting the relationship between our treatment and the growth

rate around our main policy event (i.e. the Demonetization). Just to be clear, this is essentially a replication

of our main result employing this alternative specification and with higher frequency data. We then contrast

to what happens after the announcement of the new government policies (column 2) and their implementation

(column 3). Unlike around our main event (where we replicate our main result), we do not see a change in

growth rates around the government intervention that is correlated with our treatment, suggesting that these

policies did not have any incremental effect in the use of electronic payments in ex-ante more exposed areas.99

Therefore, even to the extent that the policy had heterogeneous effects across areas, this heterogeneity does

not appear to be correlated with our treatment.

While this discussion should not be interpreted as a full policy evaluation of the government’s response,

it does more narrowly suggest that concerns about the role of policy intervention as a confounding factor in

our analysis are quite limited: in general, we do not see around the policy announcement or introduction

any significant change in adoption, either in aggregate or across districts.

A.3 The electronic wallet technology

The main focus of the paper is on the adoption of a specific electronic wallet. This section provides further

details on this technology.

Our data provider was one of the main fintech company active in India at the time, and the largest

player in the provision of electronic wallet payment services during Demonetization. In terms of data, the

company specifically shared with us information on their payment product targeting small and medium-sized

retailers. Specifically, the company has shared information at retailer-level — number of transactions and

amount per week — covering the quasi-totality of their activity within this product-type. This information

allows us to identify the time when the company joins the platform, as well as its subsequent use. On top of

information on the use of the platform, the data also contains the business’s location and type of merchant.

One implication of our sample is that issues related to retailer market power are probably not first order.

In fact, while there are firms in our sample that are likely competitors with each other (i.e. firms within the

same location and merchant type), the typical firm in our sample is relatively small in size.

In terms of technology, the company allows individuals and businesses to undertake transactions with

each other using only their mobile phone. To use the service, a customer would normally need to download

an application and link their bank account to the application. However, in 2016 the company also established

a new service that allows customers to make payments without the need of Internet or a smart phone. Thus,

the technology offers multiple ways to complete a transaction. First, customers can scan the merchants’

unique QR code in the application installed on their smart phones. Second, instead of scanning the QR

code, customers can enter the mobile number of the merchant. In this case, the merchant would receive a

unique code from the company, which is then used by the customer to complete the transaction. Third, if a

98Specifically, we estimate ∆yd = βExposured+γXd+ ϵd, where ∆yd is the two-week symmetric growth rate in transactions
conducted on the platform around the policy date (i.e. the growth between the week before and two after), and Xd are the set
of covariates from our baseline specification (15) in the paper. The policy date is reported in the header of the table.

99Furthermore, the estimates in Columns 2 to 3 should be considered an upper bound for the true effects from these two
new government policies since they may in part capture the “long-wave” of the Demonetization on adoption growth.
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smart phone or mobile Internet are not available, customers can call a toll-free number and ask the wallet

company to complete the transaction using the cell-phone number of the merchant. To use this feature,

customers needed to be enrolled through a one-time verification process.

In general, the requirements to be able to transact — i.e. to have a phone and a bank account — were not

particularly binding for India in 2016. In terms of bank accounts, India has an extremely high penetration

of formal bank accounts, which is high also relative to some developed countries. This situation is in part

the results of some policy interventions put in place in the previous decade. The most prominent example

is the Pradhan Mantri Jan Dhan Yojna, which was launched in 2014 and led to more than 200 million new

bank account openings (Agarwal et al., 2017). Our representative household survey (CMIE) confirms this

idea: on average, we find that 96% of households have a bank account in a district. Altogether, the access

to bank accounts was not a significant constraint for households wanting to use our technology.100

Phone penetration was also relatively high, similar to other developing countries. The CMIE’s household

survey confirms this finding: in our data, 93% have a mobile phone. While we do not know how many of

these phones were smart phones, two points need to be made. First, as discussed above, households also had

the option to use our company’s payment system without Internet. Second, the 2G penetration was very

high in India during this period, with a coverage of 93.5% (World Bank). The bottom line is that phone

access — similar to bank accounts — was also not a particularly constraint for consumers willing to access

mobile wallets.

Once a payment has been received, retailers can transfer the money from their electronic wallet to a

traditional bank account. Therefore, the technology is in many respect similar to a credit card or other more

traditional electronic payment systems. However, relative to these other electronic payment technologies,

adoption costs are much lower, since merchants and consumers can access the electronic wallet almost

instantaneously, without the need for anything more than a phone and a bank account. In particular, from

the standpoint of the retailers, the mobile wallet does not require the acquisition of a POS.

On top of fixed costs, variable costs of this technology are also very limited, in particular for small

merchants. Merchants using the digital wallet are classified by the provider into three segments: small,

medium and large. Small merchants have lower limits on the amount they can transact but pay no transaction

costs. Medium-size merchants can transfer money to their bank account at midnight every day up to a certain

limit. Large merchants can transact any amount but pay a percentage of the transfer amount as a fees. Our

data only covers small and medium-size merchants. From discussions with the company, large merchants

tend to have more personalized contracts that can bundle different services and payment options together.

Finally, we discuss briefly the competitive landscape for wallet payment systems in India. As mentioned

before, our company was by far the largest provider of this service during the period we study, and could be

considered the de-facto monopolist for most of our sample. However, this does not necessarily imply that

competition between platforms is not important. For instance, even if competition was not a first order

concern at an early point, the future threat of competition may still play a role on the way the platform is

structured and the response of consumers. However, there are two key aspects of competition that are worth

discussing. First, the presence of actual or perceived future competition is likely to — if anything — reduce

our estimate of the response to the shock.101 Therefore, we do not think that the presence of potential

competitors can spuriously generate any of our findings and threaten internal validity. Second, situations

of near-monopoly are common when studying the early life of a new technology. When considering the

100Additionally, our company provides options to deposit money into the mobile wallet without the need of a bank account.
101To the extent that there are other providers that can also offer a similar product (now or in the near future), this implies

that there are alternatives to our platform and should make — all else equal — our response to the shock smaller.
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introduction of a new product or service, the first mover company is likely to be the de-facto monopolist for

some time. Therefore, while we recognize that these contextual factors need to be carefully considered when

trying to extrapolate our results outside our specific setting, we also think that the competitive landscape

in the empirical setting we consider shares some of typical traits of technologies at early stages of adoption.

B Theory

This appendix provides proofs for the results reported in Section 3, as well as for the fixed cost model

discussed in Section 4.4.

B.1 Proofs of Lemma 1 and Results 1 and 2

We start with the following preliminary Lemma, which is used in the proof of Lemma 1 from the main text.

Lemma 2. The conditional distribution of Mt is given by:

∀s ≥ t, Ms|Mt ∼ N(µs|t, σ
2
s|t)

µs|t =


e−θ(s−t)Mt + (1− e−θ(s−t))M c if t ≤ T and t ≤ s ≤ T

e−θ(T−t)Mt + (1− e−θ(T−t))M c if t ≤ T and T ≤ s

Mt if t ≥ T

,

σ2
s|t =



(1− e−2θ(s−t))
σ2

2θ
if t ≤ T and t ≤ s ≤ T

(1− e−2θ(T−t))
σ2

2θ
+ (s− T )σ2 if t ≤ T and T ≤ s

(s− t)σ2 if t ≥ T

.

Proof of Lemma 2. Note that for t ≤ T ≤ s, we can write:

Ms = Mt + (MT −Mt) + (Ms −MT ).

The increment DT = (MT −Mt) is independent from the increment (Ms−MT ). Moreover, for any t ≤ u ≤ T ,

dDu = θ(M c −Mt −Du)du+ σdZu,

implying that Et[DT ] = (1− e−θ(T−t))(M c −Mt) and Vt[DT ] = (1− e−2θ(T−t))
σ2

2θ
.

We now prove Lemma 1 from the main text. We omit the firm indices to simplify notation.

Proof of Lemma 1. The Bellman equation for the value of a firm with technology choice xt = e is:

Vt(e,Mt, Xt) = max
k̃∈[0,k]

{
Π(e,Mt, Xt)dt

+ k̃dt(1− rdt)Et [Vt(c,Mt+dt, Xt+dt)]

+ (1− k̃dt)(1− rdt)Et [Vt(e,Mt+dt, Xt+dt)]
}
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Substituting dVt(e,Mt, Xt) = Vt(e,Mt+dt, Xt+dt) − Vt(e,Mt, Xt), re-organizing the equation above, and

omitting terms of order (dt)2 and higher, we obtain:

rVt(e,Mt, Xt)dt = Π(e,Mt, Xt)dt+ Et [dVt(e,Mt, Xt)]− max
k̃∈[0,k]

k̃Bt(Mt, Xt)dt,

where:

Bt(Mt, Xt) ≡ Vt(e,Mt, Xt)− Vt(c,Mt, Xt).

Likewise,

rVt(c,Mt, Xt)dt = Π(c,Mt, Xt)dt+ Et [dVt(c,Mt, Xt)] + max
k̃∈[0,k]

k̃Bt(Mt, Xt)dt,

Thus, in general:

k̃t(e,Mt, Xt) = arg max
k̃∈[0,k]

−kBt(Mt, Xt),

k̃t(c,Mt, Xt) = arg max
k̃∈[0,k]

kBt(Mt, Xt).

To facilitate exposition, we assume that if Bt(Mt, Xt) = 0 then k̃t(e,Mt, Xt) = 0 and k̃t(c,Mt, Xt) = k.

This is without loss of generality, since Frankel and Burdzy (2005) (footnote 9, p.13) show that, even when

the optimal arrival rate is a correspondence, Bt(Mt, Xt) is equal to 0 only on a measure-zero set of states.

In order to derive the expression for Bt, we first combine the two Bellman equations, with the fact that

k̃t(e,Mt, Xt) + k̃t(c,Mt, Xt) = k to obtain:

Et [dVt(e,Mt, Xt)− dVt(c,Mt, Xt)] = (r + k)Bt(Mt, Xt)dt−∆Π(Mt, Xt)dt (20)

Multiplying the left-hand side by e−(r+k)s and integrating by parts from s = 0 to s = S, we obtain:

Et

[∫ S

s=0

e−(r+k)s (dVt+s(e,Mt+s, Xt+s)− dVt+s(c,Mt+s, Xt+s)) ds

]

= (r + k)Et

[
e−(r+k)SBt+S(Mt+S , Xt+S)

]
−Bt(Mt, Xt)

+ (r + k)Et

[∫ S

s=0

e−(r+k)sBt+s(Mt+s, Xt+s)ds

] (21)

Multiplying the right-hand side of equation 20 by e−(r+k)s, integrating from s = 0 to s = S, and comparing

to Equation (21), we obtain:

Et

[∫ S

s=0

e−(r+k)s∆Π(Mt+s, Xt+s)ds

]
= Bt(Mt, Xt)− Et

[
e−(r+k)SBt+S(Mt+S , Xt+S)

]
(22)

In order to conclude we need to establish that for all t ≥ 0,

lim
S→+∞

Et

[
e−(r+k)SBt+S(Mt+S , Xt+S)

]
= 0.
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We have the two following bounds on the value of the firm:

Vt(xt,Mt, Xt) ≤ Et

[∫ +∞

s=0

e−rs max (Π(e,Mt+s, Xt+s),Π(c,Mt+s, Xt+s)) ds

]
.

Vt(xt,Mt, Xt) ≥ Et

[∫ +∞

s=0

e−rs min (Π(e,Mt+s, Xt+s),Π(c,Mt+s, Xt+s)) ds

]
.

and therefore:

|Bt(Mt, Xt)| ≤ Et

[∫ +∞

s=0

e−rs|∆Π(Mt+s, Xt+s)|ds
]
.

Fix v > T . For all s ≥ 0, we have:

|∆Π(Mv+s, Xv+s)| ≤ |Mv|+ |M̃v+s|+ C +Me. (23)

where:

∀s ≥ 0, M̃v+s ≡ Mv+s −Mv.

For any 0 ≤ s, M̃v+s is conditionally normal with mean 0 and variance sσ2. So |M̃v+s| follows the corre-

sponding half-normal distribution, and therefore:

Ev

[
|M̃v+s|

]
= sσ2

√
2

π

Therefore,

Ev

[∫ +∞

s=0

e−rs|∆Π(Mv+s, Xv+s)|ds
]
≤ C +Me + |Mv|

r
+

σ2

r2

√
2

π

so that:

|Bv(Mv, Xv)| ≤
C +Me + |Mv|

r
+

σ2

r2

√
2

π

Fix t > 0 and, without loss of generality, let S > T − t. Then t+ S > T , so:

|Bt+S(Mt+S , Xt+S)| ≤ C +Me + |Mt+S |
r

+
σ2

r2

√
2

π

≤ C +Me + |Mt|+ |M̃t+S |
r

+
σ2

r2

√
2

π

where again, M̃t+S ≡ Mt+S −Mt.

If t > T , then M̃t+S is conditionally normal with mean 0 and variance Sσ2. Therefore,

Et [|Bt+S(Mt+S , Xt+S)|] ≤ C +Me + |Mt|
r

+
σ2

r2

√
2

π
+

σ2

r

√
2

π
S,

which implies that

lim
S→+∞

Et

[
e−(r+k)S |Bt+S(Mt+S , Xt+S)|

]
= 0.
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If t ≤ T , then M̃t+S is conditionally normal with mean and variance:

µt,t+S = (1− e−θ(T−t))(M c −Mt)

σ2
t,t+S = (t+ S − T )σ2 +

σ2

2θ
(1− e−2θ(T−t))

Then |M̃t+s| is conditionally half-normal, so that:

Et

[
|M̃t+S |

]
= σt,t+S

√
2

π
e
−

µ2
t,t+S

2σ2
t,t+S + µt,t+S

(
1− 2F

(
−µt,t+S

σt,t+S

))

≤ σt,t+S

√
2

π
+ |µt,t+S |

where F is the standard normal CDF. Thus,

Et [|Bt+S(Mt+S , Xt+S)|] ≤ C +Me + |Mt|
r

+
σ2

r2

√
2

π
+

1

r

(
σt,t+S

√
2

π
+ |µt,t+S |

)
.

Since lim
S→+∞

√
t+ S − Te−(r+k)S = 0, we have:

lim
S→+∞

e−(r+k)S

r

(
σt,t+S

√
2

π
+ |µt,t+S |

)
= 0,

and therefore lim
S→+∞

Et

[
e−(r+k)S |Bt+S(Mt+S , Xt+S)|

]
= 0, concluding the proof.

In order to obtain Results 1 and 2, we start by establishing that in any equilibrium the adoption rules

(and therefore the value functions) must be symmetric across firms. Indeed, consider a candidate set of

equilibrium strategies
{
aci,t
}
t≥0,i∈[0,1]

, and define:

act(Mt, Xt) ≡
∫
i

aci,t(Mt, Xt)di. (24)

Then we can rewrite the law of motion for Xt induced by these strategies as:

dXt = (act(Mt, Xt)−Xt)kdt. (25)

In other words, act(Mt, Xt) is a sufficient statistic for the effect of other firm’s actions on the aggregate law

of motion of Xt. As a result, when computing the best response to
{
aci,t
}
t≥0,i∈[0,1]

using Equation (5) and

(7), all firms will use the same law of motion for Xt. Their best responses will be therefore be identical, so

that the equilibrium must be symmetric.

We then establish the following additional Lemma. It states that there are are two strict dominance

regions in the model: Mt ≥ Φt(Xt), where cash strictly dominates; and Mt < Φt(Xt), where electronic

payments strictly dominate. The boundaries Φt(.) and Φt(.) are parallel; they coincide, if and only if, C = 0.

Lemma 3 (Strict dominance regions). For any sequence of adoption rules a, we have:

Bt(Mt, Xt; a|t) = AM,t (M t −Mt) +AXXt +ANNt(Mt, Xt; a|t),
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Nt(Mt, Xt; a|t) = Et

[∫ +∞

t

e−(r+k)(s−t)as(Ms, Xs)ds|a|t
]
,

AM,t ≡


1

r + k + θ
+

θe−(r+k+θ)(T−t)

(r + k + θ)(r + k)
if t ≤ T

1

r + k
if t > T

,

M t ≡


M c −A−1

M,t

M c −Me

r + k
if t ≤ T

Me if t > T

,

AX ≡ 1

r + 2k
C,

AN ≡ kAX .

The value of adoption given a strategy profile is bounded as follows:

AM,t(Φt(Xt)−Mt) ≤ Bt(Mt, Xt; a|t) ≤ AM,t(Φt(Xt)−Mt), (26)

where:

Φt(X) ≡ M t +
AX

AM,t
X,

Φt(X) ≡ Φt(X) +
AX

AM,t

k

r + k
.

(27)

Any equilibrium sequence of adoption rules must satisfy:

at(Mt, Xt) =

 1 if Mt ≤ Φt(Xt),

0 if Mt > Φt(Xt).
(28)

Proof of Lemma 3. Using the result of Lemma 1, we can write the value of adoption as:

Bt(Mt, Xt; a|t) = B
(1)
t (Mt) + C ×B

(2)
t (Mt, Xt; a|t),

B
(1)
t (Mt) ≡ Et

[ ∫ +∞

t

e−(r+k)(s−t) (Me −Ms) ds
]
,

B
(2)
t (Mt, Xt; a|t) ≡ Et

[ ∫ +∞

t

e−(r+k)(s−t)Xsds | a|t
]
.

(29)

Computation shows that:

B
(1)
t (Mt) =


−M c −Me

r + k
+

(
1

r + k + θ
+

θe−(r+k+θ)(T−t)

(r + k + θ)(r + k)

)
(M c −Mt) if t ≤ T

Me −Mt

r + k
if t > T.

= AM,t (M t −Mt) .
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For B(2), first note that for all s ≥ t,

Xs = k

∫ s

t

e−k(s−u)au(Mu, Xu)du+ e−k(s−t)Xt.

Therefore:

B
(2)
t (Mt, Xt; a|t)

=

(∫ +∞

t

e−(r+2k)(s−t)ds

)
Xt + kEt

[ ∫ +∞

t

e−(r+k)(s−t)

(∫ s

t

e−k(s−u)au(Mu, Xu)du

)
ds | a|t

]

=
1

r + 2k
Xt + kEt

[ ∫ +∞

t

∫ s

t

e−(r+2k)(s−t)ek(u−t)au(Mu, Xu)duds | a|t
]

Moreover, ∫ +∞

s=t

∫ s

u=t

e−(r+2k)(s−t)ek(u−t)au(Mu, Xu)duds

=

∫ +∞

u=t

∫ +∞

s=u

e−(r+2k)(s−t)ek(u−t)au(Mu, Xu)duds

=
1

r + 2k

∫ +∞

t

e−(r+k)(u−t)au(Mu, Xu)du,

so that:

B
(2)
t (Mt, Xt; a|t) =

1

r + 2k
Xt +

k

r + 2k
Nt(Mt, Xt; a|t).

The bounds for B are then obtained by noting that, for any strategy profile a:

0 ≤ Nt(Mt, Xt; a|t) ≤
1

r + k
, (30)

where the upper bound corresponds to the value obtained if all firms choose adoption of electronic money

in all future dates and states (at(Mt, Xt) = 1 for all Mt, Xt), while the lower bound is obtained if all firms

move to cash in all future dates and states (at(Mt, Xt) = 0 for all Mt, Xt).

When Mt > Φt(Xt), adopting electronic money is strictly dominated because it yields negative adoption

benefits B even if other firms choose to adopt it in all future dates and states. So it cannot be part of a Nash

equilibrium. Likewise, when Mt ≤ Φt(Xt), adopting cash is strictly dominated because it yields negative

adoption benefits B even if no firms adopt electronic money in all future dates and states.

We now turn to the proof of Result 1. Appendix Table H.19 shows how to define the objects of the

more general framework of Frankel and Burdzy (2005) in terms of our model objects. Thus, our model is a

particular case of their framework. We show that our model primitives satisfy Assumptions A0 to A6 in their

paper, which are sufficient conditions for the results which we state in the main text.102 Only Assumption

A5 below requires an explicit proof; the other follow from simple computations.

102Assumption A0 is not explicitly stated by Frankel and Burdzy (2005) but is required by their results.
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Assumption A0 (Lipschitz relative payoff). The relative payoff flow in mode 1 is Lipschitz in W and X,

with constants β = C, α = 1; that is, for all W,W ′, X,X ′,

D(W,X)−D(W,X ′) ≤ β|X ′ −X|,

D(W,X)−D(W ′, X) ≤ α|W ′ −W |.
(31)

Assumption A1 (Bounded switching rates). The switching rates k1 = k̃(e,Mt, Xt) and k2 = k̃(c,Mt, Xt)

must satisfy:

km ∈
[
Km,K

m
]

Km = 0,K
m

= k, m = 1, 2.

Assumption A2 (Payoff shocks). Fix ε > 0 (for instance, ε = 1/2) and define:

N1 = σ and N2 = (1 + ε)max (σ, θ,M cθ, Tθ)

The payoff process satisfies the following restrictions:

1. The drift terms are bounded:

∀t ≥ 0, max(|νt|, |µt|) < N2.

2. The rate of mean-reversion satisfies: ∫ +∞

t=0

|νt|dt < N2.

Moreover, the variance is constant and equal to σ, so in particular it is Lipsichtiz and bounded in [N1, N2].

Assumption A3 (Strategic complementarities). For all W and X > X ′,

D(W,X)−D(W,X ′) = C(X −X ′) ≥ 0.

Assumption A4 (Payoff monotonicity). For all X and W > W ′

D(W,X)−D(W ′, X) = W −W ′ > 0.103

Assumption A5 (Dominance regions). Let:

w ≡ −
(
M c − r + k + θ

r + k + θe−(r+k+θ)T
(M c −Me)

)
,

w ≡ −
(
Me +

r + k + θ

r + k + θe−(r+k+θ)T
C

)
.

(32)

Then,

1. If Wt > w, it is strictly dominant for firms in mode 1 to choose k1 = 0 and for firms in mode 2 to

choose k2 = k;

2. If Wt < w, it is strictly dominant for firms in mode 1 to choose k1 = k and for firms in mode 2 to

choose k2 = 0.
103In particular, with w1 = −∞ and w2 = +∞, the inequality is strict whenever W,W ′ ∈ [w1, w2].
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Proof that Assumption A5 holds. From Lemma 3, we know that if:

Mt ≤ Φt(Xt),

then k̃(e,Mt, Xt) = 0 and k̃(c,Mt, Xt) = k are strictly dominant. Since Φt(.) is strictly increasing, a sufficient

condition for strict dominance of these choices is therefore:

Mt ≤ Φt(0) = M t

For all t ≥ 0,

M t ≥ M0 = Mc −
(

r + k + θ

r + k + θe−(r+k+θ)T

)
(M c −Me).

Thus for any Mt ≤ M0, or equivalently, for any Wt ≥ w = −M0, the choices k̃(e,Mt, Xt) = 0 and

k̃(c,Mt, Xt) = k are strictly dominant. UsingMt > Φ(Xt) as the strict dominance condition for k̃(e,Mt, Xt) =

k and k̃(c,Mt, Xt) = 0, one can similarly obtain the expression reported for w.

Assumption A6 (Bounded effects of X on marginal cost). The derivative of the switching cost functions

exist and are equal to zero, and so in particular they satisfy ∂ck/∂X ≤ η for any η ≥ 0.

Result 1 is then a direct re-statement of Theorems 1 through 7 of Frankel and Burdzy (2005) in the

context of our model, so it is left without proof. We can finally use Result 1 to establish Result 2, the

threshold property that characterizes the equilibrium dynamics of adoption.

Proof of Result 2. Fix t ≥ 0 and Xt ∈ [0, 1]. By Result 1, the function Mt → Bt(Mt, Xt) is continuous and

strictly decreasing in Mt. Moreover, using Assumption A5, we have that:

Bt(M,Xt) > 0 and Bt(M,Xt) < 0.

By the intermediate value theorem, there exists a unique Φt(Xt) satisfying:

Bt(Φt(Xt), Xt) = 0.

Moreover, by the implicit function theorem for strictly monotone functions (Dontchev and Rockafellar, 2009,

theorem 1H.3), the mapping (t,Xt) → Φt(Xt) is continuous.

Finally, assume that C > 0, and that there exist X1,t < X2,t such that Φt(X1,t) ≥ Φt(X2,t). Then:

0 = Bt(Φt(X1,t), X1,t)

≤ Bt(Φt(X2,t), X1,t)

< Bt(Φt(X2,t), X2,t)

= 0,

where the third line uses the strict monotonicity of Bt(Mt, .) when C > 0. This is a contradiction; so it must

be that Φt(X1,t) > Φt(X2,t), and therefore Φt(.) is strictly monotonic.

Continue assuming that C > 0. Lemma 3 has established that, if Mt ≥ Φt(Xt), then Bt(Mt, Xt) < 0.

In particular, Bt(Φt(Xt), Xt) < 0, and by strict monotonicity, Φt(Xt) < Φt(Xt). The symmetric argument
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shows that Φt(Xt) < Φt(Xt). Finally, the implied dynamics of the adopter share follow from noting that:

k̃(e,Mt, Xt) = k1 {Bt(Mt, Xt) ≥ 0} = k1 {Mt ≤ Φt(Xt)} ,

and similarly for the case xi,t = c.

When C = 0, we note that we can solve explicitly for the threshold Φt using Lemma 3:

Φ
(0)

t (Xt) = Φ
(0)
t (Xt) = Φ

(0)
t = M t.

In particular, for any C > 0 and Xt > 0, the strict dominance bound for adoption of electronic money,

Φt(Xt), satisfies:

Φt(Xt)− Φ
(0)
t =

AX

AM,t
Xt > 0,

so that the equilibrium adoption threshold Φt(Xt) must also satisfy Φt(Xt) > Φ
(0)
t . Since, when C > 0,

Φt(0) > Φt(0), and Φt(0) = M t, we also have Φt(0) > Φ
(0)
t (0), establishing the result for all Xt ∈ [0, 1].

Finally, we note that the proofs of results 1 and 2 make no direct use of the linearity assumption other

than to derive strict dominance bounds, so that these results would also hold for more general functional

forms for the returns to network scale, so long as this functional form satisfies the assumptions outlined

above (and in particular, that it is increasing and Lipschitz-continuous with respect to X and implies strict

dominance bounds).

B.2 Proofs for perfect foresight response to large shocks

In this section, we focus on the limit where T → +∞, and assume that all policy functions are approximately

stationary. Moreover, we assume that the shock size satisfies:

S >

(
1 +

θ

r + k

)
M c −Me

M c
. (33)

This condition is sufficient to imply that for any value of C and for any initial user base X0,

M0 = M c(1− S) < Φ(X0),

so that the economy enters the adoption region at time 0. The assumption T = +∞ can be relaxed, but

it is useful to obtain an analytical characterization of the threshold C(X0) above which externalities are

sufficiently strong for the shock to lead to permanent adoption. The assumption of perfect foresight also

allows for explicit solutions for hitting times. Analog, but weaker results in the general case with shocks are

derived in Appendix B.4.

We start by defining perfect foresight trajectories and peak response times formally.

Definition 3 (Perfect foresight trajectory). Let S satisfying condition (33) and X0 ∈ [0, 1). The perfect

foresight trajectory of the economy in response to the shock S starting from the user base X0 is defined as

the sample path
{
M̃t, X̃t

}
t≥0

corresponding to a sequence of innovations to cash demand that are exactly
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equal to zero for all t > 0. Such as sequence is given by:

M̃t = e−θtM0 + (1− e−θt)M c = (1− Se−θt)M c,

X̃t = e−ktX0 +

∫ t

0

e−k(t−s)a(M̃s, X̃s)ds,

a(Ms, Xs) = 1
{
M̃s ≤ Φ(X̃s)

}
.

(34)

Definition 4 (Peak response time). The peak response time, t̃(S,X0), is defined as the first time at which

M̃t passes through the threshold Φ(X̃t) along the perfect foresight trajectory:

t̂(X0) ≡ inf
{
t ≥ 0 | M̃t > Φ(X̃t)

}
.

Under Condition (33), the peak response time satisfies t̂(X0) > 0.

Next, we characterize adoption dynamics in the perfect foresight case, up to the determination of the

peak response time.

Lemma 4 (Adoption dynamics in the perfect foresight case). Along the perfect foresight trajectory, the

adoption decision and the user base are given by:

a(M̃t, X̃t) = 1
{
t < t̂(X0)

}
X̃t =

 1− e−kt(1−X0) if t < t̂(X0)

(1− e−kt̂(X0)(1−X0))e
−k(t−t̂(X0)) if t ≥ t̂(X0)

(35)

In particular, the user base is increasing for t < t̂(X0), decreasing for t ≥ t̂(X0), and satisfies:

lim
t→+∞

X̃t =

 0 if t̂(X0) < +∞

1 if t̂(X0) = +∞
(36)

Proof of Lemma 4. By definition of t̂(X0), we have that ∀0 ≤ t < t̂(X0), M̃t ≤ Φ(X̃t), so that for these

values of t, a(M̃t, X̃t) = 1
{
t < t̂(X0)

}
. If t̂(X0) = +∞, this is sufficient to establish the expression for the

adoption decision. If t̂(X0) < +∞, let t ≥ t̂(X0) and assume that M̃t > Φ(X̃t). In the infinitesimal time

period (t, t+ dt), the change in the user base is:

dX̃t =
(
a(M̃t, X̃t)− X̃t

)
kdt = −X̃tkdt < 0.

Thus X̃t+dt ≤ X̃t. By Result 2, the threshold Φ(X̃t) is increasing; therefore Φ(X̃t+dt) ≤ Φ(X̃t). Since

dM̃t = θ(M c − M̃t)dt ≤ 0, we have:

Φ(X̃t+dt) ≤ Φ(X̃t) < M̃t ≤ M̃t+dt,

implying that M̃t+dt > Φ(X̃t+dt) and so a(M̃t+dt, X̃t+dt) = 1. Thus, for any t ≥ t̂(X0), if M̃t > Φ(X̃t), then

it must be that M̃t+dt > Φ(X̃t+dt). Since the inequality holds at t = t̂(X0), by induction, M̃t > Φ(X̃t) for all

t ≥ t̂(X0), and so a(Mt, Xt) = 1 at all these dates, giving the expression in the Lemma. Finally, integrating
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Equation (34) implies the expressions reported in Equation (35), which in turn implies the limit reported in

Equation (36).

Next, we give the expression for the peak response time when it is finite.

Lemma 5 (Characterization of peak response time). Let X0 ∈ [0, 1). Assume that the peak response time

is finite: t̂(X0) < +∞. Then at any date t ≤ t̂(X0), the perfect foresight trajectory satisfies:

M̃t = F (X̃t), F (x) ≡ M c

(
1− S

(
1− x

1−X0

) θ
k

)
. (37)

Moreover, let X̂(X0) = X̃t̂(X0)
. Then X̂(X0) satisfies F (X̂(X0)) = Φ(X̂(X0)), and moreover:

t̂(X0) =
1

k
log

(
1−X0

1− X̂(X0)

)
=

1

θ
log

(
SM c

M c − Φ(X̂(X0))

)
. (38)

Proof of Lemma 5. Assume that t̂(X0) < +∞. Using Lemma 4, the trajectory
{
M̃t, X̃t

}
t≤t̂(X0)

must satisfy:

M̃t = (1− Se−θt) and X̃t = 1− e−kt(1−X0);

thus it must satisfy Equation (37). Moreover, if the peak response time is finite, denoting the peak response

of the user base by: X̂(X0) ≡ X̃t̂(X0)
, since the two trajectories M̃t and X̃t are continuous functions of time,

and by result 1, Φ is a continuous function of Xt, the trajectories must satisfy F (X̂(X0)) = Φ(X̂(X0)). The

expressions for the peak response time follow from M c(1− Se−θt̂(X0)) = Φ(X̂(X0)) = F (X̂(X0)).

Finally, we derive sufficient conditions for the peak response time to be either finite or infinite. For this,

we use the strict dominance bounds of Lemma 3. These bounds are linear functions of Xt, allowing for a

complete characterization of perfect foresight trajectories.

Lemma 6 (Lower bound). Let X0 [0, 1). Define:

Φ(X) = M c − r + k + θ

r + k
(M c −Me) +

r + k + θ

r + 2k
CX.

and let t̂(X0) be the peak response time associated with the perfect foresight trajectory generated by Φ. Then:

If θ = 0, t̂(X0) = +∞

If θ ∈ (0, k] , t̂(X0)

 < +∞ if 0 ≤ C < C(X0)

= +∞ if C ≥ C(X0)

If θ ∈ (k,+∞) , t̂(X0)

 < +∞ if 0 ≤ C ≤ C(X0)

= +∞ if C > C(X0)

(39)

where, when θ ∈ (0, k],

C(X0) =
r + 2k

r + k
(M c −Me) ,
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and when θ ∈ (k,+∞),

C(X0) ≡
r + 2k

r + k + θ

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c,

where X(X0) ∈ (X0, 1) is the unique solution to:

θ(1−X)
θ
k−1 − (θ − k)(1−X)

θ
k = k(1−X0)

θ
k
r + k + θ

r + k

M c −Me

SM c
.

Finally, when it is finite, the peak response time t̂(X0) satisfies:

t̂(X0) = t̂(0) +
1

θ
log (1 + h(X0)) ,

h(X0) ≡
(r + k)CX̂(X0)

(r + 2k)(M c −Me)− (r + k)CX̂(X0)
,

where h(X0) is positive and strictly increasing when C > 0, and where t̂(0) is the equilibrium peak response

time in the model with no external returns, C = 0:

t̂(0) =
1

θ
log

(
r + k

r + k + θ

SM c

M c −Me

)
.

Proof of Lemma 6. The peak response time is finite, if and only if, the curve:

F (X) = M c

(
1− S

(
1−X

1−X0

) θ
k

)

intersects the threshold Φ(X) for at least one value X(X0) ∈ (X0, 1). Note that X(X0) must be larger than

X0 because of our assumption that:

S >

(
1 +

θ

r + k

)(
M c −Me

M c

)
, (40)

and moreover, if the intersection occurs at X = 1, then the peak response time is infinite.

If θ = 0, the curve F (X) = M c(1 − S) is flat as a function of X and never intersects Φ(X), given that

the assumption in Equation (40) implies that F (X) < Φ ≤ Φ(X). So t̂(X0) = +∞.

If θ ∈ (0, k], then the curve F (X) is strictly increasing and either strictly convex (when θ < k), or linear

(when θ = k). Note that the assumption in Equation (40) implies that F (X0) < Φ(X0). So a necessary and

sufficient condition for F (X) and Φ(X) to intersect on (X0, 1) is that:

Φ(1) < F (1) = M c,

or, after simplifications,

C <
r + 2k

r + k
(M c −Me) .

If θ ∈ (k,+∞), then the curve F (X) is strictly increasing and strictly concave. Let:

∆(X) ≡ Φ(X)− F (X). (41)
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The largest value of C for which the two curves F (X) and Φ(X) intersect must be such that the two curves

are tangent at their point of intersection; in other words:

Φ(X̂;C) = F (X̂),

∂Φ(X̂;C)

∂X
=

∂F (X̂)

∂X
.

This is equivalent to:

r + k + θ

r + 2k
C =

SM c

1−X0

θ

k

(
1−X

1−X0

) θ
k−1

, (42)

r + k + θ

r + k
(M c −Me) =

r + k + θ

r + 2k
CX + SM c

(
1−X

1−X0

) θ
k

. (43)

Eliminating C, X must satisfy:

gLB(X) =
ak

S
(1−X0)

θ
k , gLB(X) = θ(1−X)

θ
k−1 − (θ − k)(1−X)

θ
k , a ≡ r + k + θ

r + k

M c −Me

Mc
(44)

The right hand side of this equation is strictly larger than 0 and strictly smaller than θ/k, given the as-

sumption that M c > Me and the assumption in Equation (40). For any X0, the function gLB is strictly

decreasing on (X0, 1) and satisfies:

gLB(X0) > k(1−X0)
θ
k , gLB(1) = 0.

Thus Equation (44) has a unique solution X(X0) ∈ (X0, 1). Given X(X0), the value of C(X0) is given by:

C(X0) =
r + 2k

r + k + θ

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c.

For any C > C(X0), the function ∆(X) has no zero in (X0, 1). For C = C(X0), it has exactly one zero,

which is given by X(X0), which gives the peak response of the adoption trajectory. For C < C(X0), the

function ∆(X) has at least one zero in
(
X0, X(X0)

)
, which also gives the peak response of the adoption

trajectory.

Let X̂(X0) be the peak response when t̂(X0) < +∞. The condition ∆(X̂(X0)) can be written as:

e−θt̂(0) = e−θt̂(X0) +
r + k + θ

r + 2k

C

SM c
X̂(X0),

where the peak response time under C = 0 (which is always finite, by the results above), is independent of

X0, and given by:

t̂(0) =
1

θ
log

(
r + k

r + k + θ

SM c

M c −Me

)
.

Manipulating this expression gives the expression for the function h(.). (Note that the peak response time

when C = 0 is the same for equilibrium adoption trajectory and for the lower bound considered in this

lemma, since when C = 0, Φ = Φ = Φ, as indicated by Lemma 3).
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Lemma 7 (Upper bound). Let X0 [0, 1). Define:

Φ(Xt) = M c − r + k + θ

r + k
(M c −Me) +

r + k + θ

r + 2k
CX +

r + k + θ

r + 2k

k

r + k
C.

and let t̂(X0) be the peak response time associated with the perfect foresight trajectory generated by Φ. Then:

If θ = 0, t̂(X0) = +∞

If θ ∈ (0, k] , t̂(X0)

 < +∞ if 0 ≤ C < C(X0)

= +∞ if C ≥ C(X0)

If θ ∈ (k,+∞) , t̂(X0)

 < +∞ if 0 ≤ C ≤ C(X0)

= +∞ if C > C(X0)

(45)

where, when θ ∈ (0, 1],

C(X0) = M c −Me,

and when θ ∈ (k,+∞),

C(X0) ≡
r + 2k

r + k + θ

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c.

where X(X0) ∈ (X0, 1) is the unique solution to:(
1 +

k

r + k

)
θ(1−X)

θ
k−1 − (θ − k)(1−X)

θ
k = k(1−X0)

θ
k
r + k + θ

r + k

M c −Me

SM c
.

Proof of Lemma 7. Note that the assumption that:

S >

(
1 +

θ

r + k

)(
M c −Me

M c

)
, (46)

implies that Φ(X0) > F (X0), as for the case of the lower threshold Φ.

The case θ ∈ [0, k] is similar to the proof of Lemma 6, noting that the condition Φ(1) < F (1) is equivalent

to:

C < M c −Me.

If θ ∈ (k,+∞), the conditions characterizing the largest value of C for which there is an intersection

between the two curves becomes:

r + k + θ

r + 2k
C =

SM c

1−X0

θ

k

(
1−X

1−X0

) θ
k−1

, (47)

r + k + θ

r + k

(
M c −Me − k

r + 2k
C

)
=

r + k + θ

r + 2k
CX + SM c

(
1−X

1−X0

) θ
k

. (48)
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Eliminating C, X must satisfy:

gUB(X) =
ak

S
(1−X0)

θ
k , gUB(X) ≡

(
1 +

k

r + k

)
θ(1−X)

θ
k−1−(θ−k)(1−X)

θ
k , a ≡ r + k + θ

r + k

M c −Me

Mc
.

(49)

The right hand side of this equation is strictly larger than 0 and strictly smaller than θ/k, given the as-

sumption that M c > Me and the assumption in Equation (40). For any X0, the function gUB is strictly

decreasing on (X0, 1) and satisfies:

gUB(X0) > k(1−X0)
θ
k , gUB(1) = 0.

Thus Equation (49) has a unique solution X(X0) ∈ (X0, 1). Given X(X0), the value of C(X0) is given by:

C(X0) =
r + 2k

r + k + θ

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c.

For any C > C(X0), the function ∆(X) = F (X) − Φ(X) has no zero in (X0, 1). For C = C(X0), it has

exactly one zero, which is given by X(X0), which gives the peak response of the adoption trajectory. For

C(X0), the function ∆(X) has at least one zero in (X0, X(X0)), which also gives the peak response of the

adoption trajectory.

Lemma 8 (Monotonicity). Consider two perfect foresight trajectories,
{
M̃t, X̃

(a)
t

}
and

{
M̃t, X̃

(b)
t

}
, associ-

ated with the same shock S and the same initial condition X0, but generated by two adoption thresholds Φ
(a)
t

and Φ
(b)
t that satisfy:

∀X ∈ [0, 1] , ∀t ≥ 0, Φ
(a)
t (X) ≤ Φ

(b)
t (X).

Then the two trajectories satisfy:

t̂(a)(S,X0) ≤ t̂(b)(S,X0) and ∀t ≥ 0, X̃
(a)
t ≤ X̃

(b)
t .

Proof of Lemma 8. Let t ≥ 0 and assume that X̃
(a)
t ≤ X̃

(b)
t . In the infinitesimal time interval (t, t + dt),

using the law of motion for each of the perfect foresight trajectories,

X̃
(b)
t+dt − X̃

(a)
t+dt = (X̃

(b)
t − X̃

(a)
t )(1− kdt) +

(
1
{
M̃t ≤ Φ

(b)
t (X̃b

t )
}
− 1

{
M̃t ≤ Φ

(a)
t (X̃a

t )
})

kdt. (50)

Since Φ
(b)
t (X̃

(b)
t ) ≥ Φ

(b)
t (X̃

(a)
t ) ≥ Φ

(a)
t (X̃

(a)
t ),

1
{
M̃t ≤ Φ

(b)
t (X̃b

t )
}
≥ 1

{
M̃t ≤ Φ

(a)
t (X̃a

t )
}
.

Therefore, X̃b
t ≥ X̃a

t implies X̃
(b)
t+dt ≥ X̃

(a)
t+dt. Since

˜̃X
(b)
0 = ˜̃X

(a)
0 = X0, by induction, X̃

(a)
t ≤ X̃

(b)
t . Therefore,

along the two trajectories, we have Φ
(b)
t (X

(b)
t ) ≥ Φ

(a)
t (X

(a)
t ), so that

∀t ≥ 0, M̃t > Φ
(b)
t (X

(b)
t ) =⇒ M̃t > Φ

(a)
t (X

(a)
t ),

implying that t̂(a)(S,X0) ≤ t̂(b)(S,X0).
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Lemma 9 (Bounds on equilibrium peak response times). Let t̂(X0) be the peak response times associated

with the equilibrium threshold Φ. Then,

∀(S,X0), t̂(X0) ≤ t̂(X0) ≤ t̂(X0).

Proof of Lemma 9. By Lemma 3, the equilibrium threshold and the two strict dominance thresholds satisfy:

Φ(X) ≤ Φ(X) ≤ Φ(X). Applying Lemma 8 then gives the result.

This completes the characterization of the equilibrium adoption dynamics in perfect foresight. In par-

ticular, the partition of the space of (C,X0) into regions corresponding to finite and infinite peak response

times, and reported in Figure 3 and Appendix Figure H.16 follow from Lemmas 6, 7 and 9. We conclude by

mapping these results to Predictions 1a, 2a, and 3a in Section 3.2.1.

Proof of Predictions 1a and 2a. By Result 2, when C > 0, the equilibrium adoption threshold satisfies

Φ(X) > Φ(0)(X), where Φ(0)(X) is the adoption threshold when C = 0. By Lemma 8, this implies

that t̂(X0) > t̂(0). Moreover, lemma 9 indicates that t̂(X0) ≥ t̂(X0). When C > C(X0), by Lemma 6,

t̂(X0) = +∞, implying that t̂(X0) = +∞.

Note that Equation (14), in the main text, follows from Lemmas 6 and 8.

Proof of Prediction 3a. By Lemma 6, when the peak response time exists, it must satisfy:

F (X̂(X0);X0) = Φ(X̂(X0)).

Applying the implicit function theorem, we obtain:

∂X̂

∂X0
=

SM c(1−X)
θ
k−1(1−X0)

− θ
k
θ
k

SM c(1−X)
θ
k−1(1−X0)−

θ
k−1 θ

k +Φ′(X̂(X0))
> 0. (51)

Thus X̂(X0) increases with X0. By Lemma 5, when it is finite, the peak response time satisfies:

t̂(X0) =
1

θ
log

(
SM c

M c − Φ(X̂(X0))

)
. (52)

The right-hand side is an increasing function of X̂(X0), yielding the result.

B.3 Perfect foresight response when T < +∞

In this section, we analyze the perfect foresight response of the economy when T < +∞, so that, contrary

to Section B.2, policy functions may not be stationary. We make the following two assumptions:

S >

(
1 +

θ

r + k

)
M c −Me

M c
, (53)

T >
1

θ
log

(
SM c

M c −Me

)
. (54)

The first condition is identical to condition (33) and ensures that there is adoption on impact, even when

C = 0. As explained below, the second condition ensures that in the case where C = 0, the perfect foresight
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response has a finite peak response time. Peak response times and perfect foresight trajectories are defined

similarly to B.2.

Definition 5 (Perfect foresight trajectory). Let S satisfying condition (53) and X0 ∈ [0, 1). The perfect

foresight trajectory of the economy associated with an arbitrary sequence of thresholds {Φt}t≥0 in response

to the shock S starting from the user base X0 is defined as the sample path
{
M̃t, X̃t

}
t≥0

corresponding to

a sequence of innovations to cash demand that are exactly equal to zero for all t > 0. Such as sequence is

given by:

M̃t =

 (1− Se−θt)M c if 0 ≤ t ≤ T

(1− Se−θT )M c if t > T

X̃t = e−ktX0 +

∫ t

0

e−k(t−s)at(M̃s, X̃s)ds,

at(Ms, Xs) = 1
{
M̃s ≤ Φt(X̃s)

}
.

(55)

Definition 6 (Peak response time). The peak response time, t̃(S,X0), is defined as the first time at which

M̃t passes through the threshold Φt(X̃t) along the perfect foresight trajectory:

t̂(X0) ≡ inf
{
t ≥ 0 | M̃t > Φt(X̃t)

}
.

Under Condition 53, the peak response time satisfies t̂(X0) > 0.

We establish the three following predictions in the case T < +∞.

Prediction 1d. (Persistent response of the user base) When C > 0, the response of the user base

satisfies X̃t ≥ X̃
(0)
t for all t ≥ 0, where X̃(0) is the perfect foresight adoption trajectory when C = 0.

Moreover, when C > C(X0), lim
t→+∞

X̃t = 1 > X0, where the expression for Ĉ(X0) is given in Lemma (12).

Prediction 2d. (Persistent response of the adoption rate) When C > 0, the adoption response is

at = 1 for all t ≤ t̂(X0), where the peak response time satisfies t̂(X0) ≥ t̂(0). Moreover, when C ≥ C(X0),

t̂(X0) = +∞.

Prediction 3d. (Positive state-dependence with respect to the initial user base) When C > 0, the

persistence of the response satisfies:

t̂(X0) ≥ t(X0),

where the function t(X0) is increasing with X0.

Relative to the case T → +∞, main intuitions from Predictions 1a-3a are preserved, but there are two

main differences. The first is that we do not provide a general partition of the long-run behavior of the user

share as a function of the initial adoption rate, X0, and the strength of complementarities, C, as in Figure 3.

The second is that Prediction 3a is slightly weaker: we cannot establish that the peak response time itself is

increasing with the user base, but only that it is bounded from below by a function that is increasing with

respect to the user base.

We start by characterizing the perfect foresight trajectory.

Lemma 10 (Characterization of perfect foresight trajectory). Let X0 ∈ [0, 1). Let {Φt}t≥0 be an arbitrary

sequence of positive, increasing thresholds satisfying: Φt = ΦT for all t ≥ T . Assume that the peak response
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time associated with the sequence of thresholds is finite: t̂(X0) < +∞. Then it must be smaller than T :

t̂(X0) ≤ T . Moreover, at any date t ≤ t̂(X0), the perfect foresight trajectory satisfies:

M̃t = F (X̃t), F (x) ≡ M c

(
1− S

(
1− x

1−X0

) θ
k

)
. (56)

Moreover, let X̂(X0) = X̃t̂(X0)
. Then X̂(X0) satisfies F (X̂(X0)) = Φt̂(X0)

(X̂(X0)), and moreover:

t̂(X0) =
1

k
log

(
1−X0

1− X̂(X0)

)
=

1

θ
log

(
SM c

M c − Φt̂(X0)
(X̂(X0))

)
. (57)

This result holds in particular when the sequence of thresholds is the equilibrium sequence characterized

in Result 1. Therefore, when the peak response time of the perfect foresight trajectory associated with the

equilibrium sequence of thresholds is finite, it must be smaller than T .

Proof of Lemma 10. Assume that t̂(X0) < +∞. First, note that by definition of the peak response time, for

any t ≤ t̂(X0), we must have:

Xt = 1− e−kt(1−X0).

Next, note that if it is finite, the the peak response time must satisfy t̂(X0) ≤ T . Assume otherwise, that is,

+∞ > t̂(X0) > T . Then it must be that:

ΦT (1− e−kT (1−X0)) > MT = (1− Se−θT )M c

Since Φt = ΦT for all t ≥ T , and since mean-reversion vanishes for t ≥ T , we must have:

Φt(1− e−kt(1−X0)) = ΦT (1− e−kt(1−X0)) ≥ ΦT (1− e−kT (1−X0)) > MT = Mt

so that there is no adoption for t ≥ T . Therefore, t̂(X0) = +∞, a contradiction. Thus when it is finite, the

peak response time must satisfy t̂(X0) ≤ T .

Using Definition 55, the trajectory
{
M̃t, X̃t

}
t≤t̂(X0)

must satisfy:

M̃t = (1− Se−θt) and X̃t = 1− e−kt(1−X0),

and therefore Equation (56). Moreover, if the peak response time is finite, denoting the peak response of the

user base by: X̂(X0) ≡ X̃t̂(X0)
, since the two trajectories M̃t and X̃t are continuous functions of time, and

since by result 1, Φ is a continuous function of Xt, the trajectories must satisfy F (X̂(X0)) = Φt̂(X0)
(X̂(X0)).

The expressions for the peak response time follow fromM c(1−Se−θt̂(X0)) = Φt̂(X0)
(X̂(X0)) = F (X̂(X0)).

Lemma 11 (The perfect foresight trajectory when C = 0). Assume that C = 0. Then if condition 54 holds,

the peak response time when C = 0 is the unique solution to:

t̂(0) =
1

θ
log

(
SM c

M c −Me

r + k + θe−(r+k+θ)(T−t̂(0))

r + k + θ

)
. (58)

Proof of Lemma 11. In this case, using Lemma 3, the equilibrium sequence of thresholds is independent of
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Xt, and given by:

Φ
(0)
t =


M c − r + k + θ

r + k + θe−(r+k+θ)(T−t)
(M c −Me) if t ≤ T

Me if t ≥ T

Using this expression along with Lemma B.3, if the peak response time is finite, it must satisfy:

t̂(0) =
1

θ
log

(
SM c

M c −Me

r + k + θe−(r+k+θ)(T−t̂(0))

r + k + θ

)
(59)

Denoting:

v(t) = t− 1

θ
log

(
SM c

M c −Me

r + k + θe−(r+k+θ)(T−t)

r + k + θ

)
, (60)

computation shows that v′(t) > 0. Moreover, Assumption 54 implies v(T ) > 0, while Assumption 53 implies

v(0) < 0. So there is a unique solution, t̂(0), to Equation (59). Moreover, it is straightforward to check that,

because of the monotonicity of v(t), for all t < t̂(0), M̃t < Φt, while for all T ≥ t ≥ t̂(0), M̃t ≥ Φt. Thus the

peak response time is finite and equal to t̂(0).

Lemma 3 shows that a lower bound on equilibrium thresholds is given by:

Φt(X) =


M c +

r + k + θ

r + k + θe−(r+k+θ)(T−t)

(
r + k

r + 2k
CX − (M c −Me)

)
if t ≤ T

Me +
r + k

r + 2k
CX if t ≥ T

Define the sequence of (time-invariant) thresholds {Φt}t≥0 by:

Φt(X) = IT +
r + k

r + 2k
CX, IT ≡ M c − r + k + θ

r + k + θe−(r+k+θ)T
(M c −Me).

Computation shows that:

∀t ≥ 0,∀X ∈ [0, 1] , Φt(X) ≥ Φt(X). (61)

We next prove the following lemma regarding the perfect foresight trajectory generated by the sequence

{Φt}t≥0, which is an analog of Lemma (6).

Lemma 12 (Lower bound). Let t̂(X0) be the peak response time associated with the perfect foresight trajectory

generated by the sequence {Φt}t≥0. Then:

If θ = 0, t̂(X0) = +∞

If θ ∈ (0, k] , t̂(X0)

 < +∞ if 0 ≤ C < C(X0)

= +∞ if C ≥ C(X0)

If θ ∈ (k,+∞) , t̂(X0)

 < +∞ if 0 ≤ C ≤ C(X0)

= +∞ if C > C(X0)
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where, when θ ∈ (0, k],

C(X0) =
r + 2k

(r + k)(1− e−kT (1−X0))

(
r + k + θ

r + k + θe−(r+k+θ)T
(M c −Me)− Se−θTM c

)
,

and when θ ∈ (k,+∞),

C(X0) ≡
r + 2k

r + k

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c,

where X(X0) ∈ (X0, 1) is the unique solution to:

θ(1−X)
θ
k−1 − (θ − k)(1−X)

θ
k = k(1−X0)

θ
k

r + k + θ

r + k + θe−(r+k+θ)T

M c −Me

SM c
.

Proof of Lemma 12. The proof is similar to the proof Lemma 6, but for a different threshold. Where there

is no difference between proofs, we refer to the that proof.

The peak response time is finite, if and only if, the curve:

F (X) = M c

(
1− S

(
1−X

1−X0

) θ
k

)

intersects the threshold Φ(X) for at least one value X(X0) ∈
(
X0, 1− e−kT (1−X0)

)
. Note that X(X0)

must be larger than X0 because of Assumption (53), and it must be smaller than 1− e−kT (1−X0) because

by Lemma (11), if the peak response time associated with a threshold is finite, it must be smaller than T .

If θ = 0, the proof the same as for Lemma 6.

If θ ∈ (0, k], following similar arguments as in the proof of Lemma 6, a necessary and sufficient condition

for F (X) and Φ(X) to intersect on
(
X0, 1− e−kT (1−X0)

)
is that:

Φ(1− e−kT (1−X0)) < F (1− e−kT (1−X0)),

or, after simplifications,

C <
r + 2k

(r + k)(1− e−kT (1−X0))

(
r + k + θ

r + k + θe−(r+k+θ)T
(M c −Me)− Se−θTM c

)
.

If θ ∈ (k,+∞), then the curve F (X) is strictly increasing and strictly concave. The largest value of C

for which the two curves F (X) and Φ(X) intersect must be such that the two curves are tangent at their

point of intersection; in other words:

Φ(X̂) = F (X̂),
∂Φ(X̂)

∂X
=

∂F (X̂)

∂X
.

This is equivalent to:

r + k

r + 2k
C =

SM c

1−X0

θ

k

(
1−X

1−X0

) θ
k−1

, (62)

r + k + θ

r + k + θe−(r+k+θ)T
(M c −Me) =

r + k

r + 2k
CX + SM c

(
1−X

1−X0

) θ
k

. (63)
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Eliminating C, X must satisfy:

gLB(X) =
ak

S
(1−X0)

θ
k , gLB(X) ≡ θ(1−X)

θ
k−1 − (θ− k)(1−X)

θ
k , a ≡ r + k + θ

r + k + θe−(r+k+θ)T

M c −Me

Mc
(64)

Note that a/S < 1. The right hand side of this equation is strictly larger than 0 and strictly smaller than

θ/k, given the assumption that M c > Me and the assumption in Equation (53). For any X0, the function

gLB is strictly decreasing on (X0, 1) and satisfies:

gLB(X0) > k(1−X0)
θ
k >

ak

S
(1−X0)

θ
k , gLB(1− e−kT (1−X0)) <

ak

S
(1−X0)

θ
k .

Thus Equation (64) has a unique solution X(X0) ∈
(
X0, 1− e−kT (1−X0)

)
. Given X(X0), the value of

C(X0) is given by:

C(X0) =
r + 2k

r + k

θ

k

(1−X(X0))
θ
k−1

(1−X0)
θ
k

SM c.

For any C > C(X0), the function ∆(X) ≡ F (X) − Φ(X) has no zero in
(
X0, 1− e−kT (1−X0)

)
. For

C = C(X0), it has exactly one zero, which is given by X(X0), which gives the peak response of the adoption

trajectory. For C(X0) > C, the function ∆(X) has at least one zero in (X0, X(X0)), which also gives the

peak response of the adoption trajectory.

We are now in a position to prove Predictions 1d, 2d and 3d.

Proof of Predictions 1d and 2d. Fix C > 0 and
{
Φ

(0)
t

}
t≥0

be the corresponding equilibrium sequence of

adoption thresholds and X̃t the perfect foresight adoption trajectory. First, note that by Lemma 3, the

equilibrium sequence of adoption thresholds
{
Φ

(0)
t

}
t≥0

for the case C = 0 satisfy Φt ≥ Φ
(0)
t . By Lemma 8,

the perfect foresight trajectory must therefore satisfy X̃t ≥ X̃
(0)
t .

Let
{
X̃t

}
t≥0

be the perfect foresight trajectory associated with the (time-invariant) sequence of thresh-

olds {Φt}t≥0. Since Φt ≥ Φt ≥ Φt for all t ≥ 0, we have that X̃t ≥ X̃t and t̂(X0) ≥ t̂(X0). Lemma 12 then

establishes the rest of the results in Predictions 1d and 2d.

Proof of Prediction 3d. The proof of Predictions 1d and 2d establishes that

t̂(X0) ≥ t̂(X0).

Thus what remains to be established is that t̂(X0) is increasing with respect to X0. Let X̂(X0) denote the

peak response of the user base under the (time-invariant) sequence of adoption thresholds {Φt}t≥0. Following

the same steps as in the proof of Prediction 3d, we can show that X̂(X0) is increasing with X0. Lemma 10

then shows that:

t̂(X0) =
1

θ
log

(
SM c

M c − Φ(X̂(X0))

)
. (65)

The right-hand side is an increasing function of X̂(X0), yielding the result.
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B.4 Response to large shocks: general case

Next, we prove Predictions 1b and 2b. To do this, we first prove Lemma 13, which states the following.

Define the partial ordering ≻ on sequences of adoption thresholds (that is, sequences of continuous, increasing

and real-valued functions over [0, 1]) by:

Φ(2) ≻ Φ(1) ⇐⇒ ∀t ≥ 0,∀X ∈ [0, 1] ,Φ
(2)
t (X) > Φ

(1)
t (X).

Lemma 13 states that when two sequences of adoption thresholds satisfy Φ(2) ≻ Φ(1), then their IRFs inherit

the ordering, that is, the IRFs associated with Φ(2) are strictly higher than those associated with Φ(1).

Lemma 13 (Threshold monotonicity). Consider two sequences of adoption thresholds satisfying Φ(2) ≻ Φ(1).

For i = 1, 2, define:

dX
(i)
t =

(
a
(i)
t (Mt, X

(i)
t )−X

(i)
t

)
kdt

a
(i)
t (Mt, X

(i)
t ) = 1

{
Mt ≤ Φ

(i)
t

(
X

(i)
t

)}
where Mt is the stochastic process defined in Equation (3). Then, for any t > 0, S > 0 and X ∈ [0, 1),

I(1)
a (t, S,X) ≡ E0

[
at

(
Mt, X

(1)
t

)
| M0 = (1− S)M c, X

(1)
0 = X

]
< E0

[
at

(
Mt, X

(2)
t

)
| M0 = (1− S)M c, X

(2)
0 = X

]
≡ I(2)

a (t, S,X) .

and

I(1)
X (t, S,X) ≡ E0

[
Xt

(
Mt, X

(1)
t

)
| M0 = (1− S)M c, X

(1)
0 = X

]
< E0

[
Xt

(
Mt, X

(2)
t

)
| M0 = (1− S)M c, X

(2)
0 = X

]
≡ I(2)

X (t, S,X) .

Proof of Lemma 13. Fix initial conditions (M0 = M c(1 − S), X0 = X), and fix a particular sample path

for cash-based demand, M = {M̃t}t≥0, that is, the values cash-based demand starting associated with the

initial conditionM0 and a particular sequence of exogenous innovations {d̃Zt}t≥0. Let the user base {X(M,i)
t }

generated by the sample path M using the adoption threshold Φ(i) be defined as:

X
(M,i)
t = k

∫ t

0

a(i)s (Ms, X
(M,i)
s )ds+ e−ktX, i = 1, 2.

We next show by induction that X
(M,1)
t ≤ X

(M,2)
t for all t ≥ 0. Consider a particular date t and assume that

X
(M,1)
t ≤ X

(M,2)
t . By assumption, Φ

(1)
t (X) < Φ

(2)
t (X) for any X ∈ [0, 1], and both thresholds are increasing,

so:

Φ
(1)
t (X

(1)
t ) ≤ Φ

(1)
t (X

(2)
t ) < Φ

(2)
t (X

(2)
t ).

Therefore, a
(1)
t (Mt, X

(M,i)
t ) ≤ a

(2)
t (Mt, X

(M,i)
t ). In an infinitesimal time period, we have, for i = 1, 2:

X
(M,i)
t+dt = (1− kdt)X

(M,i)
t + a

(i)
t (Mt, X

(M,i)
t )kdt.

When X
(M,1)
t ≤ X

(M,2)
t , this implies that X

(M,1)
t+dt ≤ X

(M,2)
t+dt . Since by assumption X

(M,1)
0 = X

(M,2)
0 = X,
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this proves that X
(M,1)
t ≤ X

(M,2)
t for all t ≥ 0. In turn, along the sample path M , we therefore have

Φ
(1)
t (X

(M,1)
t ) < Φ

(2)
t (X

(M,2)
t ), where the inequality is strict because of the assumption that Φ

(1)
t (X) <

Φ
(2)
t (X) for all X ∈ [0, 1]. Therefore:

1
{
Mt ≤ Φ

(2)
t

(
X

(M,2)
t

)}
− 1

{
Mt ≤ Φ

(1)
t

(
X

(M,1)
t

)}
= 1

{
Φ

(1)
t

(
X

(M,1)
t

)
< Mt ≤ Φ

(2)
t

(
X

(M,2)
t

)}
, (66)

where the interval
(
Φ

(1)
t

(
X

(M,1)
t

)
,Φ

(2)
t

(
X

(M,2)
t

)]
has a non-empty interior. Then, note that:

I(2)
a (t, S,X)− I(1)

a (t, S,X) = E0

[
1
{
Mt ≤ Φ

(2)
t

(
X

(2)
t

)}
| M0, X0

]
− E0

[
1
{
Mt ≤ Φ

(1)
t

(
X

(1)
t

)}
| M0, X0

]
= E0

[
1
{
Φ

(1)
t

(
X

(1)
t

)
< Mt ≤ Φ

(2)
t

(
X

(2)
t

)}
| M0, X0

]
= P

(
Mt ∈

(
Φ

(1)
t

(
X

(1)
t

)
,Φ

(2)
t

(
X

(2)
t

)]
|M0, X0

)
> 0,

where to go from the first to the second line, we integrated the relationship (66) across all sample paths, and,

in the last line, we used the fact that along any sample path,
(
Φ

(1)
t

(
X

(M,1)
t

)
,Φ

(2)
t

(
X

(M,2)
t

)]
has non-empty

interior. This establishes the result for the IRF of the adoption decision, at. The result for the IRF of the

user base follows from the relationship: IX(t, S,X) = k
∫ t

0
Ia(u, S,X)du+ e−ktX.

Proof of Predictions 1b and 2b. By Result 2, for any C > 0, the equilibrium sequence of adoption thresholds

associated with C, which we denote by Φ, satisfies Φ ≻ Φ(0), where Φ(0) = {Φ(0)
t }t≥0 = {M t}t≥0 is the

equilibrium sequence of adoption thresholds in the model where C = 0 (where M t is defined in Lemma 3).

Applying Lemma 13 to these two equilibrium sequences of thresholds establishes the results.

Finally, we prove Prediction 3b.

Proof of Prediction 3b. For a given initial condition M0, fix a particular sample path for cash-based demand,

M = {Mt}t≥0. Let X
(1)
0 < X

(2)
0 be two initial sizes of the user base, and let the user base {X(M,i)

t } generated

by the sample path M using the equilibrium adoption threshold Φ given initial condition X
(i)
0 be defined as:

X
(M,i)
t = k

∫ t

0

as(Ms, X
(M,i)
s )ds+ e−ktX

(i)
0 , i = 1, 2,

where at(M,X) ≡ 1 {M ≤ Φt(X)}. We next show by induction that X
(M,1)
t < X

(M,2)
t for all t ≥ 0. Consider

a particular date t and assume that X
(M,1)
t < X

(M,2)
t . We have:

X
(M,i)
t+dt = (1− kdt)X

(M,i)
t + at(Mt, X

(M,i)
t )kdt, i = a, b. (67)

By Result 2, Φt(.) is increasing. Therefore, Φt

(
X

(M,1)
t

)
≤ Φt

(
X

(M,2)
t

)
, so that at(Mt, X

(M,2)
t ) ≥ at(Mt, X

(M,1)
t ).

Equation (67) then implies that X
(M,1)
t+dt < X

(M,2)
t+dt . Since X

(M,1)
0 < X

(M,2)
0 , we therefore have that X

(M,1)
t <

X
(M,2)
t for all t ≥ 0. This proof also shows that along any sample path M ,

at(Mt, X
(M,1)
t ) ≤ at(Mt, X

(M,2)
t ),

which, for M0 = (1 − S)M c, implies that Ia
(
t, S,X

(1)
0 , C

)
≤ Ia

(
t, S,X

(2)
0 , C

)
. Next we show that the

inequality is strict when C > 0. In that case, by Result 2, Φt(.) is strictly increasing, so that for all t ≥ 0,
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Φt(X
(1)
t ) < Φt(X

(2)
t ). If:

Φ0(X
(1)
0 ) < M0 ≤ Φ0(X

(2)
0 ),

then:

E0

[
a0(M0, X

(1)
0 )|M0, X0 = X

(1)
0

]
= 0 < 1 = E0

[
a0(M0, X

(2)
0 )|M0, X0 = X

(2)
0

]
,

which implies that the inequality is strict. Otherwise, the adoption decisions on impact are the same for

the two initial values of the user base: a0(M0, X
(1)
0 ) = a0(M0, X

(2)
0 ) ≡ ã0 ∈ {0, 1}. In the infinitesimal time

period [0, dt], the user base is locally deterministic, and given by:

X
(1)
dt = (1− kdt)X

(1)
0 + ã0kdt, i = a, b, (68)

so that X
(1)
dt < X

(2)
dt , and so Φdt

(
X

(1)
dt

)
< Φdt

(
X

(2)
dt

)
. Since X

(i)
dt , i = 1, 2, is known at time 0, we have:

E0

[
adt(Mdt, X

(2)
dt )
]
− E0

[
adt(Mdt, X

(1)
dt )
]
= P

(
Mdt ≤ Φdt

(
X

(2)
dt

))
− P

(
Mdt ≤ Φdt

(
X

(1)
dt

))
= P

(
Φdt

(
X

(1)
dt

)
< Mdt ≤ Φdt

(
X

(2)
dt

))
> 0,

establishing the result for C > 0. When C = 0, by Lemma 3, we know that the adoption threshold is Φt = M t

which is independent of Xt. So the IRF of the adoption decision is given by Ia (t, S,X0, 0) = P (Mt ≤ M t).

This expression is independent of X0, establishing the result.

B.5 Microfoundation with two-sided market

This appendix describes a version of the model with extended microfoundations. Relative to the baseline

model, the model described here has two additional features. First, firms that have adopted the electronic

payments technology can still accept payments in cash, so that the electronic payments technology is an add-

on, not an alternative to cash. (That is, the model accommodates multihoming by firms.) Second, the choice

of consumers between cash and electronic payments is explicitly modelled. (We also allow for multihoming

by consumers.) The main result is that the model with extended microfoundations is isomorphic to the

model described in Section 3.

Consumers There is a continuum of mass 1 of identical households. Each period, households randomly

meet with firms. Each household holds D units of deposits, where D is exogenous and fixed. Deposits

can be used for payment in retail transactions, either by converting them to cash or by using them in

electronic payments. Households can only withdraw up to Lt units of cash, where Lt is exogenous. Finally,

they behave myopically: each period, after observing the number of firms that accept electronic payments,

Xt ≡
∫
i∈[0,1]

1 {xi,t = e} di ∈ [0, 1], they solve the following problem:

max
Cc

t ,C
e
t ,L

c
t ,L

e
t

Xt (ζC
e
t + (1− ζ)Cc

t ) + (1−Xt)C
c
t −

1

2γ

(
Le
t − Le

Pt

)2

s.t. Lc
t + Le

t ≤ D [λt]

Lc
t ≤ Lt [µt]

PtC
c
t ≤ Lc

t [νct ]

PtC
e
t ≤ Le

t [νet ]
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Because meetings are random, the probability that a household meets a firm that accepts both electronic

payments and cash is Xt. Upon meeting, the household and the firm decide on which means of payment

to use in order to conduct the transaction. We assume that electronic money is chosen with probability ζ,

and cash is chosen otherwise; the probability ζ is exogenous and constant. Meeting a firm that accepts both

electronic payments and cash thus yields expected utility ζCe
t +(1− ζ)Cc

t to the household. If the household

instead meets a firm that only accepts cash, the meeting yields utility Cc
t .

Additionally, there are quadratic utility costs associated with holding real balances of electronic means of

payment away from an exogenous level Le. Here, Le could be arbitrarily small. This cost is non-pecuniary:

it is a shorthand for modeling cognitive or, in this static framework, opportunity costs of adjusting real

balances of electronic money. Finally, the household’s problem is subject to two constraints that state that

consumption using either type of payment cannot exceed real balances of each type.104 We assume that

prices of consumption goods are constant, and normalize them to Pt = 1. Eliminating the multipliers νct and

νet , the necessary first-order conditions for optimality for this problem can be written as:

λt +
1

γ
(Le

t − Le) = ζXt

λt + νt = 1−Xt + (1− ζ)Xt

(69)

along with two complementary-slackness conditions, λt (D − Lc
t − Le

t ) = 0 and µt (Lt − Lc
t) = 0. The two

state variables of the household’s problem are Xt and Lt.

Firms The problem of each firm is identical to that described in Section 3, except for the definition of flow

profits of each firms. Namely, we now assume that profits are now given by:

Π(xi,t, C
c
t , C

e
t ) =

{
(µ− 1) (ζCe

t + (1− ζ)Cc
t ) if xi,t = e,

(µ− 1)Cc
t if xi,t = c.

where µ > 1 is a constant markup over marginal cost. Each period, the firm meets a different household.

If the firm accepts electronic payments (xi,t = e), its expected revenue is ζCe
t + (1 − ζ)Cc

t . Otherwise, its

revenue is Cc
t . The rest of the firms’ problem is identical. Following the same steps as in the main text, net

adoption benefits follow:

Bt = Et

[∫
s≥0

e−(r+k)ds(µ− 1)ζ
(
Ce

t+s − Cc
t+s

)
ds

]
(70)

implying that the state variables relevant to the adoption decision are now (Cc
t , C

e
t ). Following the same

steps as in the baseline model, the law of motion for the user base is now:

dXt = (at(C
c
t , C

e
t )−Xt)kdt, (71)

where:

at(C
c
t , C

e
t ) = 1 {Bt (C

c
t , C

e
t ) ≥ 0} . (72)

We define the best response correspondence, ã, as in Equation (10) in the main text.

There is a unique exogenous stochastic process in the model, Lt, the dynamics of which we leave un-

specified for now. We focus on equilibria where the consumption and payments decisions of households are

104Because of the static nature of the household’s problem, these are not, strictly speaking, “cash in advance” constraints.
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Markov in the two aggregate states (Lt, Xt). We define equilibria as follows.

Definition 7 (Equilibrium). Given a stochastic process for Lt, an equilibrium is (a) household choice rules

Cc
t , C

e
t , L

c
t , L

e
t , and their associated Lagrange multipliers, all of which are functions R2 → R; (b) a set of

adoption rules a = {at}t≥0, where each at : R2 → {0, 1}, (c) a stochastic process Xt for the user base, such

that:

1. ∀(t, Lt, Xt) ∈ R+ × R× [0, 1], the adoption rule is a symmetric best reponse to itself:

ât(C
c
t (Lt, Xt), C

e
t (Lt, Xt); a|t) = at(C

c
t (Lt, Xt), C

e
t (Lt, Xt))

2. ∀(t, Lt, Xt) ∈ R+ × R × [0, 1], Cc
t (Lt, Xt), C

e
t (Lt, Xt), L

c
t(Lt, Xt), L

e
t (Lt, Xt) and their associated La-

grange multipliers satisfy the first-order conditions given in Equation (69);

3. the user base Xt follows the law of motion in Equation (71).

Isomorphism to baseline model Next, we show that this model is isomorphic to the baseline model

described in Section 3. Specifically, we assume that deposits, D, are large relative to both cash in circulation

and to potential demand for electronic payments: D ≫ Lt + Le + γζ. In this case, any equilibrium has the

following features. First, λt = 0, since the deposit constraint is slack when deposits are sufficiently high.

Second, when Xt > 0, the constraint Le
t = Ce

t binds, so that:

Ce
t = Le + γζXt.

Moreover, µc
t = νt = 1 −Xt + (1 − ζ)Xt > 0, so that Cc

t = Lt. Additionally, when Xt = 0, the solution is

Ce
t = Le and Cc

t = Lt. The flow benefits of adoption are then given by:

Πe
t −Πc

t = (µ− 1)ζ (Ce
t − Cc

t ) = (µ− 1)ζ (Le + γζXt − Lt)

Thus, the microfounded model produces identical dynamics to the model in the main text so long as:

C = (µ− 1)γζ2, Me = (µ− 1)ζLe, Mt = (µ− 1)ζLt.

where C, Me and Mt are the exogenous parameters and processes described in Section 3. In this version

of the model, the reduced-form parameter governing externalities, C = (µ− 1)γζ2, is large either when the

slope of adjustment costs for electronic money, which is given by 1/γ, is low (so that households adjust

their holdings of electronic money rapidly in response to changes in Xt), or ζ is high, so that when a match

between households using e-money and firms accepting it occurs, e-money is likely to be the medium of

exchange chosen.

We make two final remarks about microfoundations. First, Results 1 and 2 do not depend on the specific

parametric assumptions made in the baseline model of Section 3. They hold more generally, so long as the

relative flow payoff between electronic money and cash (∆Π, defined in Lemma 1), satisfies Assumptions A0,

A3 and A4 on Lipschitz continuity, strategic complementarities, and payoff monotonicity described Appendix

B.1.105 Therefore, a model with more general microfoundations (regarding, in particular, consumer utility

105In particular, linearity of payoffs is not required. Of course, the analytical expressions for strict dominance bounds derived
in Lemma 3 may not hold.
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or firm profits), so long as they satisfy these assumptions, would lead to the same qualitative predictions

regarding endogenous persistence and state-dependence.

Second, it may not be immediately clear why, in the model with multihoming, firms may choose to give

up the option to accept electronic payments, and return to cash. The reason is that, so long as ζ > 0, firms

expect, with strictly positive probability, to have to settle some transactions with electronic money. When

cash-based demand is sufficiently high, compared to electronic payments (for instance, if Lc ≫ Le), doing

so leads to an implicit opportunity cost of accepting electronic payments. This easiest to see when there are

no complementarities, which corresponds to γ = 0 in the two-sided market model. In that case, households

hold exactly Le
t = Le balances of electronic money, so that Ce

t = Le. The flow payoff from multihoming,

relative to only accepting cash, is then (µ− 1)ζ(Le −Lt), which can be negative for sufficiently large values

of Lt. With non-immediate adjustment, firms might therefore find it preferrable to move back to accepting

only cash if Lt is sufficiently large.

B.6 Model with fixed cost

This section describes a model where electronic money has zero positive external returns, but its adoption

requires that firms pay a fixed cost. We first describe the model and its solution. We then highlight how

Predictions 1a-3a change in this model, compared to the model with external returns.

B.6.1 Model exposition

Description Each firm i ∈ [0, 1] must choose between operating using one of two payment technologies,

{e, c}, where e stands for electronic money, and c stands for cash. xi,t ∈ {e, c} is the technology choice of

firm i at time t. For each firm, flow profits per unit of time are given by:

Π(xi,t,Mt, Xt) =

{
Mt if xi,t = c,

Me if xi,t = e,
(73)

where cash-based demand {Mt}t≥0 follows:

dMt = θ (M c −Mt) dt+ σdZt. (74)

Note that, in order to be able to express the model solution in closed form, we have taken the limit T → +∞
of our baseline model, so that fundamentals are mean-reverting at rate θ regardless of the horizon. This in

turn means that value and policy functions are stationary.

Firms discount the future at rate r. As in the baseline model, a firm may change the technology it uses

to accept payments. This change is governed by a Poisson process with controlled intensity k̃ per unit of

time — the “switching rate”. In an infinitesimal period (t, t + dt), a firm changes its payment technology

with probability k̃dt, and keeps using the same technology with probability (1− k̃dt). The switching rate k̃

can be continuously adjusted by the firm, at no cost, subject to the constraint that k̃ ∈ [0, k], where k is an

exogenous and fixed parameter, common to all firms.106

The key assumption regarding fixed costs is the following. If the firm is currently using electronic

payments (xi,t = e), and receives the Poisson shock to change its payment technology, it does not incur a

106We maintain the assumption that k < +∞ so as to ensure comparability with the baseline model, but it is not required
for the model to have a solution.
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fixed cost. On the other hand, if it is currently using cash (xi,t = c) and receives the shock, it must pay a

fixed cost κ > 0. Thus, while the Bellman equation for the value of a firm with technology choice xt = e

is the same as the one reported in the proof of Lemma 1 (except that it is now independent of Xt), the

Bellman equation for the value of a firm with technology choice xt = c is:

V (c,Mt) = max
k̃∈[0,k]

{
Π(c,Mt)dt

+ k̃dt(1− rdt)Et [V (e,Mt+dt)− κ]

+ (1− k̃dt)(1− rdt)Et [V (c,Mt+dt)]
}
,

where the term −κ in the second line reflects the payment of the fixed cost.

Equilibrium and aggregation An equilibrium of the model is simply defined as a set (stationary) optimal

policies k̃(x,M) and value functions V (x,M) that satisfy the Bellman equations for firms with x = e and

x = c. We show below that optimal policies take the following generic form: there exist two boundaries

Ms ≤ MS such that c-firms adopt e when Mt < Ms, e-firms adopt c when Mt > MS , and are inactive when

Mt ∈ [Ms,MS ]:

k̃(e,Mt) =

 0 if Mt ≤ MS

k if Mt > MS

(75)

k̃(c,Mt) =

 0 if Mt ≥ Ms

k if Mt < Ms

(76)

Since we want to compare the size of the user base and the average adoption decisions across firms, we define:

a(e,M) = 1 {Mt ≤ MS} , a(c,M) = 1 {Mt ≤ Ms} . (77)

The law of motion for Xt is then given by:

dXt = −Xt(1− a(e,Mt))kdt+ (1−Xt)a(c,Mt)kdt

=
{
a(c,Mt)−

(
a(c,Mt) + (1− a(e,Mt))

)
Xt

}
kdt

(78)

When κ = 0, Ms = M , MS = M , a(c,Mt) = a(e,Mt), and the model has the same law of motion as in the

baseline model with no positive external returns, C = 0.107

B.6.2 Model solution

Following the same steps as in the proof of Lemma 1, we obtain:

rV (e,Mt)dt = Π(e,Mt)dt+ Et [dV (e,Mt)]− max
k̃∈[0,k]

k̃dtB(Mt)

rV (c,Mt)dt = Π(c,Mt)dt+ Et [dV (c,Mt)] + max
k̃∈[0,k]

k̃dt (B(Mt)− κ) ,

107Here, M is defined in Lemma 3, taking the limit T → +∞.
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where:

B(Mt) ≡ V (e,Mt)− V (c,Mt).

The optimal arrival rates now depend on the current technology choice of the firm. They are given by:

k̃(e,Mt) =

 0 if B(Mt) ≥ 0

k if B(Mt) < 0
(79)

k̃(c,Mt) =

 0 if B(Mt) ≤ κ

k if B(Mt) > 0
(80)

where we have assumed that if B(Mt) = κ, a firm that is currently using cash decides to stay with cash, and

likewise, if B(Mt) = 0, a firm currently using electronic payments decides to stay with electronic payments.

There is now an inaction region:

B(Mt) ∈ [0, κ] =⇒ k̃(e,Mt) + k̃(c,Mt) = 0.

In the region where B(Mt) ∈ [0, κ], by taking the difference between the two Bellman equations characterizing

the value of the firm, we see that the value of adoption satisfies the Bellman equation:

rB(Mt)dt = ∆Π(Mt)dt+ Et [dB(Mt)] .

Taking the limit as dt → 0, B must solve the ordinary differential equation:

1

2
σ2B′′(M) + θ(M c −M)B′(M)− rB(M) = M −Me. (81)

A particular solution to this equation is:

BP,b(M) =
1

r + θ
(M c −M)− 1

r
(M c −Me) , (82)

and general solutions take the form:

Bb(M) = B1,bΦ

(
r

2θ
,
1

2
;
θ

σ2
(M c −M)

2

)
+B2,b

√
θ

σ
(M c −M) Φ

(
r + θ

2θ
,
3

2
;
θ

σ2
(M c −M)

2

)
+BP,b(M),

(83)

where Φ(a, b; z) is Kummer’s function. In the region where B(Mt) < 0, the differential equation becomes:

1

2
σ2B′′(M) + θ(M c −M)B′(M)− (r + k)B(M) = M −Me. (84)

A particular solution to this equation is:

BP,c(M) =
1

r + k + θ
(M c −M)− 1

r + k
(M c −Me) , (85)
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and general solutions take the form:

Bc(M) = B1,cΦ

(
r + k

2θ
,
1

2
;
θ

σ2
(M c −M)

2

)
+B2,c

√
θ

σ
(M c −M) Φ

(
r + k + θ

2θ
,
3

2
;
θ

σ2
(M c −M)

2

)
+BP,c(M).

(86)

Finally, in the region where B(Mt) > κ, the differential equation becomes:

1

2
σ2B′′(M) + θ(M c −M)B′(M)− (r + k)B(M) = M −Me − kκ. (87)

A particular solution to this equation is:

BP,a(M) =
1

r + k + θ
(M c −M)− 1

r + k
(M c − (Me + kκ)) , (88)

and general solutions take the form:

Ba(M) = B1,aΦ

(
r + k

2θ
,
1

2
;
θ

σ2
(M c −M)

2

)
+B2,a

√
θ

σ
(M c −M) Φ

(
r + k + θ

2θ
,
3

2
;
θ

σ2
(M c −M)

2

)
+BP,a(M).

(89)

The value of adoption is then given by:

B(M) =



Ba(M) if M ≤ Ms

Bb(M) if M ∈ [Ms,MS ]

Bc(M) if M ≥ MS

(90)

where the six coefficients {B1,a, B1,b, B1,c, B2,a, B2,b, B2,c} and the two thresholds (Ms,MS) satisfy the fol-

lowing eight conditions:

lim
M→−∞

Ba(M) = +∞,

Ba(Ms) = κ, Bb(Ms) = κ,

B′
a(Ms) = B′

b(Ms),

Bb(MS) = 0, Bc(MS) = 0,

B′
b(MS) = B′

c(MS),

lim
M→+∞

Bc(M) = −∞.

(91)

B.6.3 Empirical predictions

We now discuss whether the three main empirical predictions developed in Section 3 for the model with

positive external returns also apply to the model with fixed costs. We start with the predictions on endoge-

nous persistence. We focus on the perfect forecast response of the economy to a shock at time 0, that is

sufficiently large that:

M0 = (1− S)Mc < Ms.
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As before, we define the perfect forecast response as the sample path for (Mt, Xt) which the innovations to

Mt are exactly zero for all t > 0, so that cash demand follows:

∀t ≥ 0, Mt = (1− Se−θt)M0.

The main predictions of the model regarding the persistence of the perfect foresight response are the following.

Prediction 1c. (Persistence in the response of the user base) Assume that MS > M c. Following

the shock, the user base increases permanently:

lim
t→+∞

Xt > X0. (92)

Prediction 2c. (No persistence in the response of the adoption decision) Following the shock, the

adoption decision of firms currently using cash is given by:

a(c,Mt) =

 1 if t ≤ t̂(S)

0 if t > t̂(S)
, (93)

where the horizon t̂(S) only depends on the persistence of cash demand, θ, and on the size of the shock

relative to M0 −Ms.

Appendix Figure H.15 illustrates these two predictions. In this figure, the adoption thresholds (Ms,MS)

are chosen to that Ms < M c < MS . The figure displays the perfect foresight trajectory of the economy

following the shock, starting from a user base of X0 = 0. The economy enters the adoption region at t = 0+.

So long as the economy is in that region, the trajectory of the user base is given by:

Xt = 1− e−kt,

so that the user base increases as cash reverts towards its long-run mean. As a result, the economy moves

up and to the right. At time:

t̂(S) =
1

θ
log

(
SM c

M c −Ms

)
,

the economy reaches the lower boundary of the inaction region. After this, given that Mc < MS , the user

base is given by:

∀t ≥ t̂(S), Xt = Xt̂(S) = 1−
(
M0 −M c

SM c

) θ

k
> 0 = X0.

Thus, in this example, the shock has a permanent effect on the user base. Note that the result of a permanent

effect relies on the assumption that MS > M c. In turn, this generally requires that fixed adoption costs κ

are sufficiently large.108 In the case where MS < M c, the response of the user base need not be permanent,

but, at any finite horizon, the user base will be larger than if fixed costs were zero, because the economy will

always spend a strictly positive amount of time in the inaction region. Thus, as in the model with positive

external returns, the user base responds to the shock more persistently than cash-based demand.

However, this persistence does not extend to the response of the adoption decision, contrary to the model

with positive external returns. This is the point of Prediction 2c, which shows that firms that currently use

108Recall that as κ → 0, the adoption thresholds converge to MS = Ms = M < Mc.
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cash stop adopting electronic money at date t̂(S). Beyond that date, the shock has no effect on adoption

decisions, and no firms currently using cash seek to adopt electronic money anymore.

We conclude by highlighting the fact that with fixed costs, there is no state-dependence in adoption

decisions with respect to the initial user base.

Prediction 3c. (No state-dependence with respect to the initial user base) The response of the

adoption decision of firms currently using cash, a(c,Mt), is independent of X0.

This is left without proof, since it immediately follows from the observation that all policy functions in

the model are independent of the user base, Xt. Intuitively, in Appendix Figure H.15, because the adoption

threshold does not depend on the user base, the dynamics of the economy following a large shock would be

similar between regardless of the initial value of the user base, X0 > 0.

B.7 Comparative statics with respect to volatility when C = 0

In this section, we some properties of the model without complementarities and highlight their implications

for the model’s comparativ statics with respect to uncertainty. Throughout, we take the limit T → +∞, so

that there is no time-dependence in value and policy functions. This limit is well-defined in the case C = 0,

since the strict dominance bounds of Lemma 3 coincide in this case. When C = 0, adoption decisions and

the value of adoption are given by:

a(Mt) = 1 {Mt < M} ,

B(Mt) = AM (M −Mt),
(94)

where:

M = M c −
(
1 +

θ

r + k

)
(M c −Me) ,

AM =
1

r + k + θ
.

These expressions follow directly from Lemma 3. Adoption follows a threshold rule, where the threshold M

is fixed and independent of Xt. The impulse response function (IRF) of the adoption decision, starting from

M0 = M c, is given by:

∀t ≥ 0, Ia(t;X) ≡ E [at | X0 = X,M0 = M c] . (95)

Note that contrary to the rest of the analysis, here we do not assume that there is a shock to the first

moment of cash demand at time 0, so that cash demand M0 = M c is at its long-run level. This helps focus

the discussion on the effects of uncertainty, but does not change the two results highlighted below. Using

Lemma 3, we then have that:

Ia(t;X) =


0 if t = 0

F

(
−ν∗

σt
M c

)
if t > 0

(96)

where:

ν∗ ≡
(
1 +

θ

r + k

)
M c −Me

M c
, σ2

t ≡ (1− e−2θt)
σ2

2θ
, (97)
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and F (.) is the CDF of the standard normal distribution. This expression has the following two implications:

∀t > 0,
∂

∂σ
Ia(t;X) =

√
1− e−2θt

√
2θ

ν∗M c

σ2
t

f

(
−ν∗M c

σt

)
> 0,

∂2

∂σ∂X
Ia(t;X) = 0.

(98)

The first expression implies that if uncertainty is larger and ν∗ > 0, which is equivalent to M c − Me > 0

(an assumption we maintain throughout the paper), then all else equal, higher uncertainty is associated

with a higher probability of the economy being in the adoption region. This is because the likelihood of

a large, negative shock to cash demand becomes higher. The second expression indicates that the effect

of uncertainty (in a comparative statics sense) is independent of the initial size of the adoption base. In

this particular sense, changes in the level of aggregate uncertainty should not be subject to the type of

state-dependence we highlight in Predictions 2a and 3b.

Finally, the following Lemma helps characterize the autocorrelation of the adoption decision in the model

without complementarities. This Lemma indicates that, as uncertainty increases, in the model without

complementarities, the autocovariance of the adoption decision declines. This implies that responses to any

given shock should be less persistent under higher uncertainty.

Lemma 14 (Persistence in the model without complementarities). For all t, s ≥ 0, we have:

ν(s, t;X) ≡ cov (1 {Ms ≤ M} ,1 {Mt ≤ M} | M0 = M c, X0 = X)

= C(Ia(s,X), Ia(t,X); ρs,t)− Ia(s,X)Ia(t,X),
(99)

Here, ρs,t ≡ e−θ(t−s)σs

σt
, and C(u, v; ρ) is the bivariate normal copula with parameter ρ. This autocovariance

function declines with σ:
∂ν

∂σ
(s, t;X) < 0. (100)

Proof of Lemma 14. Recall that the expression for the bivariate normal copula is:

C(u, v; ρ) =


max(u+ v − 1, 0) if ρ = −1

F2

(
F−1(u), F−1(v); ρ

)
if −1 < ρ < 1

min(u, v) if ρ = 1

, (101)

where F2(a, b; ρ) is the CDF of the bivariate standard normal with correlation coefficient ρ:

F2(a, b; ρ) =

∫
x≤a,y≤b

1

2π
√

1− ρ2
exp

(
−x2 − 2ρxy + y2

2(1− ρ2)

)
dxdy. (102)

First, we note that:

P (Ms ≤ M,Mt ≤ M | M0 = M c) = C(Ia(s,X), Ia(t,X); ρs,t).

This expression is Sklar’s theorem for the bivariate normal random vector (Ms,Mt). This expression implies

42



the formula reported for the autocovariance function. To simplify notation, define:

h(t) ≡ −ν∗

σt
M c.

Using the expression for the bivariate normal copula, and for the functions Ia(s,X), and taking derivatives

with respect to σ, we get:

∂ν

∂σ
(s, t;X) = f (g(s))

∂h

∂σ
(s)
(
P (Mt ≤ M |Ms = M,M0 = M c)− 1

)
+ f (g(t))

∂h

∂σ
(t)
(
P (Ms ≤ M |Mt = M,M0 = M c)− 1

)
,

where f is the pdf of the standard normal distribution. Since for any 0 ≤ s ≤ t, h is increasing in σ, this

proves the result.

C Numerical solution method

This appendix describes the numerical procedure to solve for equilibrium policies, construct impulse response

functions, and construct the ergodic distribution of the model of Section 3.

The numerical procedure first relies on discretizing the model to finite time intervals, ∆t. We then

proceed in two broad steps. First, we solve the model for t > T , which becomes stationary (since θ = 0),

using iterated deletion of strictly dominated strategies. This approach produces the unique equilibrium

policy function for sufficiently small ∆t.109 Second, for t ≤ T , we proceed by backward induction, using the

solution for t = T +∆t as our starting point. The unique equilibrium policy function can then be used to

construct the impulse response functions and the ergodic distribution of the model using standard methods.

C.1 Fundamentals process

Recall that the fundamentals process follows:

dMt = θt (M
c −Mt) dt+ σdZt,

θt =

 θ if t ≤ T,

0 if t > T.

Let ∆t denote an small time interval; then,

E [Mt+∆t|Mt = M ] =

 M + θ(M c −M)∆t+ o(∆t) if t ≤ T −∆t,

M + o(∆t) if t > T −∆t;

E
[
M2

t+∆t|Mt = M
]
=

 σ2∆t+M2 + 2Mθ (M c −M)∆t+ o(∆t) if t ≤ T −∆t,

σ2∆t+ o(∆t) if t > T −∆t.

109In practice, convergence to the unique equilibrium policy function in the discretized model is never an issue.
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We construct a corresponding discrete process that matches these first two moments following the method-

ology described in Miao (2013). We construct a grid M = (Mi)
NM

i=1 , where NM = 2N + 1, that has step size

hM and that is centered at M = M c:

∀NM ≥ i ≥ 2, Mi −Mi−1 = hM ,

MN+1 = M c.

Define the probabilities of up, down, and no move of the discretized process as:

ui,t ≡ E [Mt+dt = Mi + hM |Mt = Mi] ,

di,t ≡ E [Mt+dt = Mi − hM |Mt = Mi] ,

1− ui,t − di,t ≡ E [Mt+dt = Mi|Mt = Mi] .

Given (θ, σ) and discretization parameters (N,∆t), we set (hM , ui,t, di,t) as follows:

ui,t =



σ2 + hMθ(M c −Mi)

2h2
M

∆t if t ≤ T

1

2
if t > T and 2 ≤ i ≤ NM − 1

0 if t > T and i ∈ {1, NM}

,

di,t =



σ2 − hMθ(M c −Mi)

2h2
M

∆t if t ≤ T

1

2
if t > T and 2 ≤ i ≤ NM − 1

0 if t > T and i ∈ {1, NM}

,

hM =
σ√
Nθ

.

These restrictions guarantee that d1,t = 0, uNM ,t = 0, and that the discretized process matches the two first

moments of the continuous time process up to order o(∆t) for t ≤ T .

We make two additional restrictions. First, we require that hM = σ
√
∆t, so that the discretized process

also matches the two first moments up to order o(∆t) for t > T . This requires:

∆t = (Nθ)−1. (103)

With this first additional restriction, the upper and lower bounds of M are:

M1 = M c −
√

N

θ
σ, MNM

= M c +

√
N

θ
σ.

The second additional restriction is that the grid always contains the upper and lower bounds for the strict

dominance regions, which are M = −w and M = −w, where w and w are given in Appendix Table H.19.

This requires that:

N ≥ σ2θmax
(
(M −M c)2, (M c −M)2

)
. (104)
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Note that with these restrictions, for all i = 1, ..., NM , the expressions for the probabilities of up and down

jumps for t ≤ T simplify to

ui,t =
1

2

(
1 +

√
θ

σ
√
N

(M c −Mi)

)
,

di,t =
1

2

(
1−

√
θ

σ
√
N

(M c −Mi)

)
.

As N → +∞, ∆t → 0, and the discretized process converges to the continuous-time process.

C.2 Discrete approximation

The discrete-time counterpart to Equation (7), the continuous-time Bellman equation defining the relative

value of adoption, is:

Bt(Mt, Xt) = Π(Mt, Xt)∆t+ (1− (r + k)∆t)Et [Bt+∆t(Mt+∆t, Xt+∆t)|Mt, Xt] , (105)

where the law of motion for Xt follows:

Xt+∆t = Xt + at(Mt, Xt)(1−Xt)k∆t− (1− at(Mt, Xt))Xtk∆t, (106)

where at(Mt, Xt) is the adoption rule. Note that in this discrete approximation, we assume that Xt is locally

deterministic (that is, Xt+∆t is known at time t), since we only allow at to depend on (Mt, Xt), consistent

with the continuous-time model.

We then solve for the sequence of functions {Bt}t≥0 and {at}t≥0 in this discrete approximation in two

steps. First, for t > T , θt = 0, so the model becomes stationary and a and B do not depend on time.

Additionally, the equilibrium is unique. In order to find this equilibrium, we proceed by upper and lower

deletion of strictly dominated strategies, in a manner which we describe below. Once this solution has been

obtained, for t ≤ T , we then proceed by backward induction, starting from the aT+∆t = a and BT+∆t = B.

We solve for {Bt(., .)}t≥0 on M and, for Xt, on a grid X = (Xj)
NX

j=1 on [0, 1], with step size hX = 1/NX .

With some abuse of notation, {Bt}t≥0 and {at}t≥0 will refer to the NM × NX matrices characterizing the

value of adoption and optimal adoption choices on these grids.

Preliminaries Define the sequence of NM ×NM matrices
(
J (M,t)

)
t≥0

by:

J
(M,t)
i,j =


1− ui,t − di,t if j = i,

ui,t if j = i+ 1 and i ≤ NM − 1,

di,t if j = i− 1 and i ≥ 2.

(107)

Then, for any function F : M → F (M) defined on the grid M and represented by a vector F of size NM ×1,

we have:

Et [F (Mt+∆t)] = J (M,t)F,

where Et [F (Mt+∆t)] ≡
(
E [F (Mt+∆t)|Mt = Mi]

)NM

i=1
.
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Next, define the vectors:

dX(−) ≡
(
− k∆tXj

)NX

j=1
, dX(+) ≡

(
k∆t(1−Xj)

)NX

j=1
.

and the NX ×NX matrices J (X,+) and J (X,−) by:

J
(X,−)
i,j =


1 +

dX
(−)
i

hX
if j = i,

−dX
(−)
i

hX
if j = i+ 1 and i ≤ NM − 1,

J
(X,+)
i,j =


1− dX

(+)
i

hX
if j = i,

dX
(+)
i

hX
if j = i− 1 and i ≥ 2.

(108)

For any function F : X → F (X) with values on the grid X given by a vector F of size 1 × NX , the

matrices J (X,−) and J (X,+) can be used to construct the linearly interpolated values of F at Xt+∆t when

Xt+∆t = Xt −Xtk∆t and when Xt+∆t = Xt + (1−Xt)k∆t, respectively, by:

F (+)(Xt+∆t) = FJ (X,−) and F (Xt+∆t) = FJ (X,+),

where F (+)(Xt+∆t) and F (−)(Xt+∆t) both are vectors of size 1×NX .

Using these matrices, for any function F : (M,X) → F (M,X) with values on the grid M×X given by

a matrix F of size NM ×NX , we can construct the two following approximate conditional expectations:

E(−)
t [F (Mt+∆t, Xt+∆t)] = J (M,t)FJ (X,−),

E(+)
t [F (Mt+∆t, Xt+∆t)] = J (M,t)FJ (X,+).

Both are matrices of sizeNM×NX . The (i, j) entry in E(−)
t [F (Mt+∆t, Xt+∆t)] is the approximate expectation

of F (Mt+∆t, Xt+∆t) conditional on Mt = Mi, Xt = Xj , and assuming that Xt+∆t = Xt − Xtk∆t. The

expectation is approximate because F is linearly interpolated with respect to X. The entries of the matrix

E(+)
t [F (Mt+∆t, Xt+∆t)] have similar interpretations.

In order to construct the equilibrium, the impulse response functions, and the stationary distribution of

the model, we will use the conditional expectations operator Γ(.), which is a self-map on matrices of size

NM ×NX , by:

Γ(F ;A(+), J (X,+), A(−), J (X,−), J (M)) = A(+) ⊙ (J (M)FJ (X,+)) +A(−) ⊙ (J (M)FJ (X,−)),

where ⊙ is the Hadamard product. Here, the matrices A(+) and A(−) have entries in {0, 1} and satisfy A
(+)
i,j =

1 − A
(−)
i,j for all i, j. They encode a particular adoption rule: A

(t,+)
i,j = at(Mi, Xj). Because the movements

in X are locally deterministic (that is, Xt+∆t depends on Mt, Xt), for any function F : (M,X) → F (M,X)

with values on the grid M×X given by a matrix F of size NM ×NX , we then have:

Et [F (Mt+∆t, Xt+∆t)]
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= at ⊙ E(+)
t [F (Mt+∆t, Xt+∆t)] + (1− at)⊙ E(−)

t [F (Mt+∆t, Xt+∆t)]

= Γ(F ;A(t,+), J (X,+), A(t,−), J (X,−), J (M,t))

Note that the equality only holds up to order o(hX) because the function F is interpolated with respect

to its second argument when applying the operator Γ to compute the conditional expectation. Finally, we

define the NM ×NX matrix of incremental flow profits from e-money adoption Π as:

Πi,j = Me + CXj −Mi ∀1 ≤ i ≤ NM , 1 ≤ j ≤ NX .

Solution for t > T : upper and lower iterated deletion For t > T , the model is stationary. For easy of

notation, we therefore omit time subscripts. Additionally, as discussed above, the solution to the continuous-

time model is unique. We compute an approximation to this solution by applying iterated deletion of strictly

dominated strategies to the discrete-time model.

Each iteration proceeds as follows. Let (a(n), B(n)) be the NM ×NX matrices representing the adoption

strategy profile and value of adoption obtained after n iterations. Then, (a(n+1), B(n+1)) are constructed as

follows:

1. Define the matrices A(n+1,+) and A(n+1,−) as:

A
(n+1,+)
i,j = a

(n)
i,j , A

(n+1,−)
i,j = 1−A

(n+1,+)
i,j , ∀1 ≤ i ≤ NM , 1 ≤ j ≤ NX

2. Compute:

B(n+1) = Π∆t+ (1− (r + k)∆t)Γ
(
B(n);A(n+1,+), J (X,+), A(n+1,−), J (X,−), J (M)

)
.

3. Compute:

a
(n+1)
i,j = 1

{
B

(n+1)
i,j ≥ 0

}
∀1 ≤ i ≤ NM , 1 ≤ j ≤ NX .

We stop the iteration when max
i,j

|B(n+1)
i,j − B

(n)
i,j | < δ, when δ the convergence criterion. Note that the

adoption value at iteration (n + 1) is computed assuming that other firms use the strategy profile a(n+1)

resulting from the value of adoption obtained at iteration (n).

For the upper deletion of strictly dominated strategies, we start from the adoption value and strategy

profiles:

B
(0)
i,j = AM

(
Φ(Xj)−Mi

)
, a

(0)
i,j = 1, ∀1 ≤ i ≤ NM , 1 ≤ j ≤ NX ,

where the expressions for AM and Φ are given by Lemma 3 (using θ = 0 and T = +∞). This gives the

adoption value implied by assuming that all firms adopt e-money. From this starting point, the sequences(
B

(n)
i,j

)
n≥0

and
(
a
(n)
i,j

)
n≥0

are weakly decreasing. Since (by Lemma 3), they are bounded, they converge to

a unique limit. For the lower deletion of strictly dominated strategies, we start from the adoption value and

strategy profiles:

B
(0)
i,j = AM (Φ(Xj)−Mi) , a

(0)
i,j = 0, ∀1 ≤ i ≤ NM , 1 ≤ j ≤ NX ,

which likewise generates a monotonically increasing sequence of adoption values and adoption rules that
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converge to a unique limit.

In the limit ∆t → 0, the two limits must coincide, since the equilibrium is known to be unique. Since the

model only provides a discrete-time approximation (for which unicity is not guaranteed), we check numerically

that the maximum across all states on M×X between the upper and lower limits of the iterated deletion

sequences is less than δ, where δ is some convergence criterion.

Solution for t ≤ T : backward induction Denote the solution obtained for t ≥ T + ∆t as (a,B). For

t ≤ T , the solution of the continuous-time model is non-stationary, so we introduce time indexes again.

In order to compute the discrete-time approximation to the solution by backward induction, we make

the following assumption:

at(Mt, Xt) = 1 {Bt+∆t (Mt, Xt) ≥ 0} .

In other words, we use the t + dt optimal adoption rules to compute the time-t conditional expectation of

adoption value. In the continuous-time limit, ∆t → 0, so the computed decision rule coincides with the

equilibrium one, at = 1 {Bt (Mt, Xt) ≥ 0}. Additionally, as discussed below, we focus on horizons T that

are sufficiently large such that a and B are time-invariant for small t, so that the computed decision rule

at(Mt, Xt) = 1 {Bt+∆t (Mt, Xt) ≥ 0} and the equilibrium decision rule at(Mt, Xt) = 1 {Bt (Mt, Xt) ≥ 0} are

identical up to numerical tolerance.

Backward induction proceeds as follows: given (at+∆t, Bt+∆t), we compute:

A
(+)
t = at+dt,

A
(−)
t = 1−A

(+)
t ,

Bt = Π∆t,

+ (1− (r + k)∆t)Γ
(
Bt+∆t;A

(t,+), J (X,+), A(t,−), J (X,−), J (M,t)
)
,

at = 1 {Bt ≥ 0} .

We initiate at date t = T using the stationary value functions (aT+∆t = a,BT+∆t = B). Finally, we check

that the horizon of mean-reversion, T , is sufficiently large so that for all dates 0 ≤ t ≤ tmax −∆t,

max
0≤t≤tmax−∆t

max
i,j

|Bt,i,j −Bt+∆t,i,j | < δ,

where δ is a converge criterion, and tmax a maximum horizon of analysis for the model. The guarantees that

the backward induction has been repeated a sufficient number of periods for the solution to be stationary

up to numerical tolerance on the time interval 0 ≤ t ≤ tmax, so that the two adoption rules at(Mt, Xt) =

1 {Bt (Mt, Xt) ≥ 0} are identical up to numerical tolerance for 0 ≤ t ≤ tmax.

C.3 Impulse response functions

In the continuous-time model, the impulse response functions (IRFs) at horizon t are defined as:

∀t ≥ 0, Ia(t,M,X) ≡ E [at | M0 = M,X0 = X] ,

Ia(t,M,X) ≡ E [Xt | M0 = M,X0 = X] .
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We next discuss the computation of the conditional expectation

E [Ft(Mt, Xt) | M0 = M,X0 = X] ,

in the dsicrete approximation to the model, for any t = n∆t, n ∈ N, and any deterministic sequence of

functions with values on the grid M×X given by matrices {Ft}t≥0 of size NM ×NX . For any n ∈ N and

t = n∆t, we have:

Et−∆t [Ft(Mt, Xt)] = Γ(Ft;A
(t−∆t,+), J (X,+), A(t−∆t,−), J (X,−), J (M,t−∆t)),

where Et−∆t [F (Mt, Xt)] is an NM ×NX matrix. By applying the law of iterated expectations, we obtain:

E0 [Ft(Mt, Xt)] = Γ0 ◦ Γ∆t ◦ ... ◦ Γt−∆t(Ft),

where we used the shorthand Γt for the conditional expectations operator at time t:

Γt(Ft+∆t) ≡ Γ(Ft+∆t;A
(t,+), J (X,+), A(t,−), J (X,−), J (M,t)).

In our analysis of the model, we focus on IRF at horizons t ≤ tmax, where tmax satisfies the following

two conditions are satisfied:

tmax < T and max
0≤t≤tmax−∆t

max
i,j

|Bt,i,j −Bt+∆t,i,j | < δ,

where δ is a convergence criterion. Under these conditions, up to numerical tolerance, the conditional

expectations operator is constant over time: Γt = Γ. If the sequence of functions {Ft}tmax≥t≥0 is also

constant over time, Ft = F , we have the relationship:

E0 [F (Mt, Xt)] = Γ(E0 [F (Mt−∆t, Xt−∆t)]),

which we use to compute the IRF recursively. Using this relationship, for Ia, we compute recursively:

∀tmax/∆t ≥ n ≥ 1, t = n∆t, Ia(n∆t) = Γ(Ia((n− 1)∆t)),

with Ia(0) = a0. Likewise, for IX , we compute

∀tmax/∆t ≥ n ≥ 1, t = n∆t, IX(n∆t) = Γ(IX((n− 1)∆t)),

with IX(0) = MX , where MX is an NM ×NX matrix with all rows equal to X .

C.4 Ergodic distribution

Finally, we use the conditional expectations operator to compute the stationary distribution of the model.

We first express the conditional expectations operator in matrix form. Define:

Γ̃t ≡ diag
(
vec

(
A(t,+)

))(
tr
(
J (X,+)

)
⊗ J (M,t)

)
+ diag

(
vec

(
A(t,−)

))(
tr
(
J (X,−)

)
⊗ J (M,t)

)
,
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where tr is the transpose operator, vec is the vectorization operator, diag(X) is the diagonal matrix with

diagonal elements equal to the vector X, and ⊙ is the Kronecker product. The matrix Γ̃t is a squared matrix

of size (NMNX)× (NMNX). For any matrix B of size NM ×NX , we have that:

vec(Γt(B)) = Γ̃tvec(B).

Γ̃t is a Markov transition matrix, that is, its rows sum up to 1. We now focus on dates t ≤ tmax, where

the operator is constant up to numerical tolerance: Γt = Γ, and Γ̃t = Γ̃. We then diagonalize the transpose

operator tr(Γ̃):

tr(Γ̃)U = Udiag(λ1, ..., λNMNX
),

where we normalize the columns of U so that
∑

i |Ui,n| = 1 for all n. The matrix tr(Γ̃) is the discrete

equivalent of the Kolmogorov forward operator governing the law of motion of the distribution of the model

over the states (Mt, Xt). Because Γ̃ is a Markov transition matrix, the first eigenvalue of tr(Γ̃) is λ1 = 1.

Define µ = U ′
1, where U1 is the first column of U . Then µtr(Γ̃) = µ. If at time t = 0, the distribution of the

model is µ0 = µ, we then have, for any 0 ≤ t ≤ tmax, t = n∆t, µn∆t = tr(Γ̃)nµ = µ, so that µt = µ for all

dates. Therefore, the distribution is constant up to numerical tolerance for 0 ≤ t ≤ tmax.

D Cash contraction and Consumption

In this Section, we examine how household consumption responded to the cash swap using the same identifi-

cation strategy from Section 4. In other words, we compare behaviors across districts that were characterized

by different exposure to chest banks before the Demonetization. The objective of this analysis is twofold.

First, these tests can provide novel evidence on how the Demonetization affected the real economy. Results

from previous sections provide evidence that the Indian Demonetization led to a widespread and persistent

rise in electronic payments. Given the size and speed of these responses, a natural question is whether the

rise in electronic money was indeed sufficient to shield the real economy from the cash crunch.

Second, as discussed briefly in Section 4, this evidence on consumption is useful because it provides further

robustness on the quality of our empirical model to identify the supply side effect of a cash contraction. The

intuition for this second aspect is simple. Our tests on electronic payment — in particular the sharp response

right around the policy shock — provides very strong evidence regarding the fact that our estimates capture

how electronic payment use was affected by the Demonetization. However, the Demonetization could have

affected the use of electronic payments in several ways, and not only because of a contraction in cash (supply

shock). For instance, the Demonetization may have increased the overall uncertainty in the economy, which

in turn may have reduced consumption.

The good news is that consumption response may help separating explanations based on cash contraction

from alternative demand-side mechanisms. In particular, a demand side explanation would generally predict

that the effects for consumption and electronic payments should go in the same direction. Instead, the

opposite results — i.e. highly exposed areas experienced both higher increase in electronic payments and

lower consumption — would be hard to rationalize by a demand mechanism, but easy to interpret as a

supply side shock. In this sense, exploring the consumption response could provide useful evidence for

our mechanism. In terms of robustness, the consumption data has a longer time series than the electronic

payments. This will allow us to run several extra tests on the quality of our analysis.
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D.1 Empirical setting

To measure the changes in consumption behavior by Indian households, we use data from the Consumer

Pyramids database maintained by the Center for Monitoring Indian Economy (CMIE). This dataset has two

crucial advantages relative to the widely used National Sample Survey (NSS), which is a consumption survey

conducted by the central government agencies. First, the NSS is not available for the period of interest, as

it was ran for the last time in 2011. Second, the NSS is a repeated cross-section of households, while CMIE

data is a panel.

The data set provides a representative sample of Indian households, where households are selected to be

representative of the population across 371 “homogeneous regions” across India. The survey has information

on the monetary amount of the household expenditure across different large categories and some other back-

ground information on the members of the households. The expense categories include food, intoxicants,

clothing and footwear, cosmetics and toiletries, restaurants, recreation, transport, power and fuel, commu-

nication and information services, health, education, bills and rents, appliances, equal monthly installments

(EMIs), and others. Overall, the data quality is considered high, in particular since CMIE collects the data in

person using specialized workers. Each household is interviewed every four months and is asked about their

consumption pattern in the preceding four months. About 39,500 households are surveyed every month.

The data is organized in event-time around the month of the shock. In other words, for each household

we aggregate data at the wave-level and we define the time of each wave relative to the wave containing

November 2016. The final sample used in the analysis is constituted by about 95,000 households. We reach

this count because we consider households for which the age of the head of household is between 18 and 75

years as of September 2016. To make the panel balance, we also only consider households with non-missing

information between June 2016 and March 2017.

The main difference compared with the analyses in Section 4 is the timing. Before, the district-level data

were measured at monthly level. For these household data, the survey procedure is such that households

belonging to different waves of interviews are asked about the same month at different points in time.

Therefore, the reporting on November 2016 — the first month of the shock — is generally clustered together

with a different group of months depending on the wave.110 This feature is quite common among consumer

surveys, and it is similar to the Consumer Expenditure Survey in the US.111 Following the literature in this

area (e.g. Parker et al. (2013)), we deal with this feature by organizing the data by event-time. In other

words, for each household we aggregate data at the wave-level and we define the time of each wave relative

to the wave containing November 2016.112

With this data set of about 95,000 households, we then estimate the following household-level difference-

in-difference model:

log (yh,d,t) = αt + αh + δt
(
Exposured × 1{t≥t0}

)
+ Γ′

tYh,d + ϵh,d,t, (109)

where yh,d,t are consumption measures for household h in district d and survey-time t, αt and αh are event-

time and household fixed effects, Exposured is the district’s exposure as described in Section 4, which is

110For example, 25% percent of households will be asked about August-November 2016 consumption in December 2016,
25% percent will be asked about September-December 2016 consumption in January 2017 and so on. Thus, November 2016
consumption will be recorded with other months depending on the month it was surveyed between December 2016-March 2017.

111The main difference is that the Consumer Expenditure Survey is run every three months rather than four months.
112Therefore, the time in the panel is the one for the wave in which a household was interviewed about November, and it is

zero for the wave that happened four months before the one that includes November 2016 and one for the one that happened
four months after.
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interacted with dummies for the survey-time post-Demonetization, and Yh,d are controls, which are either at

district or individual level. For controls in the regression, we use the same district-level covariates as in the

previous set of analyses along with the addition of household-level controls including the age of the head of

the household and log of household income, both measured as in the last survey before the shock. As usual,

standard errors are clustered at district level, which is the level of the treatment.

D.2 Main results

Table H.20 shows the results for consumption responses based on exposure to the shock. Column (1) shows

that relative to the pre-period, total consumption was cut more for households located in the highly affected

district. The effect is sizable: a one-standard deviation increase in the chest bank score corresponds to about

a 3.6% relative decline in total consumption. The same holds when using a dichotomous version of the shock:

in this case, the highly affected households (top quartile) saw a relative drop of about 5.7%. Importantly,

these results are not driven by differences in pre-trends between affected districts (Figure H.18).113

Therefore, the cash contraction negatively affected household consumption. However, there are three

important things to point out about this negative effect. First, the impact of the shock was temporary.

Looking at the interaction between the treatment and dummies identifying the next 3 waves in which the

household was interviewed, we consistently find a small and non-significant coefficient. This effect suggests

that the cash contraction only significantly impacted household behavior during the months immediately

after the Demonetization and did not lead to a permanent change in consumption behavior. This evidence

is consistent with the idea that the shock was really only binding between November and January.

Second, consistent with the idea that households were able to partially limit the impact of the shock, the

contraction in consumption was larger for items that are less costly to cut for households. As a first step,

we divide consumption into necessary and unnecessary items, where the former group contains expenses

for food, rent and bills, and utilities (power and gas) while the latter contains the remaining part of the

consumption basket. Table H.21 shows that, when consumption is split between the two baskets of goods,

the effect on unnecessary consumption was economically larger (about 22% higher).114

This last result does not depend on the way we categorize consumption as necessary and unnecessary.

In Columns (3)-(5) of Table H.21, we consider three consumption categories: rent and bills, food, and

recreational expenses. For the first group - rent and bills - we find essentially no effect of the Demonetization.

For food, the effect is still negative and significant. In particular, a one standard-deviation increase in

exposure led to about 3% decline in food expenditure. However, this effect on food dwarfs in comparison to

the cut on recreational expenses. For this category, we find that a standard-deviation increases led to more

than a 15% cut in consumption.

Third, we also find direct evidence that electronic payments helped to partially limit the impact of the

shock. While this evidence confirms that the rise in electronic payment was unable to undo the effects of

the cash contraction, it may still be the case that electronic payments helped to partially limit the impact

of the shock. To test this hypothesis, we examine the responsiveness to the shock across areas characterized

by different levels of penetration of electronic payments in the pre-shock period. In particular, we focus on

113This analysis shows a positive and borderline significant effect on consumption two quarters after the Demonetization. One
interpretation is that households have shifted some consumption to the future. Consistent with this interpretation, we actually
find that the effect is driven entirely by unnecessary consumption, which is a category that contains durable expenditure.
However, we also want to point out that this positive result is statistically weak and it does not replicate using alternative
treatment specifications (e.g. using top quartile).

114The same difference also holds when looking using a dichotomous treatment (Appendix Table H.22): here necessary
consumption is cut by 4%, while unnecessary consumption by about 8%.
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the penetration of debit cards, which we proxy by the number of ATMs per million people in a district.115

Our focus on traditional electronic payment is motivated by its relative size. In fact, debit cards represent

the largest share of electronic transaction in India. Furthermore, while the issuance of new debit cards was

overall modest, the Demonetization led to an increase in the amount of transactions, suggesting that debit

cards were indeed used as a way to replace cash during the shock period.

The results of this analysis are presented in Table H.23. The key parameter in these regressions is the

triple interaction between the time dummies, the measure of exposure to the shock, and a dummy that a

value of one for districts that have an above-median number of ATMs per one million people. We repeat

the same analysis using both the continuous (odd columns) and dichotomous (even columns) versions of

the shock. Looking at total consumption (columns 1 and 2), we find consistently that the effect of the

cash contraction was smaller in districts with a high penetration in electronic payments. Depending on the

specification, districts with high penetration experienced a contraction in total consumption that is between

60% and 90% smaller than in low penetration areas.116

These results show that the cash contraction had a negative effect on individual consumption. However,

the negative effects were somehow limited to the most acute period of the Demonetization. Furthermore, the

cut was larger for unnecessary goods, like recreational expenses, and much more limited for food expense.

Building on these patterns, we also show that the presence of a developed electronic payment infrastructure

in a local market explains part of the variation in the response to the shock in the local market. This

evidence suggests that – while electronic money was not sufficient to completely shield the economy from

the contraction – its presence may have played a role in limiting the costs of the Demonetization.

Furthermore, this evidence is consistent with the interpretation of our specification as correctly capturing

heterogeneity on the cash contraction. Consistent with this supply side interpretation, we find that our

treatment predicts both lower consumption and higher use of electronic payments.

D.3 Placebo tests

In the body of the paper, we have also mentioned that the longer time series in the consumption data also

allows us to run more detailed placebo tests on our treatment measure.

In general, before this test, one residual concern is that districts with high exposure to chest banks are

regions that are particularly sensitive to business cycle fluctuations. The pre-trend analysis partially helps

with this concern, but it cannot rule this out completely because it focuses on one specific point in time.

Therefore, to bolster our identification further, we construct a large set of placebo tests, in which we repeat

our main analysis centering it in periods in which there was no contraction in cash. In particular, to keep our

approach general enough, we consider placebo shocks happening every month between February 2015 and

February 2016. We then replicate our main specification, testing for the presence of a differential response

across households in the wave of the placebo shock relative to the previous one.117

115The underlying assumption is that districts with a high number of ATMs per person will also be characterized by the
highest concentration of debit cards and POS machines. We focus on ATM rather than directly on cards or POS, since we
cannot directly measure the number of debit cards or POS machines at the district level, but only in aggregate.

116Table H.23 also examines the same effect across types of consumption. In particular, the access to electronic payments
helped to reduce the impact of the shock in necessary consumption (columns 3 and 4),the impact in explaining the effect for
unnecessary consumption was minimal (columns 5 and 6). This heterogeneity between types of consumption is consistent with
both demand and supply mechanisms. On the one hand, consumers facing a scarce access to electronic payments may be
more likely to allocate a larger share of their electronic money to necessary consumption. On the other hand, for necessary
consumption – in particular food – consumers are more likely to face the option to trade with retailers that are larger in size
(e.g. grocery chains) relative to unnecessary consumption (e.g. restaurants).

117In our main result, there is essentially no difference when we compare the effect on the previous wave - as in Figure H.18
- or the average of the previous three waves, like in Table H.20. Here we choose to compare to the previous wave because this
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The results of this set of placebo tests are reported in Figure H.19. The general finding is that — in

normal times — there is essentially no statistical difference in the change in total consumption between

households in districts with different chest bank exposure. Together with the pre-trend analysis, this test

excludes the concern that differential exposure to business cycles may explain our results. More broadly,

this test provide new evidence on the validity of our empirical specification.

E State-dependence

In this Appendix, we go back to the state-dependence tests presented in Section 4.3 and discuss more in

detail some of the potential identification shortcomings. In particular, discuss how the reflection problem

Manski (1993) represents a general constraints to examining this type of problem, and also discuss how

our approach helps overcoming this problem. We also present new empirical findings that help validate the

quality of our setting. Lastly, we also discuss in detail the tests for state-dependence developed using the

firm-level data.

E.1 Distance-to-the-hub

The idea of state-dependence in our model is that the response to the shock should not be uniform but it

should crucially depend on the initial conditions: in particular, areas where the initial marginal benefit to

join the platform is higher should see higher responses later. Because of this formulation, our starting point

in studying state-dependence is to run the type of analysis suggested by the model: when this mechanism

is important, we should find larger responses in those locations where the initial usage of the technology

is more extensive. In fact, in our theoretical framework differences in initial conditions fully determine the

marginal benefits of joining the platform. This relationship could be estimated using this equation:

Xd,t = αt + αd + δ (Id × 1{t ≥ t0}) + Γ
′

tYd + ϵd,t (110)

where Xd,t is a measure of the use of electronic payment in district d in month t, αt and αd are month

and district fixed-effects, Id measures initial adoption level in a district, and Yd represents a vector of control

at district-level. A model with state-dependence would predict that δ > 0. Indeed, we find evidence that is

consistent with this hypothesis (Appendix Table H.6).118

The key problem with this approach is that — as highlighted already in Manski (1993) — the estimate

of the endogenous response due to network effect cannot be disentangled from the correlated and contextual

effects. In other words, the estimated parameter δ̂ could capture both the effect of externalities as well as

other contextual or correlated factors affecting both initial adoption and the post-Demonetization response.

To overcome these issues, we have introduced in the paper a test that examines whether the increase in

adoption differs depending on the distance between a district and areas in which the usage of the electronic

wallets was large in both absolute and relative terms prior to November (electronic payment hubs). In our

specific setting, the idea is that retailers located closer to an electronic payment hub should be characterized

by an higher marginal benefit to join the platform because of adoption externalities. For instance, consumers

are more likely to travel across nearby locations, and therefore the vicinity to an electronic payment hub

allows us to go further back in time with the placebo.
118We specifically use two measures of pre-adoption in Appendix Table H.6: in odd columns, we use a dummy equal to one

if the district has a positive amount transacted pre-Demonetization, and in even columns, we use a continuous variable equal
to the log of the total amount transacted in the pre-period plus one.
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should influence consumers’ adoption of electronic payments which in turn should increase the incentive of

local businesses to accept this form of payment. If this is correct, then we should find that the location

should mediate the change in electronic payments’ use around the Demonetization, since the benefit from

externalities should be increasingly important as the scale of the technology expand.

Notice that the logic behind this test is similar to the typical argument used to motivate tests focused

on the presence of “indirect network effects” (Rysman, 2019; Jullien et al., 2021): rather than exploiting

variation in the size of the network to identify the endogenous response due to externalities, these approaches

examine the relationship between two economic variables that should be related only under the assumption

that network effects are sufficiently strong. As these authors argue, this alternative way to look at the

problem helps overcoming the standard reflection problem and allows to think about identification in a more

transparent way.

As described in the paper, we implement this approach by using a simple difference-in-difference model

where we compare the usage of wallet technologies around the Demonetization period across districts that are

differentially close to a digital wallet hub. We define hubs as those districts with high adoption in electronic

payment pre-Demonetization in both absolute and relative term. We can also confirm that adoption levels

in electronic payments around these areas tend to be higher also before the shock. With this model in mind,

we estimate the following equation:

Xd,t = αst + αd + δ (Dd × 1{t ≥ t0}) + Γ
′

tYd + ϵd,t

where Xd,t is a measure of the use of electronic payment in district d in month t, αst and αd are month-

by-state and district fixed-effects, Dd measures the minimal distance to one of the 5 electronic payments

hubs, and Yd represents a vector of control at district-level. Our prediction is that δ < 0, which is that

places further away should respond relatively less. As we described in Section 4.3, our results confirm our

hypothesis, as we find that districts closer to an hub saw their adoption increase relatively more in the

aftermath of the Demonetization.

The advantage of this approach is that it allows us to overcome the classical issues related to the reflection

problem, since by construction the model does not rely on ex-ante differences in adoption. However, the

interpretation of the test as evidence for state-dependence still requires a relative strong exclusion restriction.

In particular, our approach would identify the role of externalities only if the distance from an electronic

payment hub will affect adoption only because of its effect on adoption externalities. This concern could

be interpreted within the traditional omitted variable bias framework. Assume we can decompose the error

term ϵd,t as the sum of a purely idiosyncratic component ξd,t and a vector of district-specific characteristics

Zd, such that each component of Zt may affect electronic payment in a way that is captured by the vector

Θt. In other words, ϵd,t = Θ
′

tZd + ξd,t, where z
(g)
d and θ

(g)
d represents the component of vectors Zd and Θt

respectively. Within this framework, we can define z
(1)
d to be the factor that captures the strength of adoption

externalities in our model (i.e. the endogenous effect in Manski (1993)). This variable is unobservable to

the econometrician, but — because of its relationship with distance — we can test for its importance in the

data running the regression above. Given this framework, we can re-write the equation above as:

Xd,t = αst + αd + δ (Dd × 1{t ≥ t0}) + Γ
′

tYd +Θ
′

tZd + ξd,t

In this framework, our identifying assumption is that there is no z
(g)
d with g ̸= 1 that: (a) is unobservable;

(b) is correlated with distance Dd; and (c) has a significant effect on the use of electronic payment. In other
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words, the only z
(g)
d that is allowed to be correlated with distance and also affects adoption is when g = 1

(i.e. distance only captures ex-ante differences in adoption externalities for electronic payments, which is the

specific dimension we are trying to capture in the paper). An example of a z
(g)
d that could pose a threat to

our model is the presence of different propensity in adopting new technologies across areas that are closer

to an electronic hub. This would be the case if areas closer to an electronic payment hub are systematically

wealthier or are more familiar with better-tech products.

While this hypothesis is fundamentally untestable, we now provide a set of observations and tests that

will help the reader to assess the plausibility of this assumption and provide some “boundaries” on the type

of omitted factor that may pose a threat to our model. We discuss them here in order:

1. Controls: The first thing to point out is that the assumptions above needs to hold only conditional on

the controls that are included in the analysis. As specified above, each specification always controls for a

large array of district level characteristics that may affect the adoption of electronic payments. In particular,

we control for variables that would capture the level of economic activity in the area, access to formal

financial institutions, and distance to the state capital.119 This last control is included because the distance

to an electronic payment hub may systematically capture variation between more urban versus rural areas.

Each control is included in the specification fully interacted with month fixed effect, essentially allowing each

of these observable variables to flexibly affect the adoption patterns around the Demonetization. We also

include state-by-month fixed-effects to make sure that the distance variable does not simply obtain variation

from very heterogeneous part of the country, which may also be on a different trend in terms of adoption.

This first comment relates to the assumption (a) above (i.e. unobservability): we have included in the

vector Yd a large set of district characteristics that may be plausibly correlated with distance and also have

an effect on electronic payment. Therefore, while we cannot fully control for all relevant variables, this first

observation helps ruling out some obvious concerns. For instance, it rules out that differences in level of

economic activity are what explains our results.

2. Pre-trends: Figure 7 in the paper documents absence of pre-trends in adoption: that is, the distance to

an electronic payment hub only affects adoption after the Demonetization and not before. We find this result

consistently across all the outcomes used in the analysis. Furthermore, the differences in the pre-period are

not only statistically non-significant, but also small in size. Since the analysis also always include district

fixed-effects, this lack of pre-trend implies that z
(g)
d needs to be a characteristic that did not affect the increase

in adoption in the pre-period, despite being a significant force around adoption starting in November.

This property would be likely satisfied by our preferred interpretation: if distance captures variation

in adoption externalities, we should expect this effect to become economically significant only after the

Demonetization. This is because the strength of network effects depend on on the size of the network, and

therefore we should expect to find significant effects only after a large shock (i.e. the Demonetization) that

triggered a persistent structural break. However, a lot of other alternative interpretations are less likely

to square with this result. In general, any factor z
(g)
d that should also affect adoption growth before the

Demonetization would not satisfy this assumption. For instance, if districts closer to an hub are characterized

by more tech-savy citizens (and business owners), then these differences should be reflected in pre-shock

period adoption in the form of a failure of parallel trends. In general, most alterantive explanations do not

119District-level controls include (log) pre-shock banking deposits, share of villages with ATM facilities, share of villages with
banking facility, share of rural population, level of population and distance to state capital.
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depend on the size of the network, and therefore should appear both before and after the shock if they are

captured by the shock.

3. Observable Characteristics: Following the logic of the previous two tests, we next examine whether

we find any systematic difference in ex-ante characteristics between districts that are closer to the payment

hub. The idea is that a potential confounding factor z
(g)
d with g ̸= 1 has to be correlated with distance in order

to be a concern for us. As a result, it is plausible to expect that this factor should in part reflect on some other

characteristic of the district. To examine this issue, we test for differences in distance from the payment hubs

affect ex-ante observable characteristics. The results are presented in Appendix Table H.7. Conditional on

the distance to the state capital and state fixed-effects, we find that distance to an hub is not correlated with

ex-ante differences in characterstics. In particular, districts are also on average similar across their banking

characteristics — they have same level of deposits in quarter before the Demonetization, have similar access

to ATM machies as well as banking and credit facilities. The districts are also balanced on population, and

socio-economic characteristics (e.g. literacy rate). Importantly, districts farther from the payment hubs do

not differ in their exposure to the shock. This is an important point as it implies that our estimate of δ is not

mechanically picking up differential adoption responses in far districts to low exposure to the Demonetization.

Lastly, the districts have similar ownership of alternate payment technologies including credit card, cellphone

ownership and banked population. Altogether, this evidence suggests that any potential confounding factor

z
(g)
d (on top of the potential conditions discussed above) should also not affect ex-ante characteristics of the

district.

4. Placebo: To complement the previous analyses and further examine which type of z
(g)
d may be a

concern for us, we also propose a series of placebo tests by examining the adoption of other technologies

around the same period. The theoretical foundation for this test is the following: most unobservable factors

z
(g)
d with g ̸= 1 that will affect the adoption in electronic payments should also affect the adoption of other

technologies that are not electronic payments, but share similar adoption hurdles. For instance, any z
(g)
d that

captures some propensity to adopt new technologies in the local market should affect electronic payments

but also impact households or retailers decision in the use of other fintech products or other technologies.

Notice that this would not be the case for z
(1)
d , since this factor captures adoption externalities relative to

the electronic payment network, which are not always relevant for other technologies.

To implement this test, we run the same distance analysis using specification (16) and present the dynamic

results graphically. The reason why we particularly want to stress the importance of the dynamic specification

here is because this test is not only looking for changes in adoption around the Demonetization, but we want

more broadly to examine whether distance plays any role in explaining adoption dynamics during the period

considered. In other words, this test is interested in determining whether: (a) distance affects adoption

dynamics in general (i.e. areas closer/further experience differential growth); (b) and particularly whether

distance affect differential changes in adoption around the Demonetization.

To examine this issue, we consider adoption of three alternative technologies: banks accounts, mobile

phones, and fintech loans. While none of these benchmark variables are perfect, our argument is that these

technologies are likely to be affected by similar factors that are relevant for adoption as electronic payments.

First, we measure the adoption of mobile phones and bank accounts by households. Information on mobile

phones and bank accounts is constructed using the CMIE household survey that is already employed to

conduct the consumption analysis in the paper (Appendix D). Second, we measure district demand for
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fintech loans (i.e. loan applications), from one of the largest fintech lenders in India. This technology is

more directly comparable in terms of penetration to electronic payments: it is a two-sided platform and

local market forces that affect adoption of electronic payments will arguably also affect the adoption of this

technology.

We explore all three dimensions since we think there are benefits and weakness with all three measures.

From a conceptual standpoint, it is not immediately clear which of the three variables is better to conduct this

placebo analysis. On the one hand, the data on fintech loans is more likely to be affected by the same type of

consumers’ preferences and adoption frictions as our electronic wallet data, as they both are fintech products.

On the other hand, however, mobile phone and bank accounts can also be interesting to study, in particular

since their adoption may be directly affected by the Demonetization. Similarly, from a data standpoint, it is

not clear which of these technologies provide the best benchmark, since each of these technologies provides a

snapshot of a technology that is at a very different phase of its life-cycle. While the use of mobile phones and

bank accounts was extremely widespread before the Demonetization, the penetration of fintech loan product

was relatively low in the early part of our sample. Altogether, we think that examining all three is the best

and more transparent approach.

Across all three measures, we consistently fail to identify any systematic relationship between the dis-

tance from an electronic hub and the adoption of any of these technologies. The results are provided in the

three panels of Figure H.10. While results are sometimes a bit noisy on a month-by-month comparison, the

overall pattern clearly excludes any consistent difference in trends either before or after the Demonetization.

Furthermore, we also do not find any change in the adoption trends of these technologies around the De-

monetization event. Therefore, the within-state distance to a hub is not only unrelated to an overall trend

in each of the three technologies, but it also does not appear to be correlated to any significant change in

trend around November 2016.

Altogether, this set of results help us to further characterize the type of z
(g)
d that could be a concern

for our specification. In particular, this analysis suggests that z
(g)
d needs to be a factor that — on top of

satisfying all the other conditions expressed above — also does not affect adoption of other technologies

similar to electronic payments during the same period. In particular, these factors do not explain neither

the changes of these technologies before the Demonetization nor a change in adoption around it. As argued

above, this set of tests help us rule out a large class of potential confounding factors that are likely to impact

both the adoption of electronic payments as well as other comparable technologies.

5. Sensitivity: Leveraging on the same data collected in the previous step, we also provide a sensitivity

test where we examine whether our main distance result (i.e. specification 16) changes when we control for

a variable that is likely to be correlated with z
(g)
d . In the previous test (4), we have shown that distance

does not affect changes in adoption of other fintech products around the Demonetization. As a last test, we

use the data on fintech loans to create a proxy for fintech familiarity in a district and use this variable as

a control in the analysis. Specifically, we use the amount of fintech loan demand in the district per capita.

While this test is related to the one in (4), the logic behind the test is slightly different. Previously, we

wanted to check whether the same patterns could be identified on other technologies, under the assumption

that we should be able to replicate this effect if our results were driven by some omitted factor that is also

relevant for other technologies and correlated with distance. In this test, we take a more agnostic approach

and simply examine the sensitivity of our main results when we allow districts with different ex-ante levels

of fintech familiarity to have differential effect on electronic payments. To the extent that there exists a z
(g)
d
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that can be a confounding factor here assuming this is correlated with our proxy of fintech familiarity, we

should see our main coefficient of interest δ to change.

The results are reported in Table H.10. In particular, in odd columns we include our baseline results

and even columns we include our results that also add our fintech familiarity by month controls. Across all

our main outcomes of interest, we consistently find no economically and statistically significant changes in

our main coefficient of interest. Building on the previous discussion, we should have found δ to change by

some margin if our results where driven by an omitted variable that is somehow correlated with differences

in fintech familiarity.

6. Heterogeneity: As a last result supporting state-dependence, we examine how this mechanism should

interact with our main analysis. In principle, the state-dependence mechanism should reinforce the effect of

the cash contraction (i.e., the effect of the shock should be larger where the initial marginal benefit to join

is sufficiently large ex-ante). Our evidence confirms this hypothesis: in Appendix Table H.8 we show that

the impact of a cash contraction is statistically stronger for areas that are located closer to a payment hub.

This evidence is consistent with the model — which would predict a larger responses from areas with higher

ex-ante marginal benefit to join the platform — and therefore it supports our idea that state-dependence is

an economically important mechanism in our setting.

Altogether, this set of analyses helps us assess the plausibility of our interpretation of the distance test

as evidence consistent with state-dependence. Our key identification assumption is that (conditional on the

various controls) distance from an electronic payment hub will affect adoption only because of its effect

on adoption externalities. The presence of some omitted factor that drives adoption of electronic payment

and also correlated with distance is the main threat to this hypothesis (i.e. z
(g)
d with g ̸= 1 ). While our

tests cannot rule out this concern completely, they help address some of the alternative interpretations. In

particular, conditional on the controls in the analyses, these omitted factors would have to: (a) be correlated

with distance to an electronic hub; (b) affect the rise in electronic payments after the Demonetization, but

not before; (c) not affect the adoption of other technologies; (d) be uncorrelated with fintech familiarity.

E.2 Firm-Level Tests

On top of the tests based on the distance-to-the-hub, we also find support for state-dependence using firm-

level analyses.

In the model, analogously to the district-level prediction, state-dependence implies a positive relationship

between a firm’s use of the technology and the overall use by other firms in the same area. Using firm-level

data, we can directly test this prediction, following an approach that is consistent with the empirical literature

on spillovers (e.g. Munshi 2004, Goolsbee and Klenow 2002). Furthermore, the use of firm-level data allows

us to control directly for several dimensions of heterogeneity that may explain adoption decisions for reasons

unrelated to externalities.

For each firm, we measure the total use of the technology by other companies located in the same

geographical area and operate in the same industry. We choose this reference group because we believe that

complementarities should be strongest among firms in the same area and industry. For instance, we expect

to find the largest overlap in customers for companies within the same area and industry, as well as the
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largest spillovers in learning about the value of the technology. 120 In particular, we estimate:

xi,p,k,t = αi + αp,t + αk,t + ρxi,p,k,t−1 + γXp,k,t−1 + ϵi,p,k,t. (111)

Here xi,p,k,t is a measure of technology choice by firm i in industry k and pincode p at time t (where t is a

week in the period May 2016-June 2017).121 For instance, this measure could be a dummy for whether the

firm used the platform, or it could be the amount of activity of the firm on the platform.122 The variable

Xp,k,t−1 is a measure of adoption by other firms in the same pincode and the same industry during the

previous week. To be consistent, we measure Xp,k,t−1 using the same variable we used as the outcome,

summing that dimension across all firms in the same pincode and industry, and always excluding the firm

itself.

Results reported in Table H.12 provide evidence consistent with state-dependence. Across several specifi-

cations, we find that a higher volume of electronic transactions by firms in the same reference group strongly

predicts more transactions for the firm itself in the following week. For instance, in our baseline we have that

a one-standard-deviation increase in transactions by firms in the reference group leads to a 40% increase in

the amount of transactions for the firm, which corresponds to 18% of the standard-deviation of the outcome

variable. The same results hold –– with similar magnitude — when we look at the number of transactions

or at whether the firm was active on the platform.

Overall, the main concern in this analysis is that past decisions by firms in the reference group may

correlate with an individual firm’s behavior because of unobservable heterogeneity across firms which are

unrelated to the strength of complementarities — the reflection problem. To assuage this problem, we show

that results still hold once we augment the baseline with firm fixed-effects (column 2), pincode-by-week

fixed-effects (column 3), and industry-by-week fixed-effects (column 5) altogether. Relative to the baseline

specification specification (column 1), the addition of these fixed-effects will allow us to keep constant in the

model any characteristics of the area — even to the extent that these characteristics have a differential effect

over time — and also adjust the estimates for changes in adoption rates in the same industry.123

We conclude by repeating the same analysis as before, but allowing for month-specific parameters for

each of our outcomes (Figure H.14).124 Across the three outcomes, there are two key findings. First, the

positive effect documented before is always present in the data, both before and after the policy shock. This

is reassuring, since the state-dependence induced by complementarities is not a function of the shock but a

feature of technology choices in any scenario. Second, the effect of adoption in the reference group is much

higher in the months of the Demonetization, relative to the preceding and succeeding months.

120Our results also hold when using alternative definitions of the reference group. For instance, in Table H.13 in the Appendix
we define the relevant market as any firm in the same location (pincode), irrespective of the industry.

121We use pincode to identify firms’ locations because we want to use the narrowest definition of location that is available in
the data. Our main results also hold using districts (Table H.14 in Appendix).

122We classify firms into 14 broad industries: Food and Groceries (14%), Clothing (10%), Cosmetics (2%), Appliances (8%),
Restaurants (12%), Recreation (2%), Bills and Rent (1%), Transportation (13%), Communication (12%), Education (3%),
Health (7%), Services (4%), Jewellery (1%) and Others (11%).

123The inclusion of individual fixed-effects in a dynamic model may bias the main parameters in the model, as first discussed
in Nickell (1981). However, there are two important things to highlight about our application. First, the presence of fixed-effect
is not necessary to obtain the desired result, since we still find the same effect without any fixed-effects (column 1). Second,
the Nickell bias is a feature of models characterized by short panels, as the bias converges to zero as T − 1 increases, where
T is the time-dimension in the panel. In our case, T is relatively large - data is at weekly level and the time span is almost
a year - and therefore the bias will be small in magnitude. In particular, since our main prediction is on the direction of the
relationship rather than on the exact magnitude, this issue will not affect the conclusion of this study.

124In fact, the model suggests that the effect estimated should actually be different across time. In particular, using the
simulated data from the model, we can show that the importance of the adoption by other firms is particularly large in the
shock period.
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In general, this firm-level tests confirm the takeaways from the analyses using the distance-to-the-hub: a

local market initial conditions in terms of technology adoption matters for the propagation of the technology.

In general, firms or districts that were more likely to face high marginal benefits to use the technology

experienced a larger use of the technology ex-post. While both empirical models have some limitations,

their combined evidence provides a relatively strong test for the state-dependence prediction described in

the model.

F Learning vs. Network Effects

As we discussed in the paper, the presence of externalities in adoption in our framework can arise for a

variety of reasons. While quantifying the relative importance of these different channels is outside the scope

of the paper, this Appendix Section aims to present a variety of tests that can help the reader understanding

the relative importance of the different channels. This section provides a more extensive discussion of what

it is already presented in Section 4.5 in the body of the paper.

There are two main channels that may generate externality in adoption between retailers in our context.

First, complementarity in adoption between retailers could be generated by network effects arising from

the two-sided nature of the payment technology. For instance, in our context, the adoption by a retailer

increases the value of adopting the same technology by other retailers because it makes the technology more

valuable for consumers. This feedback-loop from the two sides of the market generates a positive externality

in adoption. (Appendix B.5 provides a two-sided, micro-founded model consistent with this mechanism, and

shows that it is isomorphic to our baseline model.) Second, externalities in adoption may also be induced by

retailers learning about the technology, in a context where the relative benefits of technologies is uncertain:

as more individuals use the technology in a local market, information about the existence and benefits of

technology will be more widely available to retailers (either through direct observation or communication)

which in turn should increase their likelihood to adopt.125 While the two mechanisms could generate similar

observational effects, they may have different policy implications.

To be clear, a third mechanism that may generate externality in adoption is learning between consumers.

While we discuss this channel later, we also want to point out now that this alternative mechanism is

different from the other two because its ability to explain the data is predicated on the assumption that

network effects between consumers and retailers is an economically important mechanism. In fact, in order

to affect retailers, learning between consumers requires the presence of a feedback-loop between the two sides

of the market, as implied by the traditional network effect channel discussed earlier.

Separating learning from network externalities is a notoriously challenging task. However, we present

here four separate tests that highlight the importance of network externalities in explaining our findings.

1. Use by pre-adopters. To start, we look at this issue by focusing on firms that were already using

electronic payments before November 2016 (“pre-adopters”) and had little to learn about the benefits of

technology arising from the shock.126 This idea follows the conceptual framework in Fafchamps et al. (2021):

if the presence of complementarity in adoption between different retailers come from the presence of learning

125Learning may be important because there is some intrinsic level of ex-ante uncertainty about the nature of the technology.
In this context, having more users in the platform may provide a signal about the quality of the technology, therefore resolving
some of the initial uncertainty and increasing the value of adoption.

126We define as a pre-adopter those merchants that have conducted at least Rs. 50 of transactions by October 2016.
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between each other, then their ability to influence each other should be null when a retailer has already

adopted the technology.

To be clear, as in Fafchamps et al. (2021), this implication follows from a very specific assumption about

the nature of learning. In particular, we assume that having adopted the technology allows the user to learn

most of what is important to determine future adoption. Given the relatively simplicity of the technology,

we think that this assumption fits well our setting. However, it is also important to highlight this working

assumption, and clarify how this may not be a good approximation for all problems.

An implication of this argument is that we should not see any persistent increase in the use of electronic

payment for pre-adopters around the Demonetization if the only source of externality in adoption is learning:

as cash comes back into the system, their use of electronic payment should go back to the pre-shock level.

This is obviously not true if traditional network externalities are somehow important: in this case, the cash

crunch should have persistent effect, because of the feedback-loop between consumers and firms.

The data confirms this second hypothesis: pre-adopters saw a persistent increase in the use of electronic

payments in the period considered. In aggregate, the firms that were pre-adopters (i.e. users in October

2016) experienced a substantial increase of about 100% in number of transactions between October 2016

to May 2017. Using our analysis exploiting variation across districts, we also find a large persistent effect

of the shock in this sub-sample of firms: in Table H.15, we now conduct our main analysis using firm-level

activity for this set of pre-adopters.127 On top of finding that these firms also increased the use of electronic

payment on average after the Demonetization (column 1), we also find that the effect is still large and

significant in both the short- and long-run (column 2). In fact, in this specification, we estimate a separate

effect for short-run (i.e. November 2016 to January 2017) and long-run (i.e. February 2017 onwards), and

find that the long-run effect is still very large and statistically similar to the short-run effect. This empirical

observation would be inconsistent with the idea that the persistence is mostly driven by a learning process.

2. Use by early-adopters. As a second test, we follow the same logic as the previous one but now look

at a different subset of users in our data: those that adopted electronic payments in the short run during the

Demonetization period. For this group we study the growth in their use of electronic payment during Spring

2017. Our argument is that the degree of connection between the regional exposure to the Demonetization

and the long-term transaction growth for these early adopters depends on the mechanism that generates

externalities.

Consider the case when the externality in adoption between retailers is completely determined by retailers

learning about the technology, either by observing adoption decision of other retailers or by learning through

interactions. In this case, we should expect no relationship between the growth in transactions during Spring

2017 and the exposure to the shock in November 2016 (or potentially a negative relationship if we think that

the adoption process is characterized by mean reversion).

This result follows from two observations. First, in Spring 2017 cash crunch has already dissipated and

therefore the November shock should only affect the use of electronic payment indirectly, through its impact

on the aggregate use of mobile wallets in a local market. Second, the businesses we are considering have

already adopted by January 2017, and therefore they have already learnt about the technology before Spring

2017. This implies that other contextual factors —for example, the adoption decision of the other firms —

should not be relevant anymore, if externalities only operate through learning.

127To be clear, this analysis is conducted using the firm-level data on the sample of pre-adopters rather than the aggregated
data at district level. Therefore, while the specification employed and the variable construction are identical to our main
district-level analyses, we can now also include firm fixed-effects.
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Instead, if network effects are a primary determinant of externalities, we should expect a positive relation-

ship between the size of the shock and the growth in number of transactions in Spring 2017. The intuition

behind this result is straightforward: when network effects are important, the size of the network should

positively affect the use of electronic payments in the long run for firms that have already adopted. The

testable prediction is that if the network effects are the key driver of our results, then the regional exposure

to the Demonetization should affect the use of electronic payment in Spring 2017 also for firms that have

already adopted the technology. Also in this case, the logic behind our test would be consistent with the

conceptual framework presented in Fafchamps et al. (2021).

We test this idea by focusing on firms that have adopted in the Demonetization period (i.e. November

2016 to January 2017) and regress the firm-level growth rate in the number of transactions on mobile wallet

for these firms during Spring 2017 (i.e. the growth rate between March and June 2017) on our proxy of

the cash shock exposure.128 The results are reported in the two panels of Figure H.13. In general, we

find a statistically positive relationship between the long-run growth rate and the shock (panel a), which

also survives when we control for the number of transactions conducted during the Demonetization period

(panel b). This evidence appears consistent with a model where network effects play an important role in

determining externalities in adoption.

These two sets of tests on the long-run growth for early- and pre-adopters can be easily rationalized in

a context where traditional network effects are relevant, while canonical models of learning alone would fall

short in explaining these patterns. However, this does not imply that learning from retailers is not a relevant

aspect, but rather that this force cannot entirely explain our results alone.

3. Heterogeneity by (proxies for) social learning. As a third test, we examine whether the response

to the shock is different depending on how easy is for local agents to collect information. The discussion

has so far focused specifically on learning by retailers, i.e. retailers learn about the technology from other

retailers or consumers. As discussed earlier, it is particularly important to examine this mechanism because

it can generate externalities in adoption also without the presence of any feedback-loop between the two

sides of the market. However, learning could also happen among consumers. This alternative mechanism is

intrinsically nested within the traditional network effects since learning on the consumer side will only be

relevant for retailer-adoption when network effects across the two markets are relevant. As a result, in our

case the two mechanisms are hard to separate, both empirically and conceptually.

To examine learning more broadly, we test whether there is a stronger response to the shock in areas

where learning is easier. We consider two proxies for consumer learning in a region. First, we use the degree

of language concentration.129 Second, we also examine the extent to which the population of a district is

connected to other people from the same district on Facebook (Bailey et al., 2018).130

In general, if learning is a first-order mechanism, we should expect to find a stronger increase in adoption

128Specifically, we estimate equation ∆Yid = β Exposured + ΓXd + ϵd, where ∆Yid is the growth rate in Yid,t between t =
March 2017 and t = June 2017. Yid,t are the number of transactions in month t for firm i, located in district d. The sample
considered is all firms that have had a positive amount of transactions for the first time between November 2016 to January
2017, and are still receiving payments as of March 2017.

129We define language concentration in a district as: Language Concentrationd = 1−
∑

l s
2
dl where sdl is the share of district

d population speaking language l. We obtain the information on language distribution among population using Census of India,
2011. We also standardize the measure to have mean 0 and standard deviation of 1.

130We use Facebook’s Social Connectedness Index (SCI) to measure the degree of digital connectedness. SCI measures the
number of Facebook friend connections between districts i and j divided by the product of numbers of Facebook users in the
two districts. We also standardize the measure to have mean 0 and standard deviation of 1. Given that SCI uses GADM’s 2014
border for Indian districts, we aggregate the intra-district SCI value to 2001 Census border assuming that number of users is
proportional to the total population at each district for the SCI denominator (i.e. population weights).
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in districts where learning is easier, like districts with more homogeneous languages or where individuals

are more connected with each other through social networks. To start, we examine this question using

our district-level data. We test whether the new adopters is influenced by our two measures of the ease

of learning (Appendix Table H.16).131 Both measures reject the hypothesis that places where learning is

easier experienced a large increase in adoption. As an aside, we also replicate the same effect looking at the

sample of pre-adopters discussed earlier. Since these are all retailers that have adopted, we now focus on

an intensive margin of the use of electronic payment (i.e. amount transacted). As we show in columns 3-6

in the Table H.15, we do not find any evidence that areas where social learning is easier respond differently.

These effects appear at odds with what one may expect if learning is the driving force behind our results.

4. Results from survey. As a fourth (and final) test, we also ran a survey of small firms and consumers

in India that adopted electronic payment during the Demonetization. The objective of the survey is to try to

elicit information on the factors that the respondents consider most important in deciding whether to adopt

electronic payments. We ran the survey using MTurk, a platform that is frequently used to run experiment

and surveys online and that also allows to run studies targeting adult individuals living in India. The survey

is presented to respondents as a general study on the use of electronic payment during the Demonetization.

Individuals are asked questions that allow us to determine whether the individuals have adopted any form

of electronic payment in the post-Demonetization period, and whether they identify themselves as retailers

or consumers.

The key question asks them about the reasons that pushed them to adopt electronic payment during the

Demonetization. Since we initially ask them whether they are small business owner, we tailor the language

of specific question to either “consumers” or “retailers.” The survey provides them with three pre-set options

to pick (presented in random order to the respondents) plus they have the opportunity to add another open

response. The first option aims to measure the direct impact of cash crunch in affecting their decision to

use electronic payments (“New Cash was hard to find, and therefore I had to find other ways to pay for

things”). We have this option in the survey because it helps us generate a benchmark for the importance of

the other mechanism. A second option proxies the traditional network externalities that would be generated

in a two-sided market. The exact wording of the question is slightly different for consumers and business

owners, since in each case we motivate the adoption of electronic payment with an increase in the use of

electronic payment on the other side of the market. For instance, for consumers, we motivate their adoption

of electronic payment as the result of a change in the use of electronic payment by the shops they commonly

use (“Because the shops where I buy things started accepting non-cash payments, it was better for me to

use this option”). For business owners, we instead frame it about their customers (“Since my customers had

started using non-cash payments, it was better for me to offer this option.”). A third option instead tries to

proxy for learning, essentially saying that the main reason for adoption was that they have learned about

the technology from family and friends. We allow respondents to pick multiple options: for instance, people

can select the cash crunch and also the learning response.

Our initial sample is made up 664 responses.132 However, we immediately drop responses that are not

131Since the measures of language concentration or SCI are unavailable for some districts that were part of our main sample
used in Table 2, in Column 1 of Appendix Table H.16 we re-conduct our main analysis on the sub-sample and show that our
result also replicates well on this sample.

132Participation was clearly voluntary and compensated with $1 for a study taking less than 5 minutes. Because of concerns
regarding data quality, we have included several filters in the initial Mturk setting. For instance, we clearly exclude repeated
participants and only allow participants with high HIT approval (> 90%) and number of HIT approved between 50 and 10,000.
The survey was ran between December 2021 and March 2022.
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complete (i.e. the person did not finish filling the poll) or that failed our attention checks, dropping the

same to about 544 respondents.133 We also keep only those that (1) used electronic payment over the past

5 years; (2) adopted some form of electronic payments during the Demonetization. After this second filter,

432 unique responses remain. While this sample is not big in absolute terms, we think it can provide useful

information for our answer.134

We present the result of the survey in Table H.17. We find that the “network effect” option — which

highlights the adoption by their shops or customer — is the most selected, as 75% of respondents chose

it. This is high in absolute terms, but it is also high relative to the number of individuals that instead

identified in the direct effect of cash the main reason for adopting electronic payments (56%). The role of

learning appears relevant, but less important than the other two options: only 44% claims that the adoption

of electronic payment was affected by having learned about the technology from friends and family. Almost

no one has selected the other option.135

Altogether, this evidence must be considered with the usual caveats regarding the use of surveys. However,

the picture that comes out of this exercise is surprisingly consistent with our general narrative. Both learning

and network effects appear to be relevant to understand the adoption of electronic payment during the

Demonetization. Within this context, however, network effects appear to be a more significant force, as

individuals point out on the increase in the use of electronic payment on the other side of the market as an

important factor in affecting their decision.

Before concluding, it is also important to highlight two weakness of this survey. First, as we pointed out

before, the survey was run about five years after the Demonetization. Second, since the survey was ran using

Mturk, the sample is likely to be biased towards a subset of the Indian population that is more likely to use

internet services. Indeed, Table H.18 provides evidence consistent with this concern: our survey coverage is

relatively more representative of younger Indians living in the Southern part of the country. About 96% of

our respondents are 50 or below, compared to only 74% in the overall population.136 Furthermore, about

two-third of our survey respondents are from one of the Southern states, compared to about one-fourth of the

total population. We believe that these differences capture the higher propensity in using internet services -

such as Mturk - among younger adults and individuals living around the Bangalore area, which is the main

technology hub in India.

To partially address these concerns, we present evidence consistent with our finding from the Demoneti-

zation survey ran by Financial Inclusion Insights India.137 While we believe that our survey better targets

the specific question we are after, this alternative work helps us address the two weaknesses discussed above.

First, the survey was run right around the Demonetization. Second, according to the documentation, the

survey covers a sample that should be representative of the adult Indian population.

133To screen for the presence of bots or potential individuals that do not pay any attention, we do two things. First, we
have a set of two images (a picture of a dog and a picture of a banana) and we ask the person to pick what the figure shows.
Conditional on paying any attention and not being a bot, answering this question is trivial, and indeed very few people make a
mistake. Second, we ask them two questions about the Demonetization: who announced the policy, and what the respondents’
experience in the aftermath of the Demonetization was like. The objective here is to also eliminate people that do not pay any
attention (e.g. respond with random text) or have no knowledge of English.

134We also collect demographic information to make sure our sample had a reasonable coverage of the Indian population.
135We also repeat the same analyses by including more restrictive filter for excluding respondents. We also find similar

findings when looking at only those that have adopted mobile wallets specifically. In general, the relative importance of the
options does not change.

136Since the survey has been conducted only on individuals 18 or above (because of IRB concerns), the distribution is
calculated on the same sub-group. Furthermore, to compare with the 2011 Census of India we had to do a few adjustment,
since the data reporting brackets for age were slightly different. For instance, our youngest age group was 18 to 30, while with
Census data we were only able to construct a 18 to 29 years old group.

137http://fii-website.staging.interactive.columnfivemedia.com/uploads/file/Effects%20of%20Demonetization%20o

n%20Financial%20Inclusion%20in%20India.pdf
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Within this survey, we are particularly interested in the question reported in the Annex I.D.2 (page 33

of the report). This question focused on merchants that still did not accept cashless payments after the

Demonetization and asked them for the motivation of this choice. A few non-mutually exclusive options are

provided. Two of the options provided clearly point to a learning mechanism as the reason for not adopting:

these options are (1) “Don’t fully understand and/or unaware of this method”; (2) “Method is too difficult

to use (self or customer)”. Furthermore, another option points instead to network effects as the reason for

not adopting. In particular, this option suggests that the lack of adoption is explained by the lack of demand

from the other side of the market (“Customers don’t demand this method”). Consistent with our findings,

the network effects explanation appears relatively more important that the learning one. Each of the two

learning explanations is selected by only about 60% of the respondents, while the lack of demand from the

other side of the market is selected by 82% of the respondents. While this discussion does not address all

the concerns with the survey, it does provides reassuring evidence that the importance of the network effects

mechanism is likely not explained by the timing of the survey or the lack of representativeness of our sample.

To conclude, while this set of analyses cannot fundamentally decompose the relative importance of learn-

ing versus network effects in generating externalities in adoption, this analysis highlights that some degree

of network externalities is probably necessary to rationalize all our findings. In other words, while learning

between retailers could still be important in our setting, our evidence also suggests that the importance of

this channel is likely less significant than the importance of network effects arising from the two-side market

of this technology.138

G Estimation

G.1 Estimation method

Let Y and Z denote the dependendent and independent variables in the system of equations (17); we

first construct the OLS estimate of the data moments, Ξ̂ = (Z ′Z)−1Z ′Y . We then estimate the variance-

covariance matrix of Ξ̂ using the bootstrap. Specifically, we let:

var
(
Ξ̂
)
=

1

B − 1

B∑
b=1

(
Ξ̂b − Ξ̂

)′ (
Ξ̂b − Ξ̂

)
,

where Ξ̂b is the estimate obtained in replication b of the bootstrap. We use B = 100 and sample with

replacement district by district.

The point estimate for the Np × 1 vector of parameters Θ is obtained by solving:

Θ̂ = argmin

(
Ξ̂− 1

Nsim

Nsim∑
s=1

Ξsim (Θ; γs)

)′

W

(
Ξ̂− 1

Nsim

Nsim∑
s=1

Ξsim (Θ; γs)

)
.

In this objective, Nsim is the number of simulations, and Ξsim(Θ; γs) is the same vector of moments as

above, estimated using data produced by simulation s. We use Nsim = 20 simulations, in keeping with the

138Another result that appears inconsistent with a traditional model of learning is the presence of reversal. In common feature
of learning in canonical models is that learning cannot be undone (at least within a few months). One implication of this feature
is that there should be more limited reversal after the shock if learning were the key source of complementarities. Indeed, the
data seem at odds with this scenario, since slightly more than a quarter of our district-month pairs experienced some negative
growth after the Demonetization in our data.
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recommendations of Michaelides and Ng (2000). Each simulation has the same size as the panel data; data

is sampled monthly from model simulations. We simulate data with a burn-in period of 10 years for each

district. Additionally, γs is a vector of random disturbances for simulation s, which we keep constant across

values of Θ for which the objective is evaluated. We use Matlab’s patternsearch routine to minimize the

objective, with 20 randomly drawn starting points for Θ.

Following the litterature (Pakes and Pollard, 1989; Rust, 1994; Hennessy and Whited, 2005, 2007; Taylor,

2010), we use the optimal weighting matrix:

W =
1

Nm
var

(
Ξ̂
)−1

.

The variance-covariance matrix for Θ̂, the vector of estimated parameters, is obtained as:

Ω =

(
1 +

1

Nsim

){(
∂G

∂Θ
(Θ̂)

)′

W

(
∂G

∂Θ
(Θ̂)

)}−1

,

with:

G(Θ) ≡ Ξ̂− 1

Nsim

Nsim∑
s=1

Ξsim (Θ; γs) .

We approximate the Jacobian of G(.) using numerical differentiation. We also report the following test

statistic for over-identifying restrictions:

J =
Nsim

1 +Nsim
G(Θ̂)′

(
var

(
Ξ̂
)−1

)
G(Θ̂),

which is distributed as a χ-squared with Nm−Np degrees of freedom under the null that the over-identifying

restrictions hold. Additionally, we use 2000 simulations of the panel, with parameters set to Θ̂, to construct

the standard errors and p-values reported in table 5.

In the data, we also re-normalize the Census retail counts so that at least n ≥ 0 districts reach full

adoption. Specifically, for all districts d, we define Xd,t = min(Nd,t/N̄
(n)
d , 1), where Nd,t is the number of

adopters per district, and N̄
(n)
d =

Ndn,t0

Ndn
Nd, Nd is the Census count of retailers in district d in 2014, and dn

is a reference district. The reference district is defined as the district with the nth highest un-normalized

maximum adoption rate, i.e. the nth highest value of maxt
Nd,t

Nd
. We do this because it is unclear whether

the Census counts properly measure the pool of potential adopters. We experimented with values ranging

from n = 0 (no normalization) to n = 10 (the 10 highest-adoption districts reach full adoption). In all cases,

we can reject the null of no complementarities, and estimates of the contribution of complementarities to

the long-run change in adoption are largely unchanged, ranging from 40% to 65%. We use n = 5 in the

estimation that follows.

G.2 Intuition for identification

Our main parameter of interest is the strength of complementarities, C. Consistent with our earlier discussion

of the model, this parameter is primarily identified by the difference between the short and medium-run

response of adoption to the shock, γ̂.139 Without adoption complementarities (C = 0), the short-run

139Here, we define “medium-run” as three months after the shock; by then, in the data, cash circulation had returned to
pre-shock levels, and, in the model, the aggregate shock is more than 90% dissipated.
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adoption wave triggered by the shock has no bearing on the adoption decision of firms further down the

road. As a result, once the shock is dissipated, there should be no further adoption by new firms, consistent

with Predictions 1b and 2b from Section 3. The model would then predict that γ̂ = 0. By contrast, when

adoption complementarities are present (C > 0), the short-run adoption wave raises the value of future

adoption for other firms, and so new firms continue adopting even once the shock is dissipated, leading to

positive values of γ̂. Additionally, as discussed earlier in the paper, the dependence of the response to the

shock on initial conditions (δ̂, ζ̂) also helps pin down the strength of adoption complementarities.

The rate at which firms reset their technology choice, k, is identified using estimates of the between-

district variance of the change in adoption, η̂ and κ̂. The medium-run variance, κ̂, is particularly informative

about k. As highlighted in our earlier discussion, if firms reset their technology quickly relative to the

persistence of the shock (i.e. k is sufficiently high relative to θ), then all districts will rapidly converge to

full adoption, thus leading to lower cross-sectional variance in adoption rates in the medium-run.

Finally, the size of the shock, S, is primarily identified by the short-run adoption caused by the shock,

which is β̂. Absent an aggregate shock, β̂ is not statistically different from 0, and the magnitude of the

coefficient increases with the size of the shock, independent of the existence of complementarities. The

standard deviation of idiosyncratic innovations to districts, σ, is identified using the variance of residuals from

the first equation in (17). The residual variation in adoption, after controlling for initial conditions, should

be driven by district-level shocks. The rate of profits associated with the electronic payments technology

when there is no adoption, Me, is identified using the variance of within-district adoption rates. Even when

there are no complementarities, a lower level of Me is associated with shorter adoption spells, and therefore

lower overall volatility of adoption rates.
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H Appendix figures and tables

Figure H.1: Nominal value of currency in circulation
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Notes: The figure shows the monthly change in the nominal value of currency in circulation (in grey) and the
monthly change in the nominal value of the M1 money supply, the sum of currency plus bank deposits (in blue).
Month 0 is the month of October 2016; the figures are end-of-month estimates. Source: Reserve Bank of India.
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Figure H.2: Total value of ATM withdrawals in India (2015-2020)
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Notes: The figure reports the value of ATM transactions in India between 2015 and 2020. Specifically, this variable
captures the amount of cash that is physically withdrawn from an ATM using a debit card during this period. We
normalize at zero the level at October 2016. The vertical line is between October 2016 and November 2016. Source:
Reserve Bank of India.

Figure H.3: Evidence from Google Search Trends
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Notes: The figure reports the daily plot between September 2016 and July 2017 of Google searches for several key
words that could be representative of public actions and information associated with the demonetization shocks.
Data is obtained through Google Trends, and the index is normalized by Google to be 0 to 100, with a value of 100
assigned to the day with the maximum number of searches made for that topic. Source: Google Search Index.
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Figure H.4: Total value of mobile wallet transactions in India (2015-2020)
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Notes: The figure reports the value of mobile wallet transactions in India between 2015 and 2020. We normalize
at zero the level at January 2016, and smooth the series with a three month moving average. The vertical line is
between October 2016 and November 2016. Source: Reserve Bank of India.
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Figure H.5: Growth in Transactions for Traditional Electronic Payment Systems

-.7
5

-.5
-.2

5
0

.2
5

.5
.7

5
%

 c
ha

ng
e

-5 -3 -1 1 3 5 7
Months after shock

Debit Cards (#Trans at ATM)

-.7
5

-.5
-.2

5
0

.2
5

.5
.7

5
%

 c
ha

ng
e

-5 -3 -1 1 3 5 7
Months after shock

Debit Cards (Amount at ATM)

-.7
5

-.5
-.2

5
0

.2
5

.5
.7

5
%

 c
ha

ng
e

-5 -3 -1 1 3 5 7
Months after shock

Credit Cards (#Trans at Sale Point)

-.7
5

-.5
-.2

5
0

.2
5

.5
.7

5
%

 c
ha

ng
e

-5 -3 -1 1 3 5 7
Months after shock

Debit Cards (#Trans at Sale Point)

-.0
5

0
.0

5
.1

%
 c

ha
ng

e

-5 -3 -1 1 3 5 7
Months after shock

# Credit Cards

-.0
5

0
.0

5
.1

%
 c

ha
ng

e

-5 -3 -1 1 3 5 7
Months after shock

# Debit Cards

Notes: Monthly growth rates in transactions using credit and debit cards around Demonetization. The top four
panels reports measures of use at the intensive margin, and the bottom two panels reports measures of adoption. All
the data are monthly and aggregated at the national level. Months are on the horizontal axis, with October 2016 as
month zero. Source: Reserve Bank of India.
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Figure H.6: Distribution of Exposured across districts
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Notes: The figure shows the distribution of Exposured (as described in Section 4) across Indian districts. Source:
Reserve Bank of India.
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Figure H.7: Map of the Distribution of Exposured

Notes: The figure maps the distribution of Exposured (as described in Section 4) across Indian districts. Source:
Reserve Bank of India
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Figure H.8: Distribution of growth in deposits across districts
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Notes: Distribution across deposits of the growth in total banking sector deposits from October to December during
the year 2015 (blue) and 2016 (black). The vertical dashed lines represents the corresponding mean deposit growth
for these years. Source: Reserve Bank of India.

Figure H.9: Robustness: one-state out
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Notes: This figure reports a robustness in which we exclude from the main analysis one state at a time and we
recalculate the main coefficient of interest. In particular, we consider the specification in which we look at amount of
transactions as an outcome and we consider the coefficient on post multiplied to the chest exposure measure. Each
bar reports the main coefficient for the specification excluding the state in the x-axis and the 95% confidence interval.
The horizontal dashed line is the main coefficient from the main table of the paper, added for reference.
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Figure H.10: District adoption dynamics across several technologies based on distance to electronic hub

(a) Digital Wallet (b) Fintech loans
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(c) Mobile phones ownership (d) Bank account ownership
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Notes: The figure plots the dynamic effects on adoption of different technologies across districts based on distance of
that district to the closest district with more than 500 active firms before the Demonetization. The main outcomes of
interest are: log of the new firms joining the platform in that month (panel (a)) which essentially replicates our main
finding; log of number of loans applied that month on a leading fintech company (panel (b)); the share of households
with mobile phone in the district as reported in CMIE (panel (c)); the share of households with a bank account in
the district as reported in CMIE (panel (d)). The approach is the same already followed in Figure 7: each figure
reports the result from the dynamic difference-in-difference using the distance-to-hub treatment, where the month
before the shock is normalized to zero (October 2016). We employ the dichotomous treatment, which is equal to one
if a district is further than 400 kms. from the closest payment hub. 95% confidence intervals are represented with
the vertical lines; standard errors are clustered at the district level.
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Figure H.11: Uncertainty indices for India (2016-2017)

(a) News-based uncertainty index (b) Google search-based uncertainty index

Notes: The figure reports the monthly uncertainty measures between January 2016 and December 2017 as con-
structed in Priyaranjan and Pratap (2021) . The vertical line is the month of the Demonetization (i.e. November
2016). Panel (a) reports the series constructed by extracting uncertainty sentiment from newspapers. Panel (b)
reports the series constructed by extracting uncertainty sentiment from Google Search data. Detailed discussion
provided in Section A.1 of the paper and in Priyaranjan and Pratap (2021).

Figure H.12: Cash in circulation

Notes: The figure reports the monthly ratio between cash in circulation and money supply (M3) between 2013 and
2020. The vertical line is in between October 2016 and November 2016. Source: Reserve Bank of India.
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Figure H.13: Exposured and early-adopters
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Notes: The figure reports the results of the analysis on early-adopters, defined as those retailers that have adopted
between November 2016 and January 2017, and are still active in March 2017. The figure plots the relationship
between the growth in number of transactions between March 2017 and June 2017 at firm-level ∆Yid and the size of
the shock Exposured. Specifically, we estimate equation ∆Yid = β Exposured + ΓXd + ϵd, where ∆Yid is the growth
rate in Yid,t between t = March 2017 and t = June 2017. Yid,t are the number of transactions in month t for firm
i, located in district d. Panel (a) reports the baseline analysis, while panel (b) also controls for the level conducted
during the Demonetization period.
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Figure H.14: Firm adoption dynamics in electronic payments data based on existing adopters
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Notes: The figure plots month-by-month estimates of the dependence of firm-level adoption rates on the share of
other adopters in the industry/pincode. The specification we estimate is a version of equation 111 in which each
coefficient is interacted with a weekly dummy; we reported the monthly estimates of the coefficient γ. The top panel
reports the effects when x is the total amount of transactions, the middle panel reports the effects when x is the
total number of transactions, and the bottom panel reports the effects when x is a dummy for whether the firm used
the platform over the past week. 95% confidence intervals are represented with the vertical lines; standard errors are
clustered at the pincode level.
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Figure H.15: Adoption dynamics in the fixed cost model of Appendix B.6. The figure reports the phase diagram of
the model. The gray solid lines represent the adoption thresholds Ms and MS , and the dashed grey line indicates the
long-run level of cash demand, Mc. The green region corresponds to the states of the economy where firms currently
using cash adopt electronic money at rate k (dXt = (1 − Xt)kdt), while the yellow regions correspond to the state
of the economy where firms currently using electronic money adopt cash at rate k (dXt = −Xtkdt), as described in
Result 2. The grey region is the inaction region. The solid arrow illustrates a potential trajectories of the economy
following a large drop in cash demand, from M0− = Mc (the hollow marker) to M0 ≪ Mc (the solid marker). In this
hypothetical trajectory, innovations to cash demand for t > 0 are exactly zero, so that Mt = E0[Mt|M0].
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Figure H.16: Summary of perfect foresight response to a large shock when θ ≤ k. The shock size S is assumed
to satisfy S > M−1

c (1 + k/(r + k))(Mc −Me). The region highlighted in red corresponds to values of (X0, C) such
that adoption stops at a finite time in the perfect foresight response to a shock of size S. The blue area corresponds
to values of (X0, C) such that adoption continues at all dates t ≥ 0. In the gray are, the bounds on the equilibrium
adoption threshold are not sufficiently tight to determine whether adoption stops at a finite horizon or whether the
shock leads to adoption at all future dates. The parameter values used to construct the graph are: r = − log(0.70)/12
(the calibration is monthly); k = 0.200; Mc = 1; Me = 0.970; θ = −30 log(1− 0.90)/240; σ = 0.06; T = 1200. In this
calibration, θ ≤ k (the shock is mean-reverting quickly). Figure 3 summarize the perfect foresight response when
θ > k. See Appendix B.2 for derivations of t̂(X0) and the boundaries C(X0) and C(X0).
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Figure H.17: Persistence of fundamentals and the role of complementarities

Notes: The figure shows the estimated contribution of complementarities to the 8-month response of adoption to
the shock, under different assumptions about the persistence of changes in the flow benefits of cash. Persistence
(expressed as the expected time for cash-based demand to converge back to within 10% of its long-run value) is on
the horizontal axis. The contribution of complementarities (expressed as one minus the ratio of adoption response 8
months after the shock when C = 0, to the adoption response 8 months after the shock when C = Ĉ, where Ĉ is an
estimate of C) is on the vertical axis. The red line reports the contribution of complementarities when varying the
degree of shock persistence but keeping the estimates of complementarities equal to the value estimated in Section 5.
The blue line reports the contribution of complementarities when we re-estimate different values of the parameter C
under alternative assumptions about the persistence of the shock.
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Figure H.18: Consumption responses based on exposure to the shock
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Notes: The figure plots estimates of consumption responses depending on exposure to the shock (Exposured). The
specification we estimate is a version of equation 109 in which each coefficient is based on the interaction of the
treatment variable with a event-time dummy. We report the event-time estimates of the coefficient δ. The treatment
is our measure of Exposured as described in Section 4. The dependent variable on the y-axis is the (log) total expense
by household (as described in Section D). 95% confidence intervals are represented with the vertical lines; standard
errors are clustered at the district level. Source: CMIE Consumption Data.

Figure H.19: Consumption responses based on placebo shocks
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Notes: The figure plots the estimates of consumption responses depending on exposure to the shock where we assume
the occurrence of a “fake” shock in each survey-time corresponding to each entry on the x-axis. The specification we
estimate is a version of equation 109 in which each coefficient is based on the interaction of the treatment variable
(Exposured) with an event-time dummy. We report the coefficient δ for the event-time right after shock. The
treatment variable is our measure of Exposured for the district (as described in Section 4). The dependent variable
log(yh,d,t) is the log of total consumption (as described in Section D). 95% confidence intervals are represented with
the vertical lines; standard errors are clustered at the district level. Source: CMIE Consumption Data.

83



Table H.1: Share of Chest Banks and Deposit Growth

∆ log(deposits) ∆ log(depositsadj.) ∆ log(depositsN )

(1) (2) (3) (4) (5) (6)

Chest Exposure 0.094*** 0.083*** 0.085*** 0.075*** 1.821*** 1.621***
[0.013] [0.012] [0.013] [0.012] [0.257] [0.238]

log(Pre Deposits) -0.035*** -0.035*** -0.677***
[0.003] [0.003] [0.063]

% villages with ATM 0.023 0.020 0.445
[0.040] [0.042] [0.769]

% villages with banks -0.051** -0.051** -1.000**
[0.023] [0.024] [0.449]

Rural Pop./Total Pop. -0.063*** -0.070*** -1.224***
[0.016] [0.017] [0.317]

log(population) 0.036*** 0.035*** 0.707***
[0.003] [0.003] [0.068]

Observations 512 512 512 512 512 512
R-squared 0.118 0.313 0.099 0.290 0.118 0.313
District Controls ✓ ✓ ✓

Notes: The table reports the results from regression of the district-level deposit growth (between September 30,
2016 and December 31, 2016) on the measure of Exposured for the district (as described in Section 4). Columns
(1) and (2) use the measure of change in total deposits. Columns (3) and (4) uses the measure of abnormal growth
in total deposits, which adjust for the normal deposit growth in the district across the last two years. Specifically,
we subtract the mean deposit growth in the last 8 quarters from the growth in 2016Q4 deposits. Columns (5) and
(6) uses the dependent variable of deposit growth that is normalized to have mean zero and standard deviation 1.
Odd columns shows the correlation without any controls. Even columns include the district-level controls for (log)
pre-shock banking deposits, share of villages with ATM facilities, share of villages with banking facility, share of rural
population and level of population in the district. Robust standard errors are reported in parentheses; ∗∗∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.2: Exposured and Deposit Growth (pre-shock quarters)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
201604 201603 201602 201601 201504 201503 201502 201501 201404 201403 201402 201401

Chest Exposure 1.621*** -0.404 0.476** 0.137 0.163 0.342 -0.040 0.315 0.345 -0.734*** 0.165 0.012
[0.238] [0.260] [0.236] [0.234] [0.268] [0.255] [0.231] [0.240] [0.291] [0.280] [0.257] [0.269]

Observations 512 512 512 512 512 512 512 512 512 512 512 512
R-squared 0.313 0.027 0.026 0.162 0.020 0.054 0.044 0.061 0.017 0.037 0.100 0.124
District Controls ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Notes: Regression of district-level deposit growth for all eleven quarters before the shock (2016 Q4) on the density of chest banks in the district. The dependent
variable is normalized to have mean zero and standard deviation 1. Treatment variable is our measure of Exposured for the district (as described in Section
4). District-level controls include (log) pre-shock banking deposits, share of villages with ATM facilities, share of villages with banking facility, share of rural
population and level of population in the district. Standard error in parentheses; ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.3: Relation between Exposured and district’s technology penetration

Dependent
variable: coeff. R2

(1) (2)

Amount per firm (in ’1000 Rs.) 0.072 0.192
(0.052)

# transactions per firm 0.258 0.149
(0.228)

Share of active firms 0.006 0.261
(0.008)

Credit card ownership rate 0.020 0.055
(0.045)

Mobile phone ownership rate 0.047 0.062
(0.031)

Bank account ownership rate 0.031 0.057
(0.030)

Notes: The table reports the correlation between our treatment Exposured and measures of ex-ante technology
penetration in a district. Column (1) reports the conditional effect of our exposure measure on the variable listed
in that specific row, using the same controls as the main analysis. In the first three rows, we report measures of
penetration of our mobile wallet technology. We measure the amount of transactions (in thousand rupees), number
of transactions, and number of retailers in the platform, all scaled by the total number of businesses with less than
4 employees in the district (2013 Economic Census). The last three rows examine the relationship for measures of
penetration of other technologies that are relevant for the use of electronic payment: share of households that have
credit card, mobile phone, and bank account (obtained from CMIE data). Column (2) reports R2 and standard errors
clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.4: Path dependence

y = log(amount) log(# users) log(# switchers) log(amount) log(# users) log(# switchers)

(1) (2) (3) (4) (5) (6)

Exposured × 1t≥t0
1.433*** 0.453*** 0.368*** 2.506*** 0.807*** 0.609**
[0.424] [0.134] [0.125] [0.719] [0.267] [0.236]

L1.y 0.604*** 0.778*** 0.635***
[0.015] [0.008] [0.008]

L2.y 0.276*** 0.493*** 0.294***
[0.021] [0.015] [0.011]

Observations 6,357 6,357 6,357 5,868 5,868 5,868
R-squared 0.905 0.954 0.899 0.859 0.912 0.847
District f.e. ✓ ✓ ✓ ✓ ✓ ✓
Month f.e. ✓ ✓ ✓ ✓ ✓ ✓
District Controls × Month f.e. ✓ ✓ ✓ ✓ ✓ ✓

Notes: The table replicates the main results in the paper studying the exposure to the shocks and technology adoption
(i.e. Table 3) also controlling for lagged outcomes. Columns (1)-(3) include a one-month lag, while Columns (4)-(6)
include a two-months lag. Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.

Table H.5: Electronic Payment and Cash shock: non-linear effects

log(amount) log(# users) log(# switchers)

(1) (2) (3)

1(Exposure Quintile = 2)d × 1t≥t0 0.580 0.010 -0.045
[0.436] [0.218] [0.173]

1(Exposure Quintile = 3)d × 1t≥t0 0.704 0.152 0.078
[0.471] [0.230] [0.177]

1(Exposure Quintile = 4)d × 1t≥t0 1.423*** 0.524** 0.348*
[0.464] [0.239] [0.184]

1(Exposure Quintile = 5)d × 1t≥t0 1.467*** 0.466* 0.309*
[0.492] [0.238] [0.181]

Observations 6,846 6,846 6,846
R-squared 0.849 0.868 0.818
District f.e. ✓ ✓ ✓
Month f.e. ✓ ✓ ✓
District Controls × Month f.e. ✓ ✓ ✓

Notes: The table examines the relationship between the exposure to the shock and the use of electronic payment,
using our treatment variable non-parametrically. The baseline specification is the same as our main specification in
the paper (i.e. Table 3). In all Columns we replace our continuous treatment with a set of dummies that divide
the sample in five quintiles based on the size of the exposure measure. The group in the first quintile of exposure
measure is excluded and acts as reference group. All columns include the district level controls interacted with month
dummies, as well as district and month fixed-effects. Standard errors clustered at the district level are reported in
parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.6: District adoption rates based on initial adoption in electronic payment data

log(amount) log(# users) log(# switchers)

(1) (2) (3) (4) (5) (6)

1 (Any Adopter)d × 1 (t ≥ t0) 1.416*** 1.715*** 1.290***

[0.379] [0.188] [0.148]

log(pre-amount)d × 1 (t ≥ t0) 0.050 0.167*** 0.122***

[0.050] [0.022] [0.018]

Observations 6,846 6,846 6,846 6,846 6,846 6,846

R-squared 0.849 0.848 0.880 0.877 0.830 0.826

District f.e. ✓ ✓ ✓ ✓ ✓ ✓

Month f.e. ✓ ✓ ✓ ✓ ✓ ✓

District Controls × Month f.e. ✓ ✓ ✓ ✓ ✓ ✓

Notes: The table shows adoption dependence on initial conditions at the district level. The specification estimated
is equation 110. In the first row, Id is a dummy if a district had a positive adoption level before the Demonetization.
In the second row, Id the total amount transacted before the Demonetization. Across the six columns, we focus on
different measures of activity in the platform. Specifically, we examine: in Columns (1) and (2), the total amount
(in Rs.) of transactions carried out using a digital wallet in district d during month t; in Columns (3) and (4), the
total number of active retailers using a digital wallet in district d during month t; in Columns (5)-(6), the total
number of new retailers joining the digital wallet in district d during month t. District-level controls include (log)
pre-shock banking deposits, share of villages with ATM facilities, share of villages with banking facility, share of rural
population and level of population in the district. Standard errors are clustered at the district level. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.

88



Table H.7: Distance to hubd and district characteristics (Balance Test)

Dependent variable:
coeff. R2

(1) (2)

Chest Exposure -0.021 0.315
(0.061)

Log(Pre Deposits) -0.467 0.267
(0.371)

% villages with ATM 0.020 0.708
(0.014)

# Bank Branches per 1000’s -0.008 0.544
(0.009)

# Agri Credit Societies per 1000’s 0.007 0.292
(0.018)

% villages with banks -0.003 0.895
(0.014)

Log(Population) -0.257 0.459
(0.191)

Literacy rate 0.003 0.548
(0.028)

Credit card ownership rate -0.071 0.394
(0.054)

Mobile phone ownership rate -0.012 0.287
(0.030)

Bank account ownership rate -0.043 0.239
(0.043)

Notes: The table tests for differences in observable district-characteristics and the distance-to-the-hub measure
(Distance to hub)d. In Column (1). we report the coefficient from the OLS regression of each variable on the
distance-to-the-hub measure, controlling for the distance to the state-capital and corresponding state fixed-effect.
Standard errors clustered at the district level are reported in parentheses. We also report the R2 of the analysis in
the Column (2). ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.8: Heterogeneity of the response across distance from the hubs

log(amount) log(# users) log(# switchers)

(1) (2) (3)

Exposured × 1t≥t0 6.329** 2.158* 1.662
[2.535] [1.258] [1.026]

1Dd≥100km × 1t≥t0 4.419** 1.923** 1.596**
[1.876] [0.924] [0.768]

Exposured × 1Dd≥100km × 1t≥t0 -6.221** -2.480* -1.960*
[2.566] [1.280] [1.047]

Observations 6,846 6,846 6,846
R-squared 0.885 0.911 0.871
District f.e. ✓ ✓ ✓
Month f.e. ✓ ✓ ✓
District Controls × Month f.e. ✓ ✓ ✓
State × Month f.e. ✓ ✓ ✓

Notes: The table analyzes the heterogeneous effects of the exposure to the shock (Exposured) across districts far
and close to the electronic payment hubs. We define as districts closer to the hub those locations that are within 100
km from the closest hub. Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.

Table H.9: Abnormal technology growth around government policies

November 8, 2016 December 8, 2016 January 1, 2017

(1) (2) (3)

Exposured 0.376** 0.046 -0.151
[0.187] [0.173] [0.139]

Observations 512 512 512
R-squared 0.169 0.031 0.034
District Controls ✓ ✓ ✓

Notes: The table uses district-level, high-frequency data to check for abnormal growth in adoption of digital wallet
around the announcement or introduction of government policies. We estimate the equivalent of our difference-in-
difference collapsed across periods: ∆yd = βExposured + γXd + ϵd where ∆yd is the two-week symmetric growth
in transaction following the date specified in the header. To provide a benchmark, in column (1) we examine the
behavior around the Demonetization announcement date (essentially replicating our main finding using a different
specification). In column (2), we instead examine the response around the date when the new government policies
were announced and in columns (3) when the policies were implemented. The controls are the same as the main
analysis. Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05,
∗ : p < 0.1.
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Table H.10: Distance results controlling for fintech familiarity

log(amount) log(# users) log(# switchers)

(1) (2) (3) (4) (5) (6)

(Distance to hub)d × 1(t ≥ t0) -3.958*** -4.474*** -1.713*** -1.862*** -1.100*** -1.217***
[1.190] [1.183] [0.501] [0.506] [0.387] [0.391]

Observations 6,846 6,846 6,846 6,846 6,846 6,846
R-squared 0.886 0.887 0.912 0.913 0.871 0.873
District f.e. ✓ ✓ ✓ ✓ ✓ ✓
Month f.e. ✓ ✓ ✓ ✓ ✓ ✓
District Controls× Month f.e. ✓ ✓ ✓ ✓ ✓ ✓
State× Month f.e. ✓ ✓ ✓ ✓ ✓ ✓
# pre loans × Month f.e. ✓ ✓ ✓

Notes: The table replicates the main result examining the relationship between distance from the hub and electronic
payment after including an extra control that captures the local propensity to adopt new fintech products, which
we measure as number of fintech loans per capita in the district before November 2016. Odd columns replicates the
finding already reported in the paper (Table 3). Even columns show how the result changes when we control for
our proxy for the propensity to adopt technology interacted with month dummies. Standard errors clustered at the
district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.11: District adoption rates based on initial adoption: Alternative specification

log(amount) log(# users) log(# switchers)

δ = 200 δ = 300 δ = 400 δ = 200 δ = 300 δ = 400 δ = 200 δ = 300 δ = 400

(1) (2) (3) (4) (5) (6) (7) (8) (9)

(Distance To Hub > δ km.) × 1{t≥t0} -1.309*** -1.129*** -1.113*** -0.538*** -0.494*** -0.491*** -0.358** -0.357*** -0.360***

[0.374] [0.357] [0.345] [0.183] [0.152] [0.140] [0.143] [0.116] [0.108]

Observations 6,846 6,846 6,846 6,846 6,846 6,846 6,846 6,846 6,846

R-squared 0.886 0.886 0.886 0.912 0.912 0.912 0.871 0.871 0.871

District f.e. ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Month f.e. ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

District Controls × Month f.e. ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

State × Month f.e. ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table replicates Table 3 (i.e. use of the technology as a function to the distance to the nearest hub), where we proxy distance with a dummy variable,
rather than a continuous one. In other words, the specification estimated is equation 16, replacing Dd with a dummy for distance to hub based on threshold δ
(1{Distance To Hub>δ km.}). The different thresholds are specified at the top of the table (i.e. 200 km, 300 km, and 400 km). Apart from this alternative definition,
the rest of the specification is the same as Table 3. Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05,
∗ : p < 0.1.
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Table H.12: Firm adoption based on existing adoption rate in electronic payments data

(1) (2) (3) (4)

xi,k,p,t = log(amount)i,k,p,t

xi,k,p,t−1 0.528*** 0.437*** 0.369*** 0.358***

(0.005) (0.004) (0.004) (0.004)

Xk,p,t−1 0.090*** 0.155*** 0.032*** 0.015***

(0.003) (0.001) (0.001) (0.001)

R2 0.365 0.404 0.455 0.460

xi,k,p,t = log(# transactions)i,k,p,t

xi,k,p,t−1 0.707*** 0.617*** 0.593*** 0.577***

(0.005) (0.005) (0.005) (0.005)

Xk,p,t−1 0.032*** 0.062*** 0.041*** 0.017***

(0.002) (0.002) (0.001) (0.001)

R2 0.549 0.574 0.601 0.606

xi,k,p,t = 1 {On platform}i,k,p,t
xi,k,p,t−1 0.509*** 0.404*** 0.334*** 0.323***

(0.005) (0.004) (0.003) (0.003)

Xk,p,t−1 0.046*** 0.097*** 0.038*** 0.022***

(0.004) (0.003) (0.002) (0.001)

R2 0.341 0.387 0.443 0.448

Firm F.E. ✓ ✓ ✓

Pincode × Week F.E. ✓ ✓

Industry × Week F.E. ✓

Observations 11,750,558 11,750,558 11,541,757 11,541,757

Notes: The table reports estimates of the dynamic specification for adoption based on : xi,p,k,t = αi +αp,t +αk,t +
ρxi,p,k,t−1+γXp,k,t−1+ϵi,p,k,t allowing for spillovers across industries within the same pincode p (specification (111)).
We reported estimates of the coefficient γ. The top panel reports effects when x is the total value of transactions, the
middle panel reports effects when x is the total number of transactions, and the bottom panel reports effects when
x is a dummy for whether the firm used the platform in the week. Standard errors clustered at pincode level are
reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.13: Firm adoption based on existing adoption rate (allowing for spillovers across industries)

(1) (2) (3) (4)

xi,p,d,t = log(amount)i,p,d,t

xi,p,d,t−1 0.533*** 0.444*** 0.375*** 0.358***

(0.006) (0.005) (0.004) (0.003)

Xp,d,t−1 0.076*** 0.135*** 0.023*** 0.016***

(0.002) (0.002) (0.002) (0.001)

R2 0.364 0.402 0.432 0.441

xi,p,d,t = log(# transactions)i,p,d,t

xi,p,d,t−1 0.711*** 0.621*** 0.586*** 0.579***

(0.005) (0.005) (0.005) (0.005)

Xp,d,t−1 0.022*** 0.043*** 0.021*** 0.013***

(0.001) (0.001) (0.001) (0.001)

R2 0.548 0.573 0.585 0.590

xi,p,d,t = 1 {On platform}i,p,d,t
xi,p,d,t−1 0.496*** 0.381*** 0.334*** 0.323***

(0.007) (0.003) (0.003) (0.003)

Xp,d,t−1 0.035*** 0.071*** 0.027*** 0.015***

(0.002) (0.001) (0.001) (0.001)

R2 0.347 0.398 0.420 0.428

Firm F.E. ✓ ✓ ✓

Industry × Week F.E. ✓ ✓

District × Week F.E. ✓

Observations 11,750,558 11,750,558 11,750,558 11,749,732

Notes: The table reports estimates of the dynamic specification for adoption based on : xi,p,d,t = αi + αdt +
ρxi,p,d,t−1+γXp,d,t−1+ϵi,p,d,t allowing for spillovers across industries within the same pincode. We reported estimates
of the coefficient γ. The top panel reports effects when x is the total value of transactions, the middle panel reports
effects when x is the total number of transactions, and the bottom panel reports effects when x is a dummy for
whether the firm used the platform in the week. Standard errors are clustered at the pincode level. ∗ ∗ ∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.14: Firm adoption based on existing adoption rate (district-level)

(1) (2) (3) (4)

xi,k,d,t = log(amount)i,k,d,t

xi,k,d,t−1 0.572*** 0.474*** 0.420*** 0.410***

(0.0100) (0.0108) (0.0108) (0.0105)

Xk,d,t−1 0.0696*** 0.117*** 0.0295*** 0.00606***

(0.00257) (0.00662) (0.00439) (0.00134)

R2 0.398 0.437 0.459 0.463

xi,k,d,t = log(# transactions)i,k,d,t

xi,k,d,t−1 0.776*** 0.709*** 0.635*** 0.624***

(0.0101) (0.00933) (0.0149) (0.0148)

Xk,d,t−1 0.0237*** 0.0600** 0.116*** 0.0212***

(0.00821) (0.0301) (0.00693) (0.00205)

R2 0.598 0.615 0.635 0.637

xi,k,d,t = 1 {On platform}i,k,d,t
xi,k,d,t−1 0.528*** 0.408*** 0.378*** 0.370***

(0.00828) (0.00931) (0.00857) (0.00849)

Xk,d,t−1 0.0158*** 0.0314*** 0.0198*** 0.00489***

(0.00131) (0.00180) (0.00202) (0.000938)

R2 0.369 0.419 0.433 0.437

Firm F.E. ✓ ✓ ✓

District × Week F.E. ✓ ✓

Industry × Week F.E. ✓

Observations 58,022,429 58,022,429 58,021,662 58,021,662

Notes: The table reports estimates of the dependence of firm-level adoption rates on the share of other adopters
in the industry/district. The specification we estimate is a version of equation 111 at district-level in which each
coefficient is interacted with a weekly dummy; we reported estimates of the coefficient γ. The top panel reports
effects when x is the total value of transactions, the middle panel reports effects when x is the total number of
transactions, and the bottom panel reports effects when x is a dummy for whether the firm used the platform in the
week. Standard errors are clustered at the district level. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.15: Effect of exposure on pre-adopters

log(amount)

(1) (2) (3) (4) (5) (6)

Exposured × 1(t ≥ t0) 1.370** 1.348** 1.418**
[0.598] [0.633] [0.699]

Exposured × 1(Short run)t 1.613** 1.625** 1.670**
[0.634] [0.675] [0.711]

Exposured × 1(Long run)t 1.224** 1.182* 1.268*
[0.602] [0.631] [0.718]

Exposured × 1(High SCI)d × 1(t ≥ t0) -0.883
[2.056]

Exposured × 1(High SCI)d × 1(Short run)t -1.225
[2.147]

Exposured × 1(High SCI)d × 1(Long run)t -0.678
[2.018]

1(High SCI)d × 1(t ≥ t0) 0.903 0.903
[1.316] [1.316]

Exposured × 1(High Lang. Conc.)d × 1(t ≥ t0) -0.246
[1.131]

Exposured × 1(High Lang. Conc.)d × 1(Short run)t -0.316
[1.109]

Exposured × 1(High Lang. Conc.)d × 1(Long run)t -0.204
[1.157]

1(High Lang. Conc.)d × 1(t ≥ t0) -0.113 -0.113
[0.644] [0.644]

Observations 132,608 132,608 132,552 132,552 132,454 132,454
R-squared 0.543 0.544 0.544 0.544 0.544 0.544
Firm f.e. ✓ ✓ ✓ ✓ ✓ ✓
Month f.e. ✓ ✓ ✓ ✓ ✓ ✓
District Controls × Month f.e. ✓ ✓ ✓ ✓ ✓ ✓

Notes: The table replicates the main effect of the shock using firm-level data and focusing only on pre-adopters (i.e.
firms that have adopted before the November 2016 Demonetization shock). The specification is the equation (15),
with the exception that district-fixed effects are replaced by firm-fixed effects. The dependent variable is the log of
amount transacted by the firm on the platform during month t. In Column (1), we replicate the main finding of
the paper with this sample. In Column (2), we decompose the effect splitting the post-November effect between the
short-run (i.e. November 2016 to January 2017) and long-run (i.e. February 2017 onwards). In Columns (3) and (5),
we report the interaction between our treatment and the post-shock dummy with proxies of learning. In columns (4)
and (6), we report the interaction between the short- and long-run effect with proxies of learning. We consider two
proxies for learning: social connectivity of the district (Columns 3 and 4); and measure of language concentration
(Columns 5 and 6). For both proxies, we split the sample at median to identify regions with high/low learning.
Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.16: Effect of exposure on adoption by districts’ language concentration and social connectedness

log(# switchers)

(1) (2) (3)

Exposured × 1(t ≥ t0) 0.671** 0.688* 0.615*
[0.340] [0.356] [0.353]

Exposured × (Lang. Conc.)d × 1(t ≥ t0) 0.200
[0.390]

(Lang. Conc.)d × 1(t ≥ t0) -0.111
[0.208]

Exposured × SCId × 1(t ≥ t0) SCId -0.338
[0.321]

SCId × 1(t ≥ t0) 0.127
[0.136]

Observations 6,552 6,552 6,552
R-squared 0.822 0.822 0.822
District f.e. ✓ ✓ ✓
Month f.e. ✓ ✓ ✓
District Controls × Month f.e. ✓ ✓ ✓

Notes: The table reports estimates of the effect of cash contraction on the adoption of digital wallet, after controlling
for and interacting with proxies of learning in a district. The outcome considered is the number of firms joining the
platform that month. In Column (1), we replicate the main finding of the paper (equation 15). In Columns (2) and
(3), we test whether there is any difference in this effect between districts where it is easier to learn. Specifically,
in column (2) we use a proxy based on language concentration, while in column (3) we use a proxy based on social
connectivity of the district on Facebook. More details on the analysis can be found in Section 4.5 and Appendix F.
Standard errors clustered at the district level are reported in parentheses. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.17: Survey: Reasons for the Adoption of e-Payment Method Post-Demonetization

Reason for Adoption Non-Business Small Business Total
Owner Owner

New cash was hard to find 137 103 240

I learnt from my family or friends
who have already used them

99 93 192

Shops where I buy things my customers
started using non-cash payments

188 136 324

Any Reason 246 186 432

Notes: The table reports the key result from the survey analysis, discussed in the paper. The table shows the
reasons reported by respondents for the reason that drove their decision to adopt a form of electronic payment in
the aftermath of the Demonetization. For each sample considered, we report the total number of individuals in that
group (i.e. any reason), as well as the number of respondents that select each of the three reasons: (1) new cash was
hard to find; (2) I have learnt from my family or friends who have already use the form of electronic payment (i.e.
learning); (3) Shops where I buy things (or ”my customers” for business owner) started using non-cash payments
(network effects). Notice that the options are not mutually exclusive and respondents can choose more than one.
Results are reported separately for respondents that were (i) only customers of shops (”Non-Business Owner”), (ii)
were also shopkeepers or business owners (”Small Business Owner”), and (iii) the combined sample (”Total”). More
details on the survey are provided in Section F of the paper.

Table H.18: Population Distribution Comparison: Survey and 2011 Census of India

Census 2011 Survey

Panel A: Age Comparison (%)

Between 18 and 30 years old 34.3 36.4
Between 30 and 50 years old 40.5 60.1
Between 50 and 70 years old 20.0 3.3
70 years old or above 5.2 0.2

Panel B: By Region (%)

Central Zone 23.4 7.0
Eastern Zone 21.5 3.9
North Eastern Zone 3.7 1.7
Northern Zone 13.1 9.0
Southern Zone 23.0 67.8
Western Zone 15.3 10.7

Notes: The table compares the geographical and age distribution from the survey and 2011 Census of India. Central
Zone includes the states of Chhattisgarh, Madhya Pradesh, Uttar Pradesh and Uttarakhand. Eastern Zone includes
the states of Bihar, Jharkhand, Odisha, and West Bengal. North Eastern Zone includes the states of Arunachal
Pradesh, Manipur, Assam, Meghalaya, Mizoram, Nagaland, Tripura, and Sikkim. Northern Zone includes the states
of Chandigarh, Delhi, Haryana, Himachal Pradesh, Jammu and Kashmir, Punjab, and Rajasthan. Southern Zone
includes the states of Andhra Pradesh, Karnataka, Kerala, and Tamil Nadu. Western Zone includes the states of
Goa, Gujarat, and Maharashtra.
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Frankel and Burdzy (2005) This paper

Mode 1 Electronic money e

Mode 2 Cash c

Switching cost functions cm(km, X) = 0, m = 1, 2

Payoff shocks Wt = −Mt

Flow payoff in mode 1 u(1,Wt, Xt) = Me + CXt

Flow payoff in mode 2 u(2,Wt, Xt) = −Wt

Shock process



dWt = (νtWt + µt)dt+ σtdZt

νt =

{
θ if t ≤ T

0 if t > T

µt = −νtM
c

σt = σ

Relative flow payoff in mode 1 D(Wt, Xt, k
1, k2) = Me +Wt + CXt

Lipschitz constants for D β = C, α = 1

Bounds on switching rates K1 = K2 = 0, K1 = K2 = k

Bounds on shocks process

{
N1 = σ

N2 = 3
2 max (σ, θ,M cθ, Tθ)

Bound for strict dominance of mode 1 w =

(
r + k + θ

r + k + θe−(r+k+θ)T

)
(M c −Me)−M c

Bound for strict dominance of mode 2 w = −
(
Me +

r + k + θ

r + k + θe−(r+k+θ)T
C

)
Table H.19: Mapping between the model of Section 3 and the general framework of Frankel and Burdzy (2005).
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Table H.20: Consumption responses based on exposure to the shock

log(ExpenseTotal)

Exposured : Continuous measure Top 25%

(1) (2)

(Exposure)d × 1(t = t1) -0.199*** -0.0577**
(0.0637) (0.0234)

(Exposure)d × 1(t = t2) -0.0337 -0.0199
(0.0815) (0.0296)

(Exposure)d × 1(t = t3) 0.148 0.0146
(0.102) (0.0370)

(Exposure)d × 1(t = t4) 0.0252 -0.0187
(0.141) (0.0588)

Household f.e. ✓ ✓
Survey-time f.e. ✓ ✓
District Controls × Survey-time f.e. ✓ ✓
Household controls × Survey-time f.e. ✓ ✓
Observations 564,690 564,690
R-squared 0.707 0.706

Notes: The table shows the difference-in-differences estimate for consumption responses for each event-time after
the demonetization shock relative to the pre-period (four event-time). The specification estimated is equation 109.
The treatment variable is our measure of Exposured for the district (Column (1)) and takes the values of 1 if the
measure of Exposured is in the top quartile of the distribution (Column (2)). The dependent variable log(yh,d,t) is
the log of total consumption as defined in Section D. District-level controls include (log) pre-shock banking deposits,
share of villages with ATM facilities, share of villages with a banking facility, share of rural population and level
of population in the district. Household-level controls include pre-shock income and age of head of the household.
Standard errors are clustered at the district level. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.21: Consumption responses across categories based on exposure to the shock

Necessary Unnecessary Bills and Rent Food Recreation

(1) (2) (3) (4) (5)

(Exposure)d × 1(t = t1) -0.174*** -0.211** 0.250 -0.185*** -0.996**
(0.0573) (0.0987) (0.268) (0.0595) (0.431)

Household f.e. ✓ ✓ ✓ ✓ ✓
Survey-time f.e. ✓ ✓ ✓ ✓ ✓
District Controls × Survey-time f.e. ✓ ✓ ✓ ✓ ✓
Household controls × Survey-time f.e. ✓ ✓ ✓ ✓ ✓
Observations 564,690 564,690 564,690 564,690 564,690
R-squared 0.731 0.622 0.700 0.684 0.460

Notes: The table shows the difference-in-differences estimate for consumption responses across various categories for
each event-time after the demonetization shock relative the pre-period (four event-time). The specification estimated
is equation 109. The treatment variable is our measure of Exposured for the district (as described in Section 4). The
dependent variable log(yh,d,t) is either the log of consumption of necessary goods (Column (1)); the log of consumption
of unnecessary goods (Column (2)); log of expenditure on bills and rent (Column (3)); the log of expenditure on
food (Column (4)); the log of expenditure on recreation activities (Column (5)) as defined in Section D. District-
level controls include (log) pre-shock banking deposits, share of villages with ATM facilities, share of villages with
a banking facility, share of rural population and level of population in the district. Household-level controls include
pre-shock income and age of head of the household. Standard errors are clustered at the district level. ∗∗∗ : p < 0.01,
∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.22: Consumption responses based on alternative cutoff for exposure to the shock

log(Expense)

Total Necessary Unnecessary

(1) (2) (3)

1{t=t1} × (Top 25% Exposure)d -0.0577** -0.0427* -0.0781**
(0.0234) (0.0230) (0.0343)

1{t=t2} × (Top 25% Exposure)d -0.0199 -0.0172 -0.0277
(0.0296) (0.0266) (0.0454)

1{t=t3} × (Top 25% Exposure)d 0.0146 -0.00438 0.0519
(0.0370) (0.0307) (0.0533)

1{t=t4} × (Top 25% Exposure)d -0.0187 -0.0588 0.0374
(0.0588) (0.0580) (0.0786)

Household f.e. ✓ ✓ ✓
Survey-time f.e. ✓ ✓ ✓
District Controls × Survey-time f.e. ✓ ✓ ✓
Household controls × Survey-time f.e. ✓ ✓ ✓
Observations 564,690 564,690 564,690
R-squared 0.706 0.731 0.622

Notes: The table shows difference-in-differences estimate for consumption responses for each event-time post the
demonetization shock relative the pre-period (four event-time). The specification estimated is equation 109. Treat-
ment variable takes the value of 1 if our measure of Exposured for the district (as described in Section 4) is in the
top 25% value of exposure. The dependent variable log(yh,d,t) is either log of total consumption (Column (1)); log of
consumption of necessary goods (Column (2)); log of consumption of unnecessary goods (Column (3)) as defined in
Section D. District-level controls include (log) pre-shock banking deposits, share of villages with ATM facilities, share
of villages with banking facility, share of rural population and level of population in the district. Household-level
controls include pre-shock income and age of head of the household. Standard errors are clustered at the district
level. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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Table H.23: Heterogeneous consumption responses by district’s exposure to alternate payment system

Total Necessary Unnecessary

(1) (2) (3) (4) (5) (6)

1(t = t1) × (Exposure)d -0.303*** -0.298*** -0.280**
(0.0771) (0.0740) (0.121)

1(t = t2) × (Exposure)d -0.177* -0.201** -0.114
(0.0972) (0.0889) (0.157)

1(t = t3) × (Exposure)d 0.103 0.0199 0.275
(0.131) (0.108) (0.203)

1(t = t4) × (Exposure)d 0.121 -0.124 0.445
(0.212) (0.182) (0.319)

1(t = t1) × 1(ATM)d -0.118* -0.0506* -0.127** -0.0491** -0.0917 -0.0413
(0.0615) (0.0298) (0.0518) (0.0241) (0.0963) (0.0463)

1(t = t2) × 1(ATM)d -0.148** -0.0535* -0.157*** -0.0528** -0.116 -0.0438
(0.0663) (0.0302) (0.0584) (0.0253) (0.105) (0.0490)

1(t = t3) × 1(ATM)d -0.0431 0.0000 -0.0481 -0.0105 -0.0118 0.0356
(0.0731) (0.0315) (0.0615) (0.0282) (0.118) (0.0486)

1(t = t4) × 1(ATM)d 0.117 0.0644 -0.0285 -0.00480 0.299* 0.145*
(0.114) (0.0604) (0.0968) (0.0516) (0.174) (0.0864)

1(t = t1) × (Top 25% Exposure)d -0.106*** -0.104*** -0.102**
(0.0318) (0.0291) (0.0510)

1(t = t2) × (Top 25% Exposure)d -0.0782** -0.0829** -0.0666
(0.0375) (0.0335) (0.0609)

1(t = t3) × (Top 25% Exposure)d 0.00985 -0.0126 0.0669
(0.0478) (0.0385) (0.0761)

1(t = t4) × (Top 25% Exposure)d 0.0227 -0.0993 0.211
(0.0914) (0.0776) (0.137)

1(t = t1) × (Exposure)d × 1(ATM)d 0.185* 0.217** 0.129
(0.102) (0.0987) (0.151)

1(t = t2) × (Exposure)d × 1(ATM)d 0.232* 0.261** 0.167
(0.119) (0.112) (0.185)

1(t = t3) × (Exposure)d × 1(ATM)d 0.0744 0.0724 0.0536
(0.142) (0.116) (0.226)

1(t = t4) × (Exposure)d × 1(ATM)d -0.139 0.0818 -0.454
(0.218) (0.202) (0.326)

1(t = t1) × (Top 25% Exposure)d × 1(ATM)d 0.0913** 0.114*** 0.0479
(0.0437) (0.0423) (0.0645)

1(t = t2) × (Top 25% Exposure)d × 1(ATM)d 0.101* 0.116** 0.0628
(0.0520) (0.0470) (0.0811)

1(t = t3) × (Top 25% Exposure)d × 1(ATM)d 0.00388 0.0110 -0.0363
(0.0600) (0.0494) (0.0933)

1(t = t4) × (Top 25% Exposure)d × 1(ATM)d -0.0622 0.0771 -0.289*
(0.0994) (0.0949) (0.148)

Observations 554,894 554,894 554,899 554,899 554,899 554,899
R-squared 0.704 0.704 0.730 0.730 0.618 0.618

Notes: The table shows triple-difference estimate for consumption responses for each event-time post the demoneti-
zation shock relative the pre-period (four event-time), based on district’s access to ATM facility. Treatment variable
is our measure of Exposured for the district (odd columns) and takes the values of 1 if the measure of Exposured
is in the top quartile of the distribution (even columns). 1(ATM)d takes the values of 1 if the number of ATM per
capita in district is above the median of the distribution. The dependent variable log(yh,d,t) is either the log of total
consumption (Column 1-2); log of necessary consumption (Column 3-4); log of unnecessary consumption (Column
5-6). as defined in Section D. District-level controls include (log) pre-shock banking deposits, share of villages with
ATM facilities, share of villages with banking facility, share of rural population and level of population in the district.
Household-level controls include pre-shock income and age of head of the household. Standard errors are clustered
at the district level. ∗ ∗ ∗ : p < 0.01, ∗∗ : p < 0.05, ∗ : p < 0.1.
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