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Abstract

The purposes of this study are two: 1) to compare the forecasting
abilities of the three methods: univariate autoregressive integrated moving
average (ARIMA), mu]tivariaté autoregressive integrated moving average
(MARIMA), and vector autoregression (both unconstrained--VAR--and Bayesian--
BVAR) aﬁd, 2) to study the problem of whether series should be differenced
before modeling and subsequent use in forecasting. All of these methods have
been shown to provide forecasts that are more accurate than many econometric
methods, which require more resources to implement. In terms of whether to
difference or not, there does not appear to be a clear consensus. The
forecasts from models estimated using level data and differenced data can be
quite different. This statement is supported by this study in that the
forecast performance of these techniques is shown to be very sensitive to
differencing. This is especially true of the VAR forecasts. The results for
the other methods were mixed--that is, for some forecast lengths and for some
variables, level models provided better forecasts, while for other

combinations, differenced models were better. In general, the ARIMA and
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MARIMA models provided better forecasts than the VAR or BVAR models when
differenced data was used for the MARIMA models, and for both differenced and
level data for ARIMA models. Also, VAR models in the differenced data

provided better forecasts than BVAR models in either levels or differences.

I. Introduction

The main purpose of this research is to compare forecasts from three
popular time series methods of forecasting: ARIMA, MARIMA, and VAR-BVAR. As
part of this effort, we examine the problem of whether the series should be
differenced before estimating models for forecasting purposes. Although the
question of whether to difference or not has been shown to be a major
potential problem in univariate ARIMA models (see Dickey, Bell, and Miller
[1986]1 for a discussion of this problem and a list of relevent references in
the univariate case), not much research has been carried out for multivariate
cases. For the MARIMA models, Tiao and Box (1981) recommend not differencing
the data. However, many applications of this method do difference the data
and then fit MARIMA models. In VAR-BVAR models, it is not apparent whether
the series should be differenced or not. For examplé; Litterman (1986)
suggests an appropriate approximation of the behavior of an economic variable
is a random walk around an unknown, deterministic trend. This would seem to
imply that the data should not be differenced because generally only
undifferenced economic series behave this way. Howéver, Litterman also says
that this part of the prior is a likely candidate for modification. In fact,
Litterman uses levels, growth rates, log levels, and differences in a seven-

variable model.



-3 -
http://clevelandfed.org/research/workpaper
Best available copy

The data used in this study are the Lydia Pinkham annual data on sales
and advertising from 1907 through 1960. Thsee data are given and discussed in
Heyse and Wei (1985) and have been used in many other studies: for example:
Bhattacharyya (1982); Erickson (1981); Hanssens (1980); Helmer and Johansson
(1977); Pack (1979); Pollay (1979); and Schmalensee (1972).

II. Time Series Models

The following is a very brief description of the time series models used
in this study. The univariate ARIMA models are discussed in detail in Box and
Jenkins (1976), Tiao and Box (1981) provide a more detailed description of the
multivariate ARIMA models, and Litterman (1986) discusses the VAR and BVAR
models. A1l of these models are particular versions of the general time

series model of order (p,q) given by:

(1) ¢,(B)z: = 84(Bda. + 6o,

where
2) $,(B) =1 - ¢,B - - ¢,B°,
84(B) = I - 6:B - - 84B%,
where
B = backshift operator (e.g., B%z,,. = 2:,:-5),
I =k x k identity matrix,
z = vector of k variables in the model,
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¢;'s and 6;'s = k x k matrixes of unknown parameters,
8o = k x 1 vector of unknown parameters, and
a =k x 1 vector of random errors that are identically and

independently distributed as N(0,Z).

Thus, it is assumed that the a;,.'s at different points in time are
independent, but not necessarily that the elements of a. are independent at
a given point in time.

The univariate models use only past history of the individual series
being modeied. Thus, they do not use any information from other series which
may be related to the series being forecast. The MARIMA, VAR, and BVAR models
use information from other related series to attempt to obtain better
forecasts by using the additional information from these series. These models
differ in how they model the relationships among the series. Both VAR and
BVAR assume that the relationships can be approximated by using only
autoregressive components of the more general autoregréssive moving average
(ARMA) models. The difference between the VAR and the BVAR models is in the
method of estimating the models rather than in their form.

The n-period-ahead forecasts from these models at time t (z.(n)) are

given by:

3 gt(n) = Ql[Zt+n—l] + ...+ Qp[étfn—pl

+ [§t+n] = 9![§t+n—|]- e = Qq[ét+n—q];

where, for any value of t,n,m, [x¢.,-m] implies the conditional expected

values of the random variables X.:.n.m at time t. If n-m is less than or
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equal to zero, then the conditional expected values are the actual values of
the random variables and the error terms. If n-m is greater than zero, then.
the expected values are the best forecasts available for these random
variables and error terms at time t. Because the error terms are uncorrelated
with present and past information, the best forecasts of the error terms for
n-m greater than zero are their conditional means, which are zero. The
forecasts can be generated iteratively with the one-period-ahead forecasts
that depend only on known values of the variables and error terms. The

longer-length forecasts, in turn, depend on the shorter-length forecasts.

III. Development of Models For Forecasting

Because we wish to test whether models developed using undifferenced or
differenced series provided better forecasts, we developed models for all four
methods using both level and differenced series. The data set consists of 54
annual observations, which we divided into two periods. The first 40
observations were used to estimate the models, and the last 14 were used to
evaluate the forecasting ability of the estimated models.

In the univariate case, there are tests to determine whether the series
should be differenced. When we applied the test given by Dickey, Bell, and
Miller (1986), the results indicated that both advertising and sales should be
differenced. However, it is not clear whether this result carries over to
multivariate models.

In the univariate case, we used the model in differenced data given by
Helmer and Johansson (1977). For the level series, we used the method of Box

and Jenkins (1976) to estimate the models. This method is an iterative one
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involving: 1) tentatively identify a model by examining autocorrelations of
the series, 2) estimate the parameters of this model, and 3) apply diagnostic
checks to the residuals. If the residuals do not pass the diagnostic checks,
then the tentative model is modified, and steps two and three are repeated.
This process continues until a satisfactory model is obtained. These models
are given in table 1 for advertising and in table 2 for sales.

For the MARIMA models, we used thée model given by Heyse and Wei (1985)
for the differenced data and developed a model for the level series by using
the method of Tiao and Box (1981). This method is similar to that of Box and
Jenkins method for univariate models, except cross-correlations between the
series are added and modeled for. The results are also presented in tables 1
and 2.

For the VAR models, we only need to specify a lag length and then
estimate the model. To do this, we divided the estimation period into two
periods. We estimated the VAR model for lags 1 through 6 over the first 32
observations and then used the resulting models to forecast one-year ahead
over the next eight years. MWe then chose the model that minimized the log
determinate of the variance-covariance matrix of the forecasts. The mode]
with the best lag length was then estimated over the first 40 observations.
The results for both the level and differenced data are presented in tables 1
and 2.

For the BVAR models, we used two mefhods of estimation. In the BVAR
models there are several parameters that specify the prior distribution used
in the estimation process. To specify these parameters, we used the two
methods of 1) using the "Minnesota" prior as identified in the RATS program

from VAR Econometrics, and, 2) estimating the parameters by a grid search. 1In
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both cases, we estimated the models over the first 32 observations and then
used the next eight observations to determine the model that minimized the log
determinate of the variance-covariance matrix of the forecasts. Each method
involved searches over lag length from 1 to 9. The resulting specification
was then used in estimating the corresponding model over the first 40
observations. The results are also presented in tables 1 and 2. The results
from the grid search estimation are denoted as Joptimal" BVAR. Because this
method of searching over all parameters in a BVAR is time consuming, a
comparison of these two methods is important. If there is essentially no
difference in the two methods, or if the "Minnesota" prior gives better
results, then we should use the "Minnesota" prior because of time saved in the
estimation procedure.

Examining the within-sample standard error of estimate, it appears that
the models using levels fit the data better than the models using differenced
data for almost all methods and for both advertising and sales. The only
exception to this is the MARIMA models for sales. Also, these results
indicate that the best-fitting model for advertising is the MARIMA model in
levels, while the best-fitting model for sales is the MARIMA model in
differences. However, there is no assurance that this result will carry over
into forecasting. Consequently, in the next section, we present results from

forecasting both advertising and sales using all of the models.

IV. Forecasting Results

The 10 models developed for this study were used to forecast advertising

and sales for up to a forecast horizon of eight years over the last 14 years
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of data. These forecasts were actual forecasts and did not use any
information within the forecast horizon. The number of forecast we have for
each forecast length, thus, varies. For one-year-ahead forecasts, we have 14
observations; for two years ahead, we have 13 observations, etc. For the
purposes of this study, we calculated three measures of forecast accuracy: 1)
the root mean square error (BMSE), 2) the mean error (ME), and 3) the mean
absolute error (MAE). The results are presented in tables 3 through 8.
Tables 9 through 14 present the corresponding ranks for the different methods
for the appropriate statistic. We will discuss the RMSE results only. The

results for the other statistics are roughly the same.

Advertising

For advertising, we see from tables 3 and 9 that the best method for
one-year-ahead forecasting was the VAR in the differenced data followed
closely by the MARIMA model for the differenced data. For longer-length
forecasts, we observe that the two best forecasts are provided by either the
ARIMA or MARIMA models for the differenced data. We aiso observe that in all
cases, the models developed from differenced data out-performs the level
models. In some cases, this difference is substantial. This is especially
true for the VAR models. MWe also notice that the BVAR models are no better
than fourth best for any forecast horizon or specifjcation. In fact, the VAR
model in the differenced data forecasts better than any of the BVAR models for
six of the eight horizons considered here. This result is in contrast to
other results indicating that BVAR models generally provide better forecasts

than VAR models (see, for example, Doan, Litterman, and Sims [19841). This
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may be due to the use of only undifferenced data in the other studies. The
results of this study from the level data do support the conclusion that BVAR
models forecast better than VAR models. Comparing the BVAR models with
different priors, we see that the "Minnesota” prior performed better than the
"Optimal" prior for level data and worse for differenced data. However, the
difference in the two priors for the differenced data are extremely small.
Thus, for advertising, it appears one would be better off using the
"Minnesota" prior. |

For the MARIMA models, the level data model performed much worse than
the differenced data, model even though the level model had a better in sample
fit. This suggests that one should consider models in the differenced data
when estimating multivariate models, even though Tiao and Box (1981) recommend

not differencing the data.

An examination of tables 4 and 10 shows that the results concerning the
use of level or differenced sales data are not so clear. There does appear to
be a pattern in most of the methods (except for VAR), which suggests that for
sales, the differenced models provide better forecast for shorter horizons
while level data models provide better forecasts for longer length horizons.
For the VAR model, the differenced data models provide much better forecasts
at all horizons than the level data models.

Again, we see that the best forecasts are provided by either ARIMA or
MARIMA models. Generally, the VAR level model and the BVAR models provide the
worse forecasts. The VAR model in differences out-forecasts the BVAR models

for every horizon considered here.



- 10 -

http://clevelandfed.org/research/workpaper
Best available copy

Comparing the two priors, we see that for level data models, the
"Optimal" prior forecasts better than the "Minnesota" prior for all horizons.
For differenced data models, there is essentially no difference in the

forecasts. This suggests that the "Optimal" prior would be better.

IV. Summary

In this study, we have compared ARIMA, MARIMA, VAR, and BVAR forecasting
for two series that have been studied widely--the Lydia Pinkham annual data on
sales and advertising. The results indicate that the ARIMA and MARIMA models
provide better forecasts than the VAR and BVAR models when differenced data is
used for the MARIMA model and either level or differenced data is used for the
ARIMA models. Contrary to popular conception, the VAR model in the
differenced data provided better forecasts for both series than the BVAR
models for most forecast horizons considered here.

When we compare the forecasts from the two models using the different
priors, the results are mixed. For advertising, the "Minnesota" prior is
better, while for sales, the "Optimal" prior is bettér. In both cases, the
results are not substantially different. The RMSE ranges from 2 percent to 10
percent larger for the worse case for each series. These results suggest that
one would probably do just as well, on average, to use the "Minnesota" prior,
rather than spend resources and time to estimate the "Optimal" prior. Of
course, since this result is based on only two series, further work is

necessary to determine whether this result will be true in general.
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