Predicting Bank
Failures in the 1980s

by James B. Thomson

Introduction

From 1940 through the 1970s, few U.S. banks
failed. The past decade was a different matter,
however, as bank failures reached record post-
Depression rates. More than 200 banks closed
their doors each year from 1987 through 1989,
while 1990 saw 169 banks fold. And because
more than 8 percent of all banks are currently
classified as problem institutions by bank regu-
lators, failures are expected 1o exceed 150 per
year for the next several years.! The recent dif-
ficuldies in the comumercial real estate industry,
especially in the Northeast and the Southwest,
will likely add to the number of problem and
failed banks in the 1990s.

‘The increase in bank failures in the 1980s was
accompanied by an increase in the cost of resolv-
ing those failures. Furthermore, the cost of failure
per dollar of failed-bank assets, which is already
high, may continue to rise. For banks failing in
1985 and 1986, failure resolution cost estimates
averaged 33 percent of failed-bank assets, while

B 1 Examiners rate banks by assessing five areas of risk; capital ade-
quacy, asset quality, management, earnings, and liquidity, This is called
the CAMEL rating. For an in-depth discussion ol the CAMEL rating sys-
tem, see Whalen and Thomson {1985}
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the estimated loss o the Federal Deposit In-
surance Corporation (FDIC) reached as high as
64 percent of bank assets (see Bovenzi and Mur-
ton [1988)).

One characteristic that is different for some
of the recent failures is bank size, as large-bank
failures became more common in the 1980s. In
1984, for example, the FDIC committed $4.5 bil-
lion o rescue the Continental Itinois National
Bank and Trust Company of Chicago, which at
that time had $33.6 billion in assets, In 1987,
BancTexas and First City Bancorporation of Dal-
las were bailed out by the FDIC at a cost of $150
million and $970 million, respectively. The $32.5
hillion-asset First Republic Bancorp of Dallas col-
lapsed in 1988, costing the FDIC approximately
$4 billion, while 20 bank subsidiaries of MCorp
of Houston, with a total of $15.6 billion in assets,
were taken over by the FDIC in 1989 at an esti-
mated cost of $2 billion.> Most recently, the
Bank of New England, with $22 billion in assets,
was rescued by the FDIC at an estimated cost of
$2.3 billion,

B 2 inthe 1980, othes large banks such as Texas American Bank-
shares, National Bank of Texas, First Qklahoma, and National of Okla-
horma were either merged or sold with FDIC assistance. in addition,
Seafirst of Seattle, Texas Commerce Bankshares, and Allied Bankshares
had lo seek merger partners to stave off insolvency.



The study of bank failures is interesting for
two reasons. First, an understanding of the fac-
tors related to an institution’s failure will enable
us to manage and regulate banks more efficient-
ly. Second, the ability 1o differentiate between
sound banks and troubled ones will reduce the
expected cost of bank failures. In other words,
if examiners can detect problems early enough,
regulatory actions can be taken either to prevent
a bank from failing or to minimize the cost o
the FDIC and thus to taxpayers. The ability to
detect a deterioration in bank condition from ac-
counting data will reduce the cost of monitoring
banks by lessening the need for on-site examina-
tions (see Benston et al. (1986, chapter 10] and
Whalen and Thomson [1988)).

An extensive literature on bank failures
exists.® Statistical techniques used to predict or
to classify failed banks include multivariate dis-
criminate analysis (Sinkey [1975]), factor analy-
sis and logit regression (West [1985]), event-
history analysis (Lane, Looney, and Wansley
(1986, 1987] and Whalen [1991]), and a two-step
logit regression procedure suggested by Mad-
dala {1986) to classify banks as failed and non-
failed (Gajewski [1990] and Thomson [1989]).
Recently, Demirguc-Kunt (1989a, 1991, and
forthcoming) has extended this work to include
market data and a model of the failure decision.
Unfortunately, market data are available only
for the largest banking instimutions, while the
majority of banks that fail are small,

This study uses 1983-1988 book data from
the June and December Federal Financial Insti-
tutions Examination Council’'s Reports of Condi-
tion and Income {call reports) in statistical
maodels of bank failure. In addition to traditional
balance-sheet and income-statement measures
of risk, the failure equation incorporates meas-
ures of local economic conditions,

The historically high number of failures for
every year in the sample period allows each
year to be investigated separately. Previous
studies had to pool the failures across years to
obtain a sufficiently large failed-bank sample,
making it difficult to construct holdout samples
and to do out-of-sample forecasting. This was
especially true for tests across years. The sam-
ple in this study is not limited in this way, how-
ever. Once failures for a particular year are
classified by the model, failures in subsequent
years can be used o determine the model’s out-
of-sample predictive ability. For example, the
failure prediction model used to classify failures

W 3 Forareview of [his lileralure, see Demirglic-Kunt (1989b).

in 1985 ¢an be applied to the 1984 data for
banks that failed in 1986 and 1987,

I. Modeling Bank
Failures

The economic failure of a bank occurs when it
becomes insolvent. The official failure of a bank
occurs when a bank regulator declares that the
institution is no tonger viable and closes it.4
Insolvency is a necessary condition for regula-
tors to close a bank, but not, Kane (1986) argues,
a sufficient one. He suggests that the FDIC faces
a set of four constraints on its ability 10 close
insolvent banks. These constraints, which arise
because of imperfect information, budget limita-
tions, and principal-agent conflicts, include
information constraints, legal and political con-
straints, implicit and explicit funding constraints,
and administrative and staff constraints {(see
Kane [1989]). Both Thomson (1989, 1991) and
Demirguc-Kunt (1991) formally incorporate
Kane's constraints on the FDIC's ability to close
banks into models of the closure decision.
These authors, along with Gajewski (1990),
estimate two-equation models that formalty
separate economic insolvency and closure,

The model in this paper is a variant of those
in the traditional bank failure prediction litera-
ture in that it is a single-equation model, the
primary goal of which is to predict bank fail-
ures; therefore, it does not formally distinguish
between insolvency and failure. Thus, unlike
the models in Thomson (1991) and Demirguc-
Kunt (1991}, the one presented here does not
allow for the study of bank closure policy. On
the other hand, unlike the traditional failure
prediction literature, this study includes proxy
variables to control for the effects of Kane’s four
constraints on the probability of failure. Finally,
the model is an extension of the previous fail-
ure prediction models in that it incorporates
general measures of local economic conditions
into the analysis.

The purpose of this study is to model bank
failures of all sizes. This precludes the use of
market data, which are available only for a lim-
ited number of large banking organizations.
Therefore, 1 use proxy variables based on
balance-sheet and income data from the call
reports. These variables, defined in box 1, are
drawn from the extensive literature on bank
failures.

B 4 |Iconsider a bank as failed if il is closed or requires FDIC assis-
tance to remain open. For a discussion of the different failure resolution
techniques available to the FDIC, see Caliguire and Thomsan (1987).
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Definitions of Proxy Varlahles

Dependent

variable

DFAIL

Regressors
NCAPTA

NCING
LOANHER

LOANTA
L

OVRHDTA
ROA
INSIDEIN
BRANCHU

DBHC

SIZE
AVGDEP

BOUTDVH

UMPRTC

CPINC
BFAILR

Dummy variable: equals ene for a failed bank,
zero otherwise,

Book equity capital plus the reserve for loan and
lease losses minus the sum of loans 90 days past

due but still accruing and nonaccruing loans/total

assets,
Net chargeoffs/total loans.

Loan portfolio Herfindahl index constructed from
the following loan classifications: real estate
loans, loans to depository institutions, loans o
individuals, commercial and industrial loans,
foreign loans, and agricultural loans.

Net loans and leases/total assets.

Nondeposit liabilities/cash and investment
securities,

Overhead/total assets.
Net income after taxes/total assets.
Loans to insiders/total assets.

Dummy variable: equals one if the state is a unit
banking state, zero otherwise,

Dummy variable: equals one if the bank is in a
bank holding company, zero otherwise.

Natural logarithm of total assets.

Natural logarithm of average deposits per bank-
ing office.

Output Herfindahl index constructed using state-
level gross domestic output by one-digit SIC
codes.

Unemployment rate in the county where the
bank is headquartered.

Percent change in state-level personal income.

Dun and Bradstreet’s state-level small-business

failure rate per 10,000 concems.

The dependent variable, DFAIL, is the
dummy variable for failure. The first eight
regressors in the model are motivated by the
early warning system literature. Early warning
systems are statistical models for off-site moni-
toring of bank condition used by bank regula-
tors to complement on-site examination. These
models seek to determine the condition of a
bank through the use of financial data.” The
proxy variables used in the statistical monitor-
ing models are motivated by the CAMEL rating
categories, which regulators use during on-site
examinations to determine a bank’s condition,
NCAPTA, the ratio of book equity capital less
bad loans to total assets, is the proxy for capital
adequacy (CAMEL). This variable is similar to
Sinkey’s (1977) net-capital-ratio variable, which
is the ratio of primary capital less classified assets
to total assets.® Both Sinkey and Whalen and
Thomson (1988) show that similar proxy vari-
ables are better indicators of a bank's true condi-
tion than is a primary capital-to-assets ratio.

The next three early warning system vari-
ables are proxies for asset quality and portfolio
risk (CAMEL). NCING measures net losses per
dollar of loans and, hence, the credit quality of
the loan portfolio. LOANHER is a measure of
the diversification of the risky asset or loan
portfolio and is therefore a measure of portfolio
risk. LOANTA is the weight of risky assets in the
total asset portfolio and, hence, a proxy for
portfolio risk.

OVRHDTA and INSIDELN are proxies for
management risk (CAMEL). OVRHDTA isa
measure of operating efficiency, while INSIDELN
is the proxy for another form of management
risk: fraud or insider abuse. Graham and Horner
(1988 find that for national banks that failed
between 1979 and 1987, insider abuse was a sig-
nificant factor, contributing to the failure of 35
percent of the closed institutions; material fraud
was present in 11 percent of these failures. ROA,
the return on assets, is the proxy for the earnings
component of the CAMEL rating (CAMEL), and
LIQ is included to proxy for liquidity risk
(CAMEL).

W 5 Thepurpose of early waming Systems is to detect the deterioralion
of a depository instilution’s condition between scheduled examinations so
that the FOIC can move that institution up in e on-site examination queue,
For further informalion, see Korobow and Stuhr {1983}, Korobow, Stubr,
and Martin (1977, Peftway and Sinkey (1980), Rose and Kolari (1985},
Sinkey (1975, 1977, 1978), Sinkey and Walker (1975), Slubr and Van
Wicklen {1974), Wang and Sauerhaft {1989), and Whaien and Thomson
(1988).

B 6 Classified assets is a measure of bad foans and other problem
assets ona bank's contidential examination report; consaquenly, itis
measured infrequently and is olten unavailable to researchers.



In another study (Thomson [1991]), 1 show
that LOANTA, LIQ, OVRHDTA, and ROA may
also proxy for the non-solvency-related factors
that contribute to the decision to close insolvent
banks, providing additional justification for the
inclusion of these variables in the failure predic-
tion equation. I include the remainder of the var-
iables listed in box 1 in the failure prediction
equation either because the aforementioned
study has shown them to be related to the clo-
sure decision (BRANCHU, DBHC, SIZE,
AVGDEP), or because they serve as proxies for
the economic conditions in the bank’s home
market (BOUTDVH, UMPRTC, CPINC, BFAILR ).

BRANCHU is included in the regression to
control for intrastate branching restrictions.
Branching restrictions effectively limit both the
opportunities for geographic diversification of a
bank’s portfolio and the FDIC's options for
resolving an insolvency.

DBHC isa dummy variable for holding com-
pany affiliation, motivated by the source-of-
strength doctrine, Source of strength is the
regulatory philosophy, espoused by the Federal
Reserve, that the parent holding company
should exhaust its own resources in an attempt
to make its banking subsidiaries solvent before
asking the FDIC to intercede.

Iinclude SIZE, the natural logarithm of total
assets, in the failure prediction equation to con-
trol for the “too big 1o let fail doctrine” (TBLF).
Bank regulators adopted TBLF in the 1980s as a
result of the administrative difficulties, the im-
plications for the FDIC insurance fund, and the
political fallout associated with the failure of a
large bank.

The average deposits per banking office,
AVGDEP, is used as the proxy for franchise or
charter value, Buser, Chen, and Kane (1981)
argue that the FDIC uses charter values as a
restraint on risk-taking by banks, and that bank
closure policy is aimed at preserving charter
value in order to minimize FDIC losses. Be-
cause the primary source of a bank’s charter
value is its access to low-cost insured deposits,
the level of deposits per banking office should
be positively correlated with the value of the
banking franchise.

Finally, I include four measures of economic
conditions in the bank’s markets in order to
incorporate the effects of local economic condi-
tions on the bank’s solvency: unemployment
(UMPRTC), growth in personal income (CPINC),
the business failure rate (BFAILR), and a measure
of economic diversification (BOUTDVH). Unlike
Gajewski (1989, 1990), who includes proxies for
energy and agricultural shocks in his failure pre-

diction models, [ have included economic con-
dition proxies that do not require knowledge of
which economically important sectors will
experience problems in the future.

Il. The Data

Bank failures from July 1984 through June 1989
comprise the failed-bank sample and are taken
from the FDIC's Annual Reports from 1984
through 1987 and from FDIC press releases for
1988 and 1989. Only FDIC-insured commercial
banks in the United States (excluding territories
and possessions) are included.

The nonfailed sample includes U.S. banks
operating from June 1982 through June 1989
that filed complete call reporis. I have drawn
this sample randomly from the call reports and
have checked the nonfailed sample to ensure
that it is representative of the population of non-
failed banks. For instance, the majority of banks
in the population are small; therefore, the non-
failed sample is drawn in a manner that ensures
that small banks are adequately represented.

Data for the failed banks are drawn from the
June and December call reports for 1982
through 1988 and are collected for up to nine
semiannual reports prior to the date the bank
was closed. I do not collect data for failed banks
from call reperts within six months of the failure
date, because call reports are unavailable to reg-
ulators for up to 70 days after a report is issued.
Furthermore, window dressing on the call
reports of distressed banks just prior to their
failure makes that data unreliable. In the cases
where all or the majority of bank subsidiaries of
a bank holding company are closed at once (for
example, BancTexas Group, First City Bancorp
of Houston, First Republic Bancorp of Dallas,
and MCorp of Houston), the closed institutions
are aggregated at the holding company level and
treated as a single faiture decision. I include a
total of 1,736 banks in the nonfailed sample,
The number of failed banks in the sample in
each year appears in table 1.7

I obtain data on economic condition from
several sources. State-level gross domestic out-
put data are obtained from the Bureau of
Econormic Analysis for the years 1980 through

M 7 Call report data are screened for errors. | deleted from the sample
those failed and nonfailed bank samples that were found to have missing
or inconsislent loan daia or negative values for expense items such as
operating and income expense. Roughly 2 percent of the failed sample
and 4 percenl of the nonfailed sample were eliminated for these reasons.
In addifion, | eliminated banks in the nonfailed sample that were missing
a June or December call report between 1982 and 1588,
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TABLE 1

Number of Failed Banks
in the Sample
Year Number of banks
1984 78
1985 115
1986 133
1987 193
1988 174
19892 77

a, 1989 failure number is for banks closed during the first six months of the

yedr.

NOTE: Number of banks in the nonfailed sample in each year is 1,736.
SOURCES: Author's calculations and FDIC Annual Reports,

1986. County-level employment data are taken
from the Bureau of Labor Statistics’ Employmert
and Earnings for the years 1980 through 1986.
State-tevel personal income data are from the
Bureau of Economic Analysis’ annual personal
income files for the years 1981 through 1988,
and business failure data are from Dun and
Bradstreet's Business Failure Record for the
years 1982 through 1988, Because all of the
economic condition data are annual, I match
the business failure and personal income data
with the December call report data of the same
year and the following June. The gross domes-
tic output and employment data are matched
with the December and June call report data in
a similar manner, but with a two-year lag

lll. Empirical Results

| estimate the model by logit regression using
the logist regression procedure in SAS. [ have
chosen logit estimation rather than ordinary
least squares (OLS) because of the undesirable
properties of the OLS estimator when the
dependent variable in the model is a hinary
(Amemiya [1981]). The unegual frequency of

M 8 The output and employment data are matched with the sample
having a two-year [ag, bacause at the time this study was conducted | had
access o these data only through the end of 1986 therefore, | ould not
miatch the employment and output dala to the call data through 1988 with-
out lagging them, Becauss a stale's output mix is unlikely to change mugh
in fwo years, this dala-matching procedure should nol aftect the parform-
ance of BOUTDVH. However, while the decling of the financial sector is
likely to follow a decline in the real seclor, as measured by bnemploy-
ment, the choice of a two-year lag is clearly ad hoc,

the failed and nonfailed samples suggests the
use of logit rather than probit estimation
because logit is not sensitive o the uneven sam-
pling frequency problem (Maddala [1983]). The
panel nature of the data allows two types of
tests to be performed. First, I pool the data over
time {using the June 1983 through December
1988 call reports) and assess the predictive accu-
racy of the model for up to 48 months before
failure. Then, using the June call reports for
1983 through 1986, T ascertain the model's in-
sample and out-of-sample accuracy.

Overall, the results indicate that up to 30
months before failure, solvency and liquidity are
the most important predictors of failure. As the
time to failure increases, however, asset quality,
earnings, and management gain in importance
as predictors of failure. The performance of the
FDIC closure constraint proxies in table 2
demonstrates that the distinction between offi-
cial failure and insolvency is significant and
should be accounted for in studies of bank fail-
ures. Although the performance of the economic
condition variables is mixed, their inclusion
increases the predictive accuracy of the model.

Table 2 shows that the coefficient on
NCAPTA is negative and significant for banks
failing within 30 months of the call date and
positive for banks failing within 30 to 48 months
of the call date. However, the coefficient is only
positive and significant for the 36- to 42-month
subsample. The positive sign on NCAPTA for
banks fajling after 30 months is paradoxical,
because it suggests that book solvency is posi-
tively related 1o failure. This, however, is nota
new result (see Thomson [1991] and Seballos
and Thomson [1990] ). One possible explanation
is that banks beginning 1o experience difficulties
improve their capital positions cosmetically by
selling assets on which they have capital gains
and by deferring sales of assets on which they
have capital losses. Another explanation,
although not a mutually exclusive one, is that
strong banks are more aggressive in recognizing
and reserving against emerging problems in
their loan portfolios than are weak banks.

The probability of failure is a negative func-
tion of asset quality, as the coefficient on NCING
is negative and significant in all of the regres-
sions except the six- to 12-month subsample. In
addition, portfolio risk is positively related to
the probability of failure, as evidenced by the
positive and significant coefficient on LOANTA
for all subsamples.

The positive and significant coefficients on
OVRHDTA and INSIDELN for all subsamples
indicate that management risk and insider



TABLE 2

Loglt Regression Results
from the Pooled Sample
Months to failure after call report issued
6to 12 12 to 18 18 to 24 24 to 30 301036 36 to 42 4210 48
o 2.39 -0.16 -1.42 -3.27 —4.70 —4.52 -5.87
(1.05) (0.95) (0.93) (0.95) (1.03)P (1.12)P (1.27)°
NCAPTA —41.94 -30.71 -18.28 -11.08 1.06 472 7.21
(1.73)P (1.660 (1.56)0 (1.61)° (1.73) (1.68) (1.96)°
NCING -5.08 -8.61 ~14.63 -17.25 -23.92 ~19.15 -19.10
(3.72) (4.13) (4.57" (5.07)b (6.02)P (6.52)0 (8.60)"
LOANHER 0.89 0.32 0.75 0.22 0.58 0.63 0.57
(0.61) (0.54) (0.52) (0.55) (0.56) 0.59) (0.69)
LOANTA 6.84 8.25 8.96 9.36 0.47 8.60 8.34
(0.60)° (0.55)P (0.53)P (0.55) (0.58) (0.61)P (0.70)b
OVRHDTA 193.37 192.71 234,77 - 261.39 229,73 242.42 282.60
(28.04)0 (26.40)P (25.55)P (26.11)° 27.79)P (20.43)° (34.27)b
INSIDEIN 28.44 30.08 30.86 31.40 29.50 20.45 30.62
(4.20)b (3.67)F (3.48)0 (3.52)° (3.65)P (3.85)® (4.32)b
ROA —43.87 -52.74 —62.87 —65.97 —-82.64 —72.64 7857
(5.69)0 (5.94)P (6.55)" (6.95)P (B.11)P (BB81%7 (10.81)°
LIQ 0.49 0.48 0.42 0.35 0.19 (.40 0.23
(0.13)0 (0.13)0 (0.12)b (0.12)b (0.18) (0.22) (0.36)
BRANCHU 0.05 0.14 0.10 -0.04 0.06 -0.03 0.30
(0.14) (0.13) (0.12) (0.12) (0.13) 0.14) (0.15)9
DBHC —0.66 -0.65 -0.66 -0.57 -0.50 -0.59 -0.59
(0.13) ©.12)0 (0.11)P (©.11)P 0.12)0 (0.12)P (0.15)b
SIZE ~0.79 .72 -0.68 -0.57 -0.45 —0.42 -0.18
0.11p ©.10P (0.0 (0.09)b (0.10)P (0.11)° (0.12)
AVGDEP 0.23 037 0.43 0.49 0.45 0.45 0.29
(0.14¥ (0.12)P {0.11)0 (0.12)P (01200 (0.13)0 (0151
BOUTDVH ~11.12 -12.88 -20.62 —20.70 -21.40 -22.08 —18.68
(3.70)" (3.27)0 (3.43) (3.53)h (4.04)0 (4.38)" (4.77)P
UMPRTC -0.06 -0.04 -0.03 0,04 -0.05 —0.07 -0.09
(0.02) (0.02) (0.02) (0.09» (0.02)0 (0.02)0 (0.03)P
CPING -12.19 -15.12 -13.95 -15.01 -14.19 -16.12 -19.33
(2.58) (2.24)0 2.07)P (21290 (2.23P (2.20)0 (26600
BFAILR —5.00 —0.00 -0.00 —0.00 -0.00 0.00 —0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.13)
xzd 3884.46P 2037.13b 2174.88" 1709.460 1374.68Y 1063.920 854.93b
Type | 7.99 11.99 16.04 17.90 20.30 19.95 20.19
Type I 6.81 11.04 14.57 16.29 17.72 18.49 17.63
Class® 6.86 11.08 14.64 16.36 17.85 1856 17.74
PPROB 0.04 0.04 0.05 0.05 0.05 0.05 0.05
a. Significant at the 5 percent level.
b. Significant at the 1 percent level.
<. Significant at the 10 percent level.
d. Model chi-square with 16 degrees of freedom.

€. Percentage of all banks misclassified.

NOTE: Dependent variable = DFASL Standard errors are in parentheses.

SOURCE: Author's calculations.
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TABLE 3 abuse are positively related to failure. In addi-

Cross-Sectional Logit
Regression Results
Call Date: June 1984  June 1985  June 1986
Year Failed: 1985 1986 1987
@, 0.41 0.54 1.38
(2.85) (2.88) (2.34)
NCAPTA -31.53 -29.90 —43.51
(5.82)" (4750 (5.220
NCING 21.93 -1.21 7.20
(20.01) (13.72) B77)
LOANHER 257 0.41 -0.92
(1390 (1.63) (1.61)
LOANTA 10.13 9.49 7.37
(1.74) (1.80) (1.52)
OVRHDTA 301.45 242.80 489.16
(86.83) (96.12¥ (86.14)
INSIDELN 39.58 30.84 50.00
(12,150 (10.757 (13.20
ROA -49.91 69,79 —0.41
(27.18)® (20,677 (17.66)
LIQ 2.71 1.53 0.95
(1.22)¢ (0.81) (0.40)
BRANCHU 0.11 -0.17 0.03
0.34) {0.35) (0.36)
DBHC -0.79 -0.16 -0.99
(0.34) (0.37) (0.33)
SIZE -1.13 .67 -0.91
(0.32» (0.25) (0.260
AVGDEP 0.58 0.42 0.50
(0.38) 0.32) (0.32)
BOUTDVH -10.22 -16.36 1.87
(9.42) (9.32) (8.24)
UMPRTC -0.07 —-0.03 -0.09
0.07 (0.05) (0.05x
CPINC 2291 ~30.19 —28.02
(7.74) (8813 (14.32)"
BFAILR -0.00 —0.00 0.00
0.00) (0.00) (0.00)
al 402,594 462,30 667.31%
Typel 11.30 11.28 038
Type II 10.48 9.56 7.03
Class® 10.58 9.79 7.45
PPROB 0.13 0.15 0.22

4. Significant a1 the 1 percent level.

h. Significant at the 10 percent level,

¢ Significant at the 5 percent level,

4. Maodel chi-square with 16 degrees of freedom.

€. Percentage of all banks misclassified.

NOTE: Dependent variable = DFAJ, Stanclard errors are in parentheses,
SOURCE: Author’s caiculations.

tion, the negative and significant coefficient on
ROA in all subsamples and the positive and sig-
nificant coefficient on LIQ for all regressions
{except the 30- to 36-month and 42- to 48-
month subsamples, for which the coefficient is
positive and insignificant} indicate that the prob-
ability of failing is a negative function of earn-
ings and liquidity.

With the exception of BRANCHU (all sub-
samples} and SIZE in the 42- to 48-month SIZE
subsample, the coefficients on Thomson's’
(1991} closure constraint proxies are all signifi-
cant, with the sign predicted by the author’s call-
option closure model in all the regressions.

The results for the economic condition vari-
ables are somewhat mixed. The coefficients on
BOUTDVH, UMPRTC, and CPINC are negative
and significant for all subperiods. In other
words, the probability of failure is negatively re-
lated to state-level economic concentration
(BOUTDVHD, to county-level unemployment
(UMPRTC), and to changes in state-level per-
sonal income (CPINC).

The negative sign on CPINC is consistent
with its use as a proxy for differences between
market and book solvency across regions. The
significant negative relfationship between the
probability of failure and both BOUTDVH and
LUMPRTC is counterintuitive. If the condition of
the banking industry were affected by the health
of the economy, then I would expect the coeffi-
cients on both BOUTDVH and UMPRTC to be
positive. BOUTDVH is a measure of economic
diversity in the state where a bank does busi-
ness. The more diversified a state’s or region’s
economy, the more stable that economy should
be and the lower BOUTDVH should be. It could
be that BOUTDVH and UMPRTC are picking
up the increased political constraints associated
with the closing of banks in depressed regions
like the Southwest. These political constraints in-
crease as the number of insolvencies in a region
grows. Finally, the coefficient on BFAILR is
negative and insignificant for all subsamples.

Table 3 gives the results when the model is
estimated using cross-sectional data from the
June 1984, 1985, and 1986 call reports and from
failures occurring in the subsequent calendar
year. 1 use cross-sectional estimation for two rea-
sons: 1} to test indirectly the pooling restriction
imposed in the earlier tests and 2) to investigate
the model's ability to predict failures cutside the
sample. To facilitate out-of-sample forecasting, 1
also split the nonfailed sample into twvo random
samples of 868 banks. One is for use in in-
sample forecasting, and the second is for use in



out-of-sample forecasting. As seen in table 3,
with the exception of the coefficients on ROA
and DBHC, no significant difference seems to
exist between the coefficients of each model
across years. Therefore, the resulis reported in
table 2 do not appear to be sensitive to the pool-
ing restriction.

In-Sample
Classification
Accuracy

The second criterion for judging bank failure
models is the classification accuracy of the
model. In other words, how precise is the model
in discriminating between failed and nonfailed
banks within the sample, and how effective is it
in discriminating between failed and nonfailed
banks outside the sample?

For the pooled data, I perform only in-sample
forecasting. Tables 2 and 3 report the overall
classification accuracy of the three models, along
with each model's type 1 and type I error. Type
I error occurs when a failed bank is incomectly
classified as a nonfailed bank, and type 1 error
occurs when a nonfailed bank is incorrectly clas-
sified as a failed bank. The overall classification
error is the weighted sum of both types of errors.
Typically, there is a trade-off berween type 1
error and overall classification accuracy.

The logit model classifies a bank as failed if
the predicted value of the dependent variable
exceeds an exogenously set probability cutoff
point (PPROB). The PPROB is set according to
the prior probabilities of being in each group —
typically, at 0.5. However, for studies such as
this one, where closed banks are sampled at a
higher rate than nonclosed banks, Maddala
(19806) argues that the use of logit leads to a
biased constant term that reduces the predictive
power of the model. To correct for this, he sug-
gests that one should assume that the prior
probabilities are the sampling rates for the two
groups. In addition, if type I error is seen to be
more costly than type 11 error, a lower value for
the PPROB is justified.

Qverall, the model’s in-sample classification
accuracy is excellent (see table 2). Using the ratio
of failed to nonfailed observations in the sample
as the PPROB, 1 find that type [ error ranges from
7.99 percent in the six- to 12-month subsample
to 20.19 percent in the 42- to 48-month subsam-
ple. Overali classification error ranges from 6.86
percert in the six- 10 12-month subsample to
18.56 percent in the 30- to 42-month subsample.

As expected, type I errors and overall classifica-
tion errors increase with time to failure.

Out-of-Sample
Forecasting

One reason for studying bank failures is so that
statistical models can be consiructed to identify
banks that may fail in the future. Such models
are referred to as off-site monitoring or early
warning systems in the literature and are used
by bank regulators as a complement to on-site
examinations, QOut-of-sample forecasting not
only vields information on the usefulness of the
bank failure model as an examination tool, but
also provides data on the stability of the failure
equation over time.

For the out-of-sample forecasts, T use the
estimated coefficients from the cross-sectional
logit regressions, employing data from the June
call reports of 1984 through 1986 and half of the
nonfailed sample. The faited sample consists of
all banks that failed in the year following the
one from which the call report data were drawn.
The coefficients for the model estimated over
this sample appear in table 3. 1 use the second
half of the nonfailed sample as the holdout sam-
ple for forecasting. I also construct three failed
holdout samples using data from the June 1984
and June 1985 call reports. Only two holdout
samples could be constructed for the June 1986
cail date, because the failed-bank sampie oniy
runs through June 1989. The first failed holdout
sample consists of banks failing in the second
calendar year following the call report, and the
second consists of banks failing in the third cai-
endar year following the call report. The third
holdout sample (unavaitable for forecasting
when the June 1986 call report is used) is com-
prised of banks failing in the fourth calendar
year following the call report.

The results for this cut-of-sample forecasting
experiment appear in table 4. The PPROB cut-
off point for classifying banks as failed or non-
failed is the ratio of failed to nonfailed banks
from the in-sample regressions. Other cutoff
points yield similar results. When PPROB =
0.132, the model misclassifies 10.19 percent of
the banks in the holdout sample using 1986
failures. The type | error rate indicates that the
model misclassifies nearly two-thirds of the fail-
ures, while roughly 2 percent of the nonfailed
sample (type 11 error rate) is misclassified. Look-
ing at the results for the 1987 and 1988 failure
holdout samples, one can see that the type [
errors and overall classification errors for all



TABLE 4

Dut-of-Sampie Foracasts

Failure date
Date of call report 1986 1987 1988
June 1984 (PPROB = 0.132)
Type I 6466 6721 7483
Type Il 1.84 1.84 1.84
Class? 10.19 13.23 12.66
June 1985 (PPROB = 0.153) 1987 1988  1989°
Typel 63.73 71.93 75.34
Type Il 1.73 1.73 173
Class? 13.01 13.28 7.44
June 1986 (PPROB = 0.221) 1988  1989°
Typel 5287 6267
Type 1l 3.23 3.23
Class? 11.52 7.95

a. Percentage of all banks misclassified.

b. 1989 sample of failed banks consists of banks closed during the first six
months of the year.

NOTE: Forecasts employ the half of the nonfailed sample not used for the
logit regressions in table 3.

SOURCE: Author’s calcuiations.

I
TABLE B

Additional Out-of-Sample Foracasts
Calldate Year failed Typel Type II Class®
June 1985 1986 52.63 0.86 4.55
June 1986 1987 39.58 173 5.50
June 1987 1988 27.59 207 4.40
June 1988 1989P 22.08 1.67 2,54
In-sample
forecast — 12.48 10.21 10.91

a. Percentage of all banks misclassified.

b. 1989 sample of failed banks consists of banks closed during the first six
months of the year.

NOTE: Out-of-sample forecasting is done with PPROB equal 1o 0.066 (the
ratio of failed 1o nonfailed banks for the in-sample logit regressions) and using
coefficients estimated from logit regressions on 1985 failures and the nonfailed
sample from the June 1984 call report.

SOURCE: Author's calculations.

three models increase as we attempt to forecast
further into the future. Note that the results for
the June 1985 and June 1986 call reports are
similar 1o those obtained using June 1984 data.

Given the high type I error rates, one might
question the usefulness of the model for off-site
monitoring of bank condition. However, the
type [ error rate could be lowered by decreas-
ing PPROB enough so that the percentage of
failed banks classified as nonfailed becomes
acceptable. What is interesting from the stand-
point of an early warning application is the low
classification error and the low type H error. If
one wanted to use this model to determine
which banks should be examined next, low
type I error would be an extremely important
consideration, since the FDIC has limited exam-
ination resources.

In practice, the first out-of-sample experiment
is of little use for designing early warning models
because it requires the ability to identify failures
in subsequent years in order to apply it. There-
fore, 1 perform a second out-of-sample experi-
ment that is able to mimic an early warming
model in practice. Employing the June 1984 call
report data, [ estimate the three models using the
entire nonfailed sample and the failures occur-
ring in the next calendar vear. I then use the
coefficients to perform out-of-sample forecasting
using 1) June call data for 1985 through 1988 on
the nonfailed sample and 2) failures in the calen-
dar year following the call report as the holdout
samples. The PPROB is again set equal to the
ratio of failed banks 1o nonfailed banks used in
the in-sample logit regressions.

The results in table 5 show that using the
1984 version of the failure model, the out-of-
sample classification error ranges from 5.50 per-
cent in June 1986 to 2.54 percent in June 1988,
and type I error ranges from 52.63 percent in
June 1985 to 22.08 percent in June 1988, It is
somewhat curious that the out-of-sample clas-
sification accuracy of all three models increases
as we move further from the call date of the
in-sample experiment. Again, note that the type
[ error for the out-of-sample regressions could
be lowered at the expense of the type Il error
(and the overall classification error) by decreas-
ing PPROB. The performance of all the models
in the second out-of-sample forecasting experi-
ment suggests that they could be used as part of
an early warning system of failure,



IV. Conclusion

This study shows that the probability that a

bank will fail is a function of variables related to
its solvency, including capital adequacy, asset
quality, management quality, earnings perform-
ance, and the relative liquidity of the portfolio.
In fact, the CAMEL-motivated proxy variables
for bank condition demonstrate that the majority
of these factors are significantly related to the
probability of failure as much as four years
before a bank fails.

Overall, the mode| demonstrates good clas-
sification accuracy in both the in-sample and
out-of-sample tests. For the in-sample tests, it is
able to classify comectly more than 93 percent
of the banks in the six- to 12-month subsamples
and more than 82 percent of the banks in the 42-
te 48-month subsamples. In addition, the model
correctly classifies more than 94 percent of those
banks that fail between six and 12 moeths of
the call date and almost 80 percent of those that
fail between 42 and 48 months of the call date,
Out-of-sample classification accuracy is also
excellent, indicating that the model could be
modified for use as an early waming model of
bank failure.

Economic conditions in the markets where a
bank operates also appear to affect the proba-
bility of bank failure as much as four years before
the failure date. However, given that regional
econoniic risk is diversifiable, the sensitivity of
the banking system to regional economic condi-
tions suggests that policymakers should revise
the laws and regulations that limit banks’ ability
to diversify their postfolios geographically (espe-
cially in light of the fact that the national econ-
omy was relatively strong during the years
covered in this study).

Finally, the performance of the closure-
constraint proxy variables indicates that the
probability of failure is not simply the prob-
ability that a bank will become insolvent, but
that it will be closed when it becomes insolvent.
In other words, the results show that the distinc-
tion between official failure and economic insol-
vency is an important one, suggesting the need
for further research on the determinants of the
incentive systems faced by bank regulators (see
Kane (1986, 198%).
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