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The money demand function is one of the most 
closely studied relationships in economics. One 
reason is that the question of the stability of 
money demand has long been central to issues 
of monetary theory. This largely reflects the 
influential restatement of the quantity theory of 
money by Milton Friedman (1956): "The quan- 
tity theory is in the first instance a theory of 
money demand." Further, he argued, "The quan- 
tity theorist accepts the empirical hypothesis that 
the demand for money is highly stable-more 
stable than functions such as the consumption 
function that are offered as alternative key 
relations." 

Friedman did not specify precisely the mean- 
ing of "highly stable" or "more stable." Presum- 
ably, highly stable implies that the parameters of 
the money iternand function do not change over 
time. Thus, one would expect that any reasona- 
ble specification of money demand might satisfy 
some sort of in-sample stability test (for exam- 
ple, Chow test) at a minimum. The notion that 
money demand is more stable than other "key" 
relationships has been interpreted in the context 
of a simple IS-hI\/I framework by Poole (1970). In 
essence, "more stable" implied that the variance 

of the money demand function was relatiijeLy 
smaller than the variance of the IS curve. 

For years, the question of stability was simply 
examined by estimating various specifications of 
money demand, including both long-run and 
short-run models. It was commonly affirmed that 
money demand was a function of relatively few 
variables, including income and interest rates. By 
the mid-1970s, a consensus seemed to emerge 
that money demand was indeed one of the more 
stable relationships in economics, reliable enough 
to sen7e as a basis for formulating monetarypolicy. 

Unfortunately, just as a consensus seemed to 
develop, many of the estimated relatiofiships 
broke down, first around 1974, and again around 
1982. By the mid-1980s, it appeared as though 
many economists had given up on finding a 
specification of money demand that might be 
stable, in either the short or the long run. 

Recently, however, several researchers have 
found evidence that some specifications of 
money demand have remained stable thrctugh 
events of the 1970s and 1980s. One common 
conclusion of these studies is that money demand 
is highly interest sensitive-more so than many 
economists previously thought, particularly in 
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the long run. The magnitude of the interest elas- 
ticity of money demand has important implica- 
tions for the role of moiley in the economy and 
hence for the conduct of monetary policy. 

Much of the early debate about the role of 
Inoney centered on how interest rates affected 
the velocity of money. Some analysts argued that 
interest-rate changes had little effect on velocity 
in the short or long run. Moreover, some pre- 
sumed that MI velocity had an inherent trend 
growth rate of about 3 percent. Tllese assump- 
tions now appear to be clearly refuted by the 
experience of the 1980s. 

This paper reviews some recent findings of 
the research on money demand and considers 
the implications of these findings for monetary 
policy and rules. Section I reviews briefly a 
common specification of Ml dema~ld that misled 
many economists about the i~nportance of inter- 
est rates. Section I1 exami~les recent evidence 
that long-run equilibrium demand for the nar- 
row money measure continues to be a stable 
futlctio~l of relatively few variables. 

The implications of these findi~lgs for the 
apparent shift in MI velocity are discussed in 
section 111. Section IV reviews the evidence that 
M2 demand is stable in the short run. In section 
V, the findings on M2 dernand are reconciled 
with evidence that M2 velocity is trend stationary. 

The policy i~nplications of the common finding 
that money demand is substantially interest sen- 
sitive are analyzed in sections VI and VII. Section 
VIII offers some concluding thoughts. 

I. TRa! Demand for M I  
Before 8980 

Until the 1980s, most attention in the money 
demand literature was given to Ml-the lnoney 
measure that then included currency and non- 
interest-bearing demand deposits. Ftx-us on this 
measure reflected both theoretical and pragmatic 
considerations. First, M1 was the closest measure 
of pure transactions balances and hence con- 
formed well to the concepts embodied in the 
inventory-theoretic model of Baumol(1952) and 
the portfolio-choice theory of Tobin (1958). 
These approaches essentially explained why 
individuals would hold the non-interest-bearing 
components of M1 instead of interest-bearing 
alternatives. 

Perhaps more important, the focus on MI 
seemed justified on empirical grounds. Of the 
various money measures, M1 appeared to be 
most closely related to economic activity, partic- 
ularly in the short run. Movements in M1 served 
as a relatively useful indicator of current and 
future changes in economic activity. Moreover, 
the velocity of MI exhibited a high degree of 
stability. From 1959 to 1980, M1 velocity 
increased at a trend rate of around 3 percent, 
deviating only a few tenths of a percent from 
year to year (see figure 1). 

By the 1970s, a conve~ltional empirical model 
for MI dernand had evolved.' Desired real M1 
bala~lces, nz: were a function of some scale var- 
iable, 11 either real income or wealth; and a 
measure of the opportunity cost of holding 
money, r, the level of interest rates: 

Earlier studies used a~lnual data (see Meltzer 
[1963], Iaidler [ 19661, and Chow [1966] ). In 
these studies, the scale variable was typically 
some measure of wealth, and the opportunity 
cost was most often a measure of the long-term 
interest rate. The interest elasticities for M I  
ranged between -0.7 and -0.9.2 

ar;l 1 See, for example, Goldfeld (1973) 

s 2 For a more complete discussion of earlier sludies, see Havrilesky and 
Boarman (1978), chaplers i and 8. 



later studies in money demand used quarterly 
data, perhaps motivated by the increasing availa- 
bility of such data and the development of quar- 
terly econometric models (see Goldfeld [ 19731 ). 
It became more common to use real income as 
the scale variable and to use a measure of the 
short-term interest rate as the measure of oppor- 
tunity cost. It was often assumed that in any 
given quarter, money balances adjusted only par- 
tially to their desired (equilibrium) level. The 
adjustment process was specified as 

Disinflation and financial deregulation greatly 
affected the opportunity cost of MI. Disinflation 
resulted in sharply falling interest rates, reversing 
the secular trend that dated back to the 1950s. 
Deregulation allowed banks to compete more 
effectively for funds by offering interest-bearing 
checking accounts and market rates of interest 
on savings and time deposits. The opportunity 
cost of most bank deposits fell markedly after 
1982 when market rates fell and when banks 
priced deposits more competitively. 

I!. M I  Demand Revisitad 
where A is the speed of adjustment to equili- 
brium. Substituting equation (1) into (2) yields 

Equation (3) was sometimes estimated in first- 
difference form.3 

The speed of adjustment of MI balances to 
equilibrium levels was typically estimated to be 
between 0.25 and 0.5 per quarter. The estimates 
of income elasticities of this specification were 
typically around 0.2 in the short run and less 
than unity in the long run. Estimates for interest- 
rate elasticities were around -0.02 in the short 
run and ranged between -0.05 and -0.15 in the 
long run4 

Tfie estimates of long-run interest elasticities 
seemed lower than the theories predicted and 
were substantially lower than earlier estimates. 
Given the absence of any evident interest-rate 
effects on M1 velocity and the apparent stability 
of the short-run specifications through the early 
1970s, the smaller estimates of interest elasticity 
appeared to have gained greater acceptance. 

By the 1980s, however, the quarterly specifica- 
tions for MI demand failed miserably. This was 
evident in the sharp change in the behavior of 
MI ~ l ~ i t y ,  which has varied substantially since 
1980 and exhibits no clear trend. The break- 
down in the conventional relationship is 
believed to be largely a consequence of disinfla- 
tion and financial deregulation.5 

E 8 The inclusion of lagged money was also rat~onalized on an expecta- 
tional basis (see Havrilesky and Boorman). 

m 4 Some specifications included interest paid on passbook savings depos- 
its as an additional measure of opportunity cost. 

5 Some economists believe that the breakdown in the conventional rela- 
tionship was also a consequence of the change In the Federal Reserve's oper- 
ational procedure in October 1979 and the ~mplications of that regime change 
on structural coeff~cients. 

While attempts have been made to rectify M1 
demand in the short run, no consensus appears 
to be forming on any particular specification (see 
Moore, Porter, and Small [ 19881 ). Many analysts 
now question a~hether a short-run demand func- 
tion can ever be identified for On the other 
hand, recent studies by Poole (1988) and by 
Hoffman and Rasche (1989) suggest that the 
long-run (equilibrium) relationship may have 
endured through the past decade. Their specifi- 
cations find that the long-run equilibrium inter- 
est elasticity of MI demand is substantial. 

Poole offers an explanation for why some 
economists may have been misled from models 
estimated in first-difference form. Such models 
often included a constant term, which made it 
equivalent to a linear-time-trend specification in 
a regression using the levels of the data. Me con- 
cludes that in the postwar period, the constant 
term incorrectly picked up the trend in velocity, 
which should have been attributed to the post- 
war trend in interest rates. 

This argument fails to explain, however, why 
the regressions for MI in levels form (without 
time-trend variables) also underestimated inter- 
est elasticities. Closer inspection of the conven- 
tional relationships reveals that part of the trend 
effect of interest rates on MI may have mistakenly 
been attributed to the trend in income. As noted 
above, the long-run income elasticitywas typically 
estimated to be less than one-often around 
one-half. This, in turn, implied that over long 
periods, velocity would increase at approxi- 
mately half the rate of increase in income, other 
things being equal. Since the conventional esti- 
mate of income elasticity concurred with the . 

!a 6 Poole (1988) discusses the difficult~es of identification from a buffer- 
stock perspective of money demand and concludes that the econometric prob- 
lems may well be ~nsurmountable. For a review of the buffer-stock approach 
to money demand, see Laidler (1984). 



inventory-theoretic models of transactions bal- 
ances, many analysts accepted the low estimate 
as a confirmation of the theory? 

To estimate long-run money demand, Poole 
advocates a simple regression of the level of 
velocity on the level of a long-term interest rate 
using annual data. By excluding income as an 
explanatory variable, Poole implicitly constrains 
the income elasticity to be unitary; hence, any 
potential trend in velocity must be independent 
of any trend in income. 

Poole's case for using a long-term interest rate 
is predicated on the assumption that equilibrium 
money demand would not likely be affected by 
tempora y changes in interest rates in the long 
run. Investment in cash management techniques 
is costly and hence only profitable when interest- 
rate increases are sustained. Since long-term 
rates are believed to embody expectations about 
future short-term rates, a rise in long-term rates is 
likely to indicate a more permanent rise in the 
general level of interest rates. Thus, Poole con- 
cludes, long-term rates better measure the 
opportunity cost of cash. 

Finally, Poole argues that adequate estimates of 
a money-demand function cannot be obtained by 
using postwar data alone. During this period, both 
short- and long-term rates rose secularly. Thus, 
he uses an extensive sample period, 1915-1986, 
and three different subsamples. He estimates that 
the interest elasticity is around -0.6 for the 
whole period and for various subsamples, which 
is substantially larger than conventional estimates. 

Hoffman and Rasche obtain estimates of a simi- 
lar order of magnitude using a different estima- 
tion and testing method. Unlike Poole, they do 
not constrain the income elasticity to be unitary. 
Their approach-based on the notion of 
cointegration-addresses a potential problem 
related to the statistical properties of the varia- 
bles included in money demand. 

As with most economic variables, MI, interest 
rates, and income are nonstationary in levels. In 
such variables, there is no tendency to systemati- 
cally return to a unique level or trend over time. 
It is now well known that standard regression 
analysis can yield spurious relationships between 
variables when the variables drift over time. 

Methods initially developed by Engle and 
Granger (1987) allow one to examine whether 
equilibrium relationships exist between nonsta- 
tionary variables. Such variables are said to be 

cointegrated, if some linear combination of them 
is stationary. Thus, cointegration implies a long- 
run equilibrium relationship between variables, 
and one can obtain long-run elasticities from the 
cointegrating vector.8 

Hoffman and Rasche test for cointegration and 
find that 1) real M1 balances and real income are 
not cointegrated by themselves; 2) real MI, real 
income, and the interest rate are cointegrated 
with one cointegrating vector; and 3) one cannot 
reject the hypothesis that the coefficients of real 
money and real income in the cointegrating vec- 
tor are equal in value but opposite in sign? 

The first result is consistent with the common 
finding that M1 velocity is nonstationary. Since 
both income and money are nonstationary, but 
not cointegrated, their difference will be nonsta- 
tionary. The second result, however, implies a 
stable long-run relationship between money, 
income, and interest rates. The third result 
implies that it is appropriate to interpret the 
cointegrating vector as a linear combination of 
MI velocity and interest rates or, equivalently, 
that the equilibrium real income elasticity of 
demand for real balances is unity. 

To estimate the equilibrium interest-rate elas- 
ticity, Hoffman and Rasche consider both a short- 
term rate (three-month Treasury bill) and a long- 
term rate (10-year Treasury bond). Like Poole, 
they find that the interest elasticity on the long- 
term rate is about -0.6, while somewhat less, 
-0.4, for the short-term rate. Moreover, they find 
that cointegration holds for either of the long- or 
short-term measures. These results are robust 
across subsample periods investigated. 

HI. M I  Velocity 
in 'Ihe 1980s 

The Hoffman and Rasche findings imply that any 
observed drift in the velocity of Ml should be 
proportional to any drift in nominal interest rates. 
Thus, any shift in the drift of velocity should be 
the mirror image of any shift in the drift of nom- 
inal interest rates. Rasche (1989) investigates this 
last property by examining regressions of the 
changes in the log of MI velocity and changes in 
the nominal interest rate, each against a constant 
and a dummy variable, which is zero through 
December 1981 and 1.0 thereafter. 

8 For a more precise description of the concepts of cointegration, see 
Engle and Granger (1987). 

FB 7 Other economic explanations for why an income elasticity might be 
less than one include improvements in cash management technology. B 9 All variables are in log f o n .  



The results indicate significant shifts in the 
interest-rate equation and in the velocity equa- 
tion, both in the same direction. Again, the 
results hold for both long- and short-term rates; 
but, because of the high variance in the short- 
term rates, the shift is not measured with any 
precision. Rasche concludes that the abrupt 
change in the pattern of M1 velocity in the early 
1980s was incleed asscxriated with a coincidental 
change in the drift in interest rates. 

Rasche further investigates the hypothesis that 
the observed change in velcxity behavior is a 
result of a break in inflationary expectations. He 
argues that if the postwar period through 1980 is 
characterized by a steady upward drift in infla- 
tion, then it is reasonable to conjecture that it 
has been asscxriated with the observed positive 
drift in nominal interest rates. Moreover, he 
argues that if inflation expectations stabilized at a 
lower rate in the early 1980s, it is reasonable to 
conclude that there has been no drift in interest 
rates over this period. 

As evidence for a break in the drift of infla- 
tionary expectations, Rasche notes the general 
consistency of the Livingston Survey data. These 
data, which begin in the late 1940s, provide 
annual inflation forecasts formed at the end of 
the previous year. a l e  survey reveals a general 
upward trend through 1980 and then a break 
sharply clownwartl. Rasche notes that since 1982, 
the Livingston series has fluctuated without a 
trend in the 3 percent to 5 percent range. 

To summarize, the recent evidence of large 
long-run interest elasticities of Ml demand pro- 
vides a basis for understanding the recent shift in 
the trend in veltxrity. W ~ i l e  the evidence points 
to a reasonably stable long-run M1 demand func- 
tion, no one yet seems to have identified a satis- 
factory short-run model. Without a reliable short- 
run model of MI, little can be said about M1 
velocity in the short run. 

IV. The Demand for 1 2  

Recent research on M2 demand provides evi- 
dence of stable specifications for M2 in the short 
run, at least in the postwar period. Moore, Porter, 
and Small (1988) estimate a short-run M2 
demand fu~nction over the period 1964:IQ to 
1986:IIQ.'O The model is specified in two parts. 
One is an equilibrium money demand function, 
similar to equation ( 1 ): 

where 172, = log (M2), y, = log (nominal GNP), 
and s = log (opportunity cost). Note that the 
unitary coefficient on nominal GNP assures that 
this also specifies a velocity relationship." The 
second component is a dynamic specification 
based on an error-correction adjustment: 

where e, _ , is the deviation of money from its 
long-run equilibriu~n value (derived from [4] ) 
and e , is white noise. 

Equation (5) essentially specifies the short-run 
convergence process of M2 to its equilibrium 
value. When the coefficient b is negative, con- 
vergence is assured. Substituting equation (4) 
into (5) yields 

(6) Am,= a -  h a -  bf i s , _ ,+  b ( m , _ , - y , _ , )  

Moore et al. estimate a version of equation (6). 
Simulations, both in-sample and out-of-sample, 
support the hypothesis that M2 demand has 
been and continues to be reasonably stable over 
the whole sample period. 

One key feature of Moore et al. is the way 
opportunity cost is measured. By definition, the 
opportunity cost of money is the forgone interest 
income of holding a monetary asset. Over the 
years, it has been common to use a market yield 
on a relatively risk-free asset, such as a Treasury 
bill, to measure opportunity cost. For much of 
the postwar period, this seemed appropriate for 
the narrow money measures, since holders of 
currency and demand deposits did not receive 
explicit interest payments on these instruments. 

Many instruments in the broader rnonetary 
aggregates like M2, however, have yielded 
explicit interest. Their yields, when not exceed- 
ing interest-rate ceilings, responded at least par- 
tially to market conditions. Moore et al, measure 
the opportunity cost of these instruments as the 

a 11 Moore e l  al, include a time index as a regressor to directly estimate 
10 For further evidence concerning the stability of M2, see Hetzel and any drift in M2 velocity. While they find the coefficient to be significant, the 

Mehra (1987), drift is negligible at around ,003 percent per year. 



difference between their yield and the yield of a 
Treasury bill. The opportunity cost of M2 then is 
the weighted average of the opportunity costs of 
each M2 component, where the weights are 
equal to the compo~ient's share of M2. 

The response of money demand to changes in 
market interest rates in this model requires a 
specification of the relationship of deposit sates 
to the market rates.'* Thus, the interest elasticity 
of money demand now depends on how rapidly 
banks adjust their deposit rates in response to 
changing market rates. To illustrate, consider the 
extreme case where deposit rates respond instan- 
taneously to changes in market rates so as to 
maintain a constant spread between them. In such 
a case, money demand and velocity would be 
unaffected by changes in market interest rates 
because the opportunity cost of money would 
not change. 

If, on the other hand, deposit rates adjust 
insta~itaneously but only partially to a change in 
interest mtes (that is, not point-for-point), then 
the interest elasticity would be proportio~ial but 
less than the opportu~iity cost elasticity. Any 
trend ixi interest rates would also be associated 
with a trend in the opportu~iity cost of those 
deposits. Equilibrium money demand would 
hence be affected, and the trend in velocity 
wc>uld be proportional to the trend in the oppor- 
tunity cost of M2. 

Finally, consider a case where deposit rates 
respond sluggishly to changes in open market 
rates. A permanent increase in market interest 
sates would initially be associated with an 
increase in opportunity cost, as market rates 
moved above deposit rates, followed by a 
decrease as deposit sates caught up. If the de- 
posit sates ultimately adjusted point-for-point, 
the long-run equilibrium level of opportu~iity 
cost would be unaffected. 

Moore et al. s p e c i ~  deposit-rate equations to 
be simple linear fu~lctions of the federal funds 
sate. Ttiey assume that competitive forces ulti- 
mately drive the slope coefficients to equal one 
minus the marginal resenie ratio, and the inter- 
cept to equal some negative value to reflect trans- 
actions costs that are not recovered as fees 
assessed to the depositor. As with M2 demand, 
the short run is formulated within an error- 
correction framework. Cha~iges in deposit rates 
are assumed to be related to deviations of the 

rates from their long-run equilibrium values, and 
to changes in the current and past values of 
interest sates. 

Moore et al. find that for many components of 
M2, own rates have been relatively slow to 
adjust. This is particularly evident for instruments 
with transactions features such as NOW accounts 
and, to a lesser extent, moriey market deposit 
accounts. On the other hand, some deposit rates, 
such as those on time deposits, have adjusted 
relatively quickly and fully to changes in market 
rates.l3 However, because a significant share of 
M2 deposit rates adjust sluggishly, changes in 
market interest rates have substantial short-run 
effects on the opportunity cost of M2, and con- 
sequently on its demand. 

Indeed, the model estimated by Moore et al. 
suggests that the short-ru?z interest elasticity of 
M2 demand is substantial. What is curious is that 
some bank deposits appear more interest sensi- 
tive than before deregulation. One might expect 
just the opposite, as deregulation allows banks to 
compete more effectively for funds, even if they 
adjust only slowly. 

Some analysts have speculated that the in- 
creased sensitivity of some deposits may reflect 
the increased sophistication of most deposit- 
holders and the improved communications 
technologies that have made funds transfers 
more convenient. Even if opportunity costs are 
less affected by changes in i~iterest rates now 
than before, deposit-holders are much more 
aware of alternative assets and therefore are 
more likely to respond to changes in the oppor- 
tunity cost of some deposits.14 

The treatment of opportunity cost as distinct 
from the market interest rate helps to reconcile 
why M2 velocity is trendless despite the 
observed trends in interest rates. This is easiest 
to understand in the case where deposit rates 
ultimately adjust point-for-point with changes in 
market rates. In such a case, opportunity cost is 
by definition stationary around some tre~idless 
differential, and hence would be independent of 
any trend in interest rates. Thus, the velocity of 
these deposits would be insulated from chang- 
ing inflationary expectations. 

a 13 Moore et al. also conclude that deposit-rate adjustments are asym- 
metric, adjusting more rapidly to upward movements in market rates than to 

rn 12 The advantages of measuring opporlunity cost as a differential in downward movements. 
yields are in principle greater since deregulation than before. Currently, there 
are no inlerest-rate ceilings on any of M2's noncurrency and non-demand- 14 However, there appears to be no shift in the opporlunity cost elastic- 
deposit components, which are 83 percent of the total. ity of the M2 aggregate after deregulation. 



However, not all deposits in M2 adjust point- 
for-point to changes in interest rates. Reserve 
requirements assure some wedge preventing 
complete adjustment. Also, since currency pays 
no explicit yield, its opportunity cost is essen- 

Percent 
18 I 

SOURCE: Board of Governors of the Federal Reserve System. 

tially equal to the interest rate. Thus, if the level 
of interest rates exhibits drift, the opportunity 
costs of these components of M2 will also exhibit 
drift in the same direction. M2 velocity would 
not be independent of the level of interest rates. 

In practice, however, the drift in the opportu- 
nity cost of M2 has been highly muted relative to 
the drift in interest rates (see figure 2). The 
wedge created by reserve requirements is in fact 
small-12 percent or less. Moreover, the share of 
currency and reservable deposits amounts to less 
than 20 percent of M2; thus, the nonstationary 
component of the opportunity cost would be 
small and perhaps negligible. Interest-rate 
trends, then, would not affect M2 velocity sub- 
stantially in the long run. 

Some evidence indicates that M2 velocity is, in 
the long run, independent of interest rates. Engle 
and Granger (1987) conclude that nominal in- 
come and M2 are cointegrated, implying that M2 
velocity is a stationary process and hence is unaf- 
fected by interest-rate trends. Thus, it would 
appear that M2 velocity is immune to changing 
inflationary expectations in the long run. This 
explains why the M2 velocity trend, unlike that of 
MI, was unaffected by the rise and fall of inflation 
in the postwar period. In the short run, however, 
changes in the opportunity cost of M2 are driven 
largely by changes in market interest rates; and, 

Ratio 

as figure 3 illustrates, M2 velocity is quite closely 
related to the opportunity cost of M2. 

Percent 

7 VI. Money as rs Policy 
Gsalda During Oisirelflafllow 

6 
Recent evidence indicating that money demand 

5 is substantially interest sensitive has important 
implications for monetary policy. Interest sensi- 

-"; tivity of money demand poses serious problems 
for policies that seek to achieve disinflation. 
Poole (1988) concludes, "There is a serious and 
probably insurmountable problem to designing 
a predetermined money growth path to reduce 

1 inflation ..." (p. 97). 
Poole offers a clear description of the problem: 

0 If policymakers embark on a credible policy of 
1959 1964 1969 1974 1979 1984 1989 disinflation, they should expect that nominal 

interest rates will ultimately fall as inflatiomry 
SOIIRCE: Board of Governors of the Federal Reserve System. expectations subside. Consequently, they should 

expect velocity growth to decline, and pkrl~aps 
even become negative, if the policy becomes suc- 
cessful. Under these circumstances, inflation 



Hypothetical 8912 Demand: 
Crediblg Disinflation 

Annual percent change 
10 

8 

6 
Nominal GNP % - , 

4 

SOURCE: Author ' s  calculat ions 

could be reduced without a decline in money 
growth, at least initially. Indeed, a decline in 
money growth might have a significant depress- 
ing effect on the economy. He concludes that 
the gradualist prescription of predetermined 
reductions in money growth would not be politi- 
cally sustainable, as it would likely be associated 
with unnecessary weakness in economic activity. 

Poole further argues that this situation poses a 
serious dilemma for policymakers. How do they 
convince markets of their commitment to disin- 
flation without a reduction in money growth 
rates? Is it not irrational to bet on lower inflation 
on the basis of a central bank's promises, with no 
evidence that the central bank is reducing money 
growth? Poole concludes that a recession may be 
necessary to convince markets that the central 
bank is committed to a disinflationary policy. 

The problem of targeting money is easy to 
appreciate in the context of M1. After all, few 
analysts anticipated the magnitude of the shift in 
the drift of M1 velocity. Another reduction in 
inflation would likely result in another shift in 
the trend in M1 velocity. Moreover, no specifica- 
tion for short-run M1 demand seems acceptably 
stable at present. On the other hand, there is no 
evidence that the trend of M2 velocity has been 
affected by the transition to lower inflation in the 

1980s. The recent specification by Moore et al. 
suggests that the short-run demand for M2 may 
be reasonably stable. 

A hypothetical example illustrates how the 
problem applies to a disinflation policy specified 
as a target path for M2. First, assume that on the 
basis of a promise alone, markets could be con- 
vinced of a central bank's commitment to grad- 
ual disinflation from current levels to zero infla- 
tion in 1993. To the extent that disinflation was 
perfectly anticipated, we might expect that nom- 
inal magnitudes such as interest rates, personal 
consumption expenditure growth, and nominal 
GNP growth would decline smoothly to nonin- 
flationary trend paths.I5 

If the parameters of the M2 demand function 
estimated by Moore et al. are approximately 
structural, then we would expect M2 demand to 
accelerate initially to growth rates above the 
equilibrium rate of nominal GNP growth and 
then begin to slow (see figure 4). The additional 
money growth would not be for the purpose of 
financing future spending, but would reflect a 
pure portfolio decision to hold a greater propor- 
tion of wealth as bank deposits in response to a 
sharply falling opportunity cost; hence, the 
monetary acceleration could still be associated 
with a slowing in nominal spending. 

The pattern of M2 growth reflects two key fea- 
tures of the M2 demand model. First, own rates 
on deposits adjust slowly enough to changes in 
market rates that the opportunity cost in the 
short run is directly related to changes in the 
level of interest rates.16 Second, M2 demand is 
substantially sensitive to changes in opportunity 
cost. Thus, as interest rates fall with disinflation, 
so does the opportunity cost of M2. It is this 
decline in M2's opportunity cost that induces 
investors to hold additional bank deposits rela- 
tive to their spending needs. 

This example is hypothetical, of course. If 
markets were to maintain an expectation of 
gradual disinflation, they would need to under- 
stand the consequences of a falling opportunity 
cost and have confidence that the estimated 
short-run M2 demand function was reliable. 
Only then might markets reconcile an accelerat- 
ing money-growth path with a disinflation policy. 

m 15 We assume here that in noninflationary equilibrium, growth in nominal 
GNP and personal consumption expenditures equals 3 percent, as does the 
Treasury bill rate, but that the federal funds rate equals 2% percent. 

s 16 This, of course, presumes that banks have a rational basis for adjust- 
ing some deposits more sluggishly than others. Thus, although market interest 
rates fully anticipate disinflation, bank depos~ts would respond with some 
delay. 



The 22-year estimation period for M2 demand is 
relatively short, however, and it is not evident 
that deposit-rate pricing has stabilized since 
deregulation. It would seem doubtful that 
markets could be convinced of such a strategy. 

Nevertheless, the evidence of substantial 
interest sensitivity of velocity in the short run 
suggests that policymakers might sometimes 
prefer to accommodate the effects of interest-rate 
changes on money demand. During periods of 
disinflation, one might then expect wide swings 
in money growth. Once a disi~lflatio~l strategy 
becomes credible, velocity could fall substan- 
tially, if only temporarily, and it would be 
appropriate for policymakers to accommodate 
the consequent surge in money demand. 

VII. intarest Sensitiviv 
and Monklta~ Rules 

Apart from the problems that arise during disin- 
flation, the evidence that M2 is more interest-sate 
sensitive than previously thought raises some 
interesting issues concerning monetary rules. On 
the one hand, shocks to money demand would 
have smaller real consequences under a 
constant-money-growth rule than previously 
thought. Consider a positive shtxk to money 
demand. Given an inelastic money supply, inter- 
est rates would need to rise and output would 
need to fall. In conventional macroeconomic 
models, interest rates would respond initially. 
Higher interest rates would, in turn, tend to slow 
economic activity. When the interest elasticity of 
money dernanci is high, smaller interest-rate 
changes are required to offset demand shocks, 
implying smaller adjustments in output. 

On the other hand, the consequences of non- 
monetary shocks under a constant-money-growth 
rule are less clear when the demand for money 
(and hence velocity) is highly interest-elastic. 
This longstanding issue is illustrated simply in a 
debate between Johtlso~l (1965) and Friedman 
(1966). Johnson argued that interest-sensitive 
money demand militated against a constant- 
monetary-growth rule "...because variations in 
interest rates generated by the real sector would 
make such a rule automatically destabilizing ..." 
(p. 397). Implicitly, Johnson assumed that varia- 
tions in interest rates would be a natural by- 
product of stable output growth; in turn, these 
variations would cause prtxyclical variations in 
velocity, which, under the assumption of con- 
stant money growth, would produce fluctuations 
in the rate of nominal income growth. 

Friedman acknowledged this potential out- 
come, but argued that the conditions assumed 
by Johnson were highly special. Essentially, 
Friedman conte~lded that while velocity would 
tend to move with nominal output, a constant- 
money-growth rule would nevertheless dampen 
output fluctuations relative to "discretionary" 
policies. Thus, Friedrnan was not comparing his 
rule to an ideal rule, but to the existing practice 
of the central bank. 

It is useful to separate this debate into two 
issues. The first is the general issue of rules ver- 
sus discretion. The second is the question of 
whether monetary rules (or targets) should 
allow for some kind of systematic (that is, auto- 
matic) feedback to account for interest-rate 
changes and, hence, shifts in velocity. More spe- 
cifically, should a rule or targeting procedure 
anticipate changes in interest rates? This first 
issue is only indirectly relevant to the question 
of interest-rate sensitivity and therefore is not 
dealt with here." The question of feedback, on 
the other hand, is relevant whether a policy 
admits some discretior1 or not. 

The feedback issue depends on the kinds of 
shocks that occur and on the poorly understood 
dynamics of adjustment in the economy. Specifi- 
cally, it depends on where shocks arise in the 
economy, what their relative magnitudes are, 
and how they are propagated through the econ- 
omy. The answers to these questio~ls depend on 
the particular model one believes is appropriate 
for characterizing the economy. Unfortunately, 
no consensus exists or even seems immi~lent. 

One large and influential class of empirical 
models, sharing a common propagation mecha- 
nism, casts some doubt on the efficacy of cofz- 
stant monetary-growth rules. In these mcxlels, 
the inflation process is characterized by an 
output-gap acceleratio~list mechanism: 

where d is the inflation rate, q is the level of 
output, q* is full-employment output, and z 
represents other factors. If z is constant, a 
change it1 the inflation rate depends on the out- 
put gap. When output exceeds full-employment 
output (that is, when unemployment is below its 
natural rate), inflation accelerates. When output 
is below full-employ~ne~lt output, inflation , 

decelerates. Anderson and Enzler (1987) explain 
the consequences of such a mechanism for a 
monetary rule: 

@a 17 For a discussion of the general issue of rules versus discrelion, see 
Carlson (1988). 



It is easy to see why holding the money growth 
rate constant might not result in a stable simula- 
tion path for a macromodel containing this ~nech- 
anism. The fixed money growth path predeter- 
mines both the rate of inflation ancl the price 
level consistent with the economy's steacly-state 
path at each point of time. Consider what 
happens if the price level is disturbed up~varcl 
from the steacty-state growth path. The dema~lci 
for money is increased ancl interest rates rise. This 
depresses output ancl increases unemployment. 
The increased unemployment, in turn, clepresses 
the rate of change of prices. As long as the price 
Ic.~!c.l remains too high, a force is created that 
tends to keep unemployment above its natural 
rate and the mte of itzflatio?~ continues to fall. 
The declining 12te of inflation e\~entually returns 
the price level to its steady-state value, ancl this in 
turn allows the unemployment rate to return to 
the natural rate, but at this point in flation is too 
low to be consistent with the fixed money growth 
path anrl the price level falls through the steady- 
state level. This reduces the clemancl for money, 
causing interest rates to fall until unemploy~l~ent 
is below the natural rate. Inflation then acceler- 
ates until at some point it reaches its steady-state 
value. But nonl the 1er;c.l of prices is too low. The 
mirror image of the previous events takes place 
and overshooting occurs again. (p. 297) 

While the estimated parameters of these models 
suggest that the cycle described above eventually 
converges, the process is generally only slightly 
danlpened.'8 

Because the estimated interest elasticity of 
output in these models is typically relatively 
small, it is likely that a higher interest elasticity of 
money demand would only attenuate the cycles 
of such models. To illustrate this point, consider 
again the propagation of the upward price ciis- 
turbance. The higher the interest elasticity of 
money demand, the lower the rise in the level of 
the interest rate that would result as an effect of 
the price shock on money demanded, given an 
inelastic supply. However, because the interest- 
rate elasticity of output is low, the consequent 
effect on output would be even smaller, and 
would hence slow the process that dampens the 
shock to inflation.lP 

Evidence of a potential for long macroeco- 
nomic cycles is not a unique consequence for 
models with an output-gap mechanism. Indeed, 

m 18 It should be noted that these models typically do not result in a 
trade-off between inflation and unemployment in the long run. 

19 It is perhaps ironic that these models suggest that a constant-money- 
growth rule would result in an interest-rate path that is too smooth to substan- 
tially dampen shocks lo inflation over reasonably short horizons. Indeed, these 
models suggest lhat rather large and sustained increases in interest rates 
would be required to substantially affect the output gap and hence the inflation 
raie. However, i l  is uncommon to f~nd  antagonists of the money-growth rule 
who cite this evidence and also publicly advocate the kind of interest-rate 
variation that large models suggest is required to stabilize the inflation rate. 

some simple models linking money and prices 
also exhibit long cycles. One example is a recent 
single-equation model estimated by Hallman, 
Porter, and Small (1989). Theirs is a reduced- 
form model of the relationship between inflation 
and M2 that does not explicitly include either 
the current level of output or employment as a 
variable.20 While they find rather lengthy adjust- 
ments to simulated shocks (for example, more 
than 100 years), the cycles of their model are 
more damped than those of many large macro- 
economic models. 

From a deterministic point ofview, the Hallman 
et al. results suggest that there is a nonconstant 
money-growth path consistent with a relatively 
smooth transition to equilibrium. As they note, 
inflation, in equilibrium, could be controlled at 
any constant rate with constant growth of M2. 

Notwithstanding the well-known critique of 
Lucas (1776), the use of deterministic siinulations 
as evidence in the debate about an appropriate 
policy rule is of only limited value. A critical 
issue in this debate is how a rule performs in a 
stochastic framework, one that approximates the 
distribution of disturbances that have historically 
affected the various sectors of the economy. In 
this context, the issue is not the selection of an 
appropriate policy response to a particular shock, 
but the robustness of a contractual commitment 
to a policy rule in responding to a series of likely 
outcomes arising from a typical distribution. 

One sense of robustness has been stressed by 
McCallum (1788): that a rule perform well for a 
variety of models, preferably ones incorporating 
alternative views of macroeconomic relation- 
ships. It is important to establish robustness (in 
this sense) because no structural model of the 
economy enjoys sufficiently wide acceptance; 
nor does any consensus seem to be evolving. 
Thus, to gain acceptance for a proposed rule, the 
rule advocate must demonstrate that the rule 
would lead to reasonably good outcomes for var- 
iables of interest and for a variety of models.21 

r+~ 20 Nevertheless, the model incorporates estimates of full employment 
output and equil~brium velocity as determinants of the equilibrium price level. 
In lhis model, inflation is a function of the gap between the cunent price level 
and its equilibrium level. 

s 21 One method of simulation designed to address this issue is suggested 
by Tinsley and von zur Muehlen (1983). They essentially offer a technique to 
generate unplanned disturbances consistent with the error structure observed 
in historical experience. The robustness of a policy rule is tested by multiple 
simulations of the performance of the rule over multiyear periods, where each 
simulation draws a different series or "history" of unplanned disturbances. The 
horizons are chosen to be long enough to allow significant differences to 
emerge among the alternative policies and to assure that policies ultimately 
stabilize outcomes. 

The sum of simulation results provides distributions of ouicomes for each of 
the model's variables. For Instance, one policy may be associated with a wide 



Stochastic simulations, however, are costly to 
obtain. Moreover, a test for robustness is an 
open-ended search, encompassing an endless 
variety of both rules and models. As a conse- 
quence, evidence from this analysis is in only an 
embryonic state. Preliminary results by Tinsley 
and von zur Muehlen (1983) and Anderson and 
Enzler (1987) suggest, however, that monetary 
rules do not perform as well as alternative rules 
or intermediate targeting procedures. Neverthe- 
less, the monetary rules and targeting procedures 
examined were based on older, less interest- 
sensitive estimates of money demand. 

The ongoing debate over the efficacy of a 
constant-money-growth rule, when the interest 
elasticity of money demand is large, is not likely 
to be resolved without some convincing empiri- 
cal basis. Thus, it would seem appropriate for 
policymakers to take account of the conse- 
quences of expected interest-rate changes on 
velocity when choosing target ranges for M2 over 
a period of a year or less. That is, it may be 
appropriate for M2 growth to slow substantially 
when interest rates are rising and expected to 
rise further, or to accelerate substantially when 
interest rates fall. 

Vil l .  Cews;lasdlwg 
Comments 

One common finding of recent empirical 
research in monetary economics is that the 
interest elasticity of money demand is estimated 
to be substantial, and higher than many econo- 
mists previously thought. The evidence seems 
strongest for M1 demand in the long run. While 
interest rates have little long-term effect on M2, 
the short-run elasticity seems to be greater than 
previously thought. 

When the interest elasticity of money demand 
is high, velocity can vary widely. This creates a 
problem for using money as a policy guide. 
Monetary targets should take into account the 
consequences of expected changes in interest 
rates on money demand. This problem is per- 
haps most difficult during periods of disinflation, 
when changing expectations about inflation 
result in large swings in interest rates and hence 
in velocity. 

Finding that a money-demand function is stable 
is not a sufficient basis for adopting a constant- 
money-growth rule. The rule advocate has the 
burden of convincing others that the stabilizing 
effects of the monetaq7 rule would outweigh the 
potentially destabilizing effects of maintaining 
constant money growth when velocity varies sys- 
tematically with interest rates. Because no con- 
sensus exists about the best model for the econ- 
omy, the rule advocate must argue his case in 
the context of a variety of models. 

The challenge of examining rule robustness 
has been recognized and addressed by McCallum 
(1988). It is hoped that others will follow his 
lead. Recent developments in simulation 
methods offer promising approaches for examin- 
ing the robustness of alternative policy rules. 

range of outcomes for output and Interest rates, but with a small range for 
prices and money for any glven simulation horizon. Another policy may be 
associated with small ranges for interest rates and money, but with large 
ranges for prices and outpul, or vice versa. Tinsley and von zur Muehlen note, 
"...the essential contribution of stochastic simulation analysis is Ihe empirical 
pemise Ihat while individual unplanned disturbances cannot be predicted (by 
definition), their ranges of probable outcomes are unlikely to differ significanlly 
from the dispersions observed in historical experience ..." (p.16). 
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Accounting for the 
Recent Divergence 
in Regiona 
Differentia 
by Randall W. Eberls 

Convergence of regional income differentials is 
commonly perceived as the natural result of the 
gradual development and maturation of regional 
economies. One expects that factors such as 
improved transportation and communication, 
enhanced mobility of capital and labor, and the 
shift away from resource-based activities would 
lead regions, and their incomes, to look more 
and more alike. Indeeci, since the 1880s, the 
general trend has been toward convergence of 
regional per capita income in the United States. 

Recently, this trend appears to be reversing. 
Brome (1989) shows that since 1979, regional 
disparities in per capita personal income have 
been on the rise. Furthermore, she concludes, 
"...the key to both the converging per capita 
incomes of the 1970s and the diverging incomes 
of the 1980s was changes in industry earnings" 
(p. 38). 

According to Nourse ( 1968), regional income 
divergence has happened only once in the last 
century, between 1920 and 1940. After 1940, 
regional incomes returned to their longer-run 
path of convergence. Easterlin (1958) concluded 
from that 20-year disturbance in the longer-run 

Randall W. Eberts is an assistant 
vice president and economist at the 
Federal Reserve Bank of Cleveland. 
Commenls and suggestions by Brian 
Cromu~ell, Erica Groshen, and Sharon 
Smith, and computer assistance by 
Ralph Day and John Swinton, are 
gratefully acknowledged. 

trend that "...it is by no means certain that con- 
vergence of regional incorne levels is an inevita- 
ble outcome of the prcxess of development. For 
while migration and trade do appear to exert 
significant pressure towards convergence, they 
operate within such a rapidly changing environ- 
ment that ciynamic factors may possibly offset 
their influence" (p. 325). It appears that the con- 
clusion Bsterlin drew 30 years ago may be rele- 
vant in today's situation. 

This recent deviation fro111 the general ten- 
dency toward convergence raises several ques- 
tions. Why the relatively sudden shift in the 
direction of regional income differentials after so 
many years of convergence? What are the sources 
of this change in regional per capita income? 
Have the funda~nental forces that shape the 
nation's economy changed direction during the 
1980s, or is this merely a temporary digression 
from the longer-run trend of convergence? 

This paper begins with the observation by 
Browne that earnings account for most of the 
shift from income convergence to income diver- 
gence among regions. We identify two basic 
sources of regional wage differentials and exam- 
ine which of them is more responsible for the 
shift in wage patterns. The riyo sources are 1) 
regional differences in the return on various 



worker attributes and the wage tlifferelltials 
among industries and txcupations, and 2 )  
regional differences in the level of worker attri- 
butes and the distribution of workers among 
industries and txcupations. 

These two sources can be distinguished by 
asking whether earnings per worker ciiffer 
among regions because of differences in the 
attributes of workers, or because of differences 
in the value of worker attributes as deter~nined 
by the regional labor markets. Luplaining con- 
vergence or divergence of regional wages, there- 
fore, rests with the ability to explain convergence 
or dilrergence of characteristic prices, levels of 
characteristics, or 1x)th. 

Several studies have explorecl the relative size 
of these tmro components of differentials 
between regions, prin~arily in an attempt to 
explain the difference in wages between the 
South and other regions of the count~y. Sahling 
and Smith (1983) were among the fil-st to look at 
the wages and attributes of individual workers to 
emmine regional wage differentials over time. 
They cornpareel the South with four other regions 
in the country: the Northeast, the North Central, 
the New York metropolitan area, and the West. 
They estimated separate real and nominal wage 
ecluations using a sample of resictents from 29 of 
the largest standard metropolitan statistical areas 
(SMSAs) founct in these five regions. The worker- 
attribute variables includecl measures of school- 
ing, experience, race, cxcupation, sex, industry, 
job status, ancl union membership. Using two 
cross sections of clata, from the May 1973 and 

1978 Current Population Sun~eys, they con- 
clucled that much of the variation in wages be- 
mieen the South ancl the other regions examined 
is a result of subs&~ntial variation in the real and 
no~ninal rates of return to worker characteristics. 

Farher ancl Newman ( 1987) extended Sahling 
and Smith's analysis to look explicitly at changes 
in characteristic prices over time. In additio11 to 
looking at regional wage differentials in two dif- 
ferent years, 1973 ancl 1979, they estimated the 
changes in the differenti:tls betareen the two 
years for various  airs of regions. They found 
that more than half of  the predicted changes in 
South/non-South wage ratios can be accounteel 
for by changing relative returns to worker charac- 
teristics between the two areas (p. 223). 

Other stuclies, using similar techniques and 
micro-level cl:~ta, clo not necessarily agree with 
the conclusion th:tt characteristic prices account 
for regional wage clifferentials. Bellante ( 1979) 
ancl Gerking :inel Weirick (1983) find that 
regional wage differences are due primarily to 
ctifferences in the levels of worker characteristics. 

These results leave open the possibility that both 
prices and levels are likely sources of regional 
wage differentials.' 

This paper extends Farber and Newman's 
work in two directions. First, it inclucles three 
time periods in order to examine the sources of 
the switch in wage patterns that apparently 
tx-cwrecl at the beginning of the 1980s. Each 
time period is constructed by pooling three 
years of data: the first peritxl includes the years 
1973-75, the seconci includes 1979-81, and the 
third inclucles 1985-87. The inten~al between the 
first ancl second periods is characterized by 
regional wage convergence, as cltxurnentecl by 
Farber and Nemiman ( 1987) and Browne ( 1989). 
The inte~val between the second and third peri- 
txls exhibits regional wage divergence, as shown 
by Browle. The second direction is to look at all 
nine U.S. regions as defined by the U.S. Bureau 
of the Census, relative to the national avenge, 
instead o f  comparing pairs of selected regions. 

However, unlike the studies by Sahling and 
Smith and Farber and Newman, which arere con- 
cerned with comparing wage differentials across 
different regions, our puspose is to see whether 
the structure that caused a particular region to 
converge tomrarcl the national average during the 
early periods can also account for the divergence 
of mrages in that same region during the latter 
periods. Therefore, it appears that using nominal 
'ivages is sufficient for an initial look at the 
sources of the shift in wage patterns.* 

I. Explanations 
of Regional Wage 
Dif ferenf ials 

one of the longstanding tenets of economics is 
that efficient 111arkets result in eclual prices across 
regions. Incleed, economists have observed for 
ciecacles the slow convergence of average wages 
among the regions of the United States, where 
goocis and factors can flow freely. Hom~, then, can 
one explain the apparent divergence of v~tges in 
recent years? 

B 1 D~ckie and Gerking (1988) provide a very comprehensive and insightful 
crilioue of the literature. 

if# 2 Work by Roback (1982) and Beeson and Eberls (1989) shows that 
considering nominal wages can be viewed as only a parlial-equilibium analy- 
sis. Household spatial equilibrium includes not only wages, but also lhe price 
of housing and nontraded local goods. Therefore, focusing only on nominal 
wages m y  introduce estimation bias, especially in the prices of worker char- 
acteristics, for regions in which housing and other local-goods prices have 
changed significanlly from the naiional trend. 



Intematiot~al trade theo~y offers useful insights 
into conclitions that lead to regional wage con- 
vergence and divergence. Much of the releva~lt 
literature discusses wage equalization: average 
wages across regions are eclual if both the prices 
of worker characteristics and the composition of 
worker characteristics are the same. If the first 
condition holds, then wages of identical workers 
will be the same across regions. However, unless 
the second condition also holds, the average 
wages of regions will be unequal. 

Within a regional context, co~lditions for ecluil- 
ization of characteristic prices are less stringent 
than those for eclualizatio~l of characteristic 
le\~els.3 A well-known theorem in trade theory, 
the factor-eclualizition theorem, states that trade 
i11 commodities and factor movements are sub- 
stitutes. According to  this theorem, free trade of 
goods leads to equal factor prices among regions, 
even when factors of productiorl are immobile. 
Therefore, within the United States, which does 
11ot limit trade between regions, one would 
expect the unimpaired flow of goocls to tend to 
equalize wages. It has been this line of thinking, 
based on the notion that regions trade became 
of differences in factor endowments, that has led 
to expectations of regional wage conrrergence. 

Several assumptions, which may or may not be 
met, are necessary to reach this conclusion, 
however: 

a)  relative factor endowments are not identi- 
cal across regio~ls, 

b) regions have iderttical technologies, 
c) regions have identical homothetic 

demand, 
cl) prcxluction is characterizeel by constant 

returns to scale, 
e)  production is characterized by perfect 

competition, and 
f) there are 110 clomestic distortions in either 

region. 
Markuse11 (1983) demonstrates that the rela- 

tionship between commtxlity trade and factor 
trade varies depending on the specific assurnp- 
tions that are re~iineci. By relaxing each o f  the 
assutrtptiot~s one at a time, he shows that the ini- 
tial tracli~lg equilibrium is not characterized by 
factor-price ecluali7ation. In each case, factor 
prices cannot be equalized between regions until 
at least one region is specialized. He concludes 
that the notion that trade in gocxls a~lcl factors 
are substitutes may be a rather special result, 
which is generally true only when differences i11 
relative factor endowments are the basis for trade 
and mihen no market imperfections exist. 

Regions may trade goods for reasons other 
than initial differe~lces in factor endowments. 
Markusen co~lsiders various other bases for trade 
between regions in which the i~~itial trade equi- 
librium is not characterized by factor-price equal 
i7ation. These conditions i~lclude 

a) differences in production technologies, 
b) production taxes, 
c) monopolies, 
d)  external economies of scale (increasing 

returns to scale), and 
e) factor-market distortions. 

If these characteristics holcl for regions, then 
factor prices will not be equalized, even though 
goocis may still flow freely ar-llong regions. It is 
easy to e~lvision regional differences i11 technol- 
ogy, taxes, market share, agqlomeratio~l econo- 
mies, and unions-all of which would satisfv 
one or more of the above conditions. 

Factor-price equali7~tion call be achieved in 
these less-specialized cases if factors are mobile. 
Factors will flo~w to the region with the higher 
price, until itlterregional price ciifferentials dis- 
appear. When trade is based on factors such as 
those listecl above, factor prices miill differ in 
such a way that the price will be higher for the 
factor that is used intensi\~ely in the production 
of the export good of that region. Conseciuently, 
the region will be relatively well endowed with 
the factor that is more intensively usecl i11 the 
prociuction of the reg ion's export good. How- 
ever, factor flows, particularly labor migration, 
are impeded by imperfect informatiotl, by mov- 
ing costs (both monetary and psychic) and, in 
the case of labor, by imperfect matches between 
labor skills and job recluireme~lts. 

Vl,'hat does this meal1 for the second compo- 
nent of m g e  changes-the level or composition 
of factors? Wlen trade is based on differences in 
factor endowments, there will be no migration 
based 011 wage clifferentials, for the simple rea- 
son that wages will not differ between regions 
because of i~lterregional trade in goods.4 Wlen 
trade is baseci on differences in productio11 
technologies, taxes, or factor-market distortions, 
factor-price differe~ltials lead to factor flows, but 
these flows will result in different proportions of 
factors. Therefore, these models suggest that 
average wage levels are vesy unlikely to he the 
same across  region^.^ Even though interregional 

@# 4 Of course, ~ndividuals may find regions to be altractive for reasons 
other than higher wages. Site-specific amen~ties may also iniluence an individ- 
ual's ~references. 

3 Oickie and Geiking (1988) use trade theory to provide a comprehensive B 5 Wages will also differ across regions because of compensaling differen- 
assessment of the necessaiy and sufficient conditions for regional wage tials for site-specific characteristics, as discussed by Beeson and Eberts 
equalization. (1989). 



prices may be equal, as predicted by both mod- 
els, it is most likely that the composition of the 
characteristics ~vill differ among regions. 

Dickie and Gerking (1988) summarize the 
outcomes of trade theosy as they pertain to 
interregional wage clifferentials. First, eclualiza- 
tion of labor-characteristic prices does not 
clepencl on geographic mol>ility of the entire 
labor force. Rather, equalintion cxcurs if enough 
markets for goods and factors exist and if those 
markets are ~~~~~~~~ecl to clear. Second, d e n  a 
combination of commodity trade and factor 
mobility guarantees factor-price eclualiz:ttion, 
the11 relative factor supl>lies end up unequal and 
regions tend not to become homogeneous in 
factor con1position. Third, when labor is hetero- 
geneous, economic efficienc?~, as evidenced by 
equal factor prices, does not lead to interregional 
equality of average wages (pp. 10-1 

Therefore, it appears that a systematic change 
in characteristic prices is a likely source of the 
switch from regional wage convergence before 
1980 to regional wage divergence after 1980. The 
subsecluent analysis estimates the two basic 
components of regional wage changes and 
examines which of them contributes more to 
these obsemed changes. 

I!. Accounting lor  
Ragional Wag8 
Dlfferen%ials 

Consider the standard hedonic wage equation in 
which the wage ( K<, ) of individual i living in 
region j is a function of the individual's attri- 
butes (H,, ) and job or workplace characteristics 
( cii 1: 

Assuming perfectly operating labor markets, 
prices of each attribute are determined by supply 
and demand conditions. Under the assumptions 
of perfect information, costless spatial labor 
mobility, and zero transactions costs, characteristic 
prices will be the same across regions. Conse- 
quently, workers with the same characteristics will 
be paid the same wage regardless of location. 

The technique used to account for the two 
sources of wage differentials follows the approach 
of Oaxaca (1973), with mtxlifications made by 

6 Dickie and Geiking also stress a fourth and important point: if data do 
not adequately distinguish between workers with particular characteristics, 
then estimated returns will be averages and tests of the interegional wage 
equality hypothesis would be biased torard rejection. 

Sahling and Smith (1983) and Farber and New. 
man (1987). Writing equation ( 1 )  in log-linear 
form, dropping the individual subscript, and 
adding a time subscript yields 

where j = 1, ..., K regions, anti 
t = 1, ..., T time periods. 

The parameter vector b,, represents the charac- 
teristic price and vector X,, represents the levels 
of characteristics, both of which can differ among 
regions and over time. Using y for Itzzu: we can 
write the percentage change in wages between 
two regions ( S  and N ) during one time period as 

The first term on the right-hand side accounts for 
the change in characteristic prices between 
regions S and A! For our purposes, N denotes 
the national average. The second term denotes 
the change in levels of worker characteristics 
between the two regions? It is clear from equa- 
tion ( 3 )  that wage differences between regions 
result either from differences in prices or from 
differences in levels. One can use this fsame- 
work to assess which of the two components 
accounts for the larger share of the regional 
wage difference.* 

The issue of wage convergence or divergence 
requires examining how these regional wage dif- 
ferences change over time. For wages to con- 
verge toward the national average, the distance 
between the regional and national wage level 
must narrow over time. Consequently, if the 
regio11 starts out with a wage above the national 
average, convergence requires that the difference, 
( 3 ~ ~ ~  - J : ~ ,  ) - (J).~, - I - J J , ~  - ,I, must be greater 
than zero. The same relationship must be nega- 
tive if  the region starts out with a wage below the 
national average. The condition for divergence, 

B!d 7 A residual term. (bs - b N  )(X, - XN ), is omitted for simplicity. Fur- 
thermore, there is an index problem associated with this technique. Changing 
the base lo one region or the other will change the values of the components. 
Some studies, such as Sahling and Smith (1983), have attempted to avoid the 
problem by using averages of the two region's characteristic levels or prices. 
We instead choose to follow the technique of Farber and Nerman (1987), 
which chooses one region as the base. In this way, we are better able to 
compare our results with theirs. 

8 As Farber and Newman point out, the accounting framework relies on 
the unbiasedness and consistency properties of OLS estimators, and has 
avoided the pie-test biases of imposing implicit restrictions on coefficients 
found to be statistically insign~ficant (p. 219). 



obviously, would require the opposite signs? 
The relative change over time in regional wage 

clifferentials can be divided into several compo- 
nents using a variation of the same accounting 
scheme adopted in equation (3) for the static 
case. Following Farber and Newman, one can 
specify equation (3) for two different time peri- 
ods (in this case, periods 1 and 2) and then su i~-  
tract one from the other. This technique yields 
the following accounting framework: 

The four con1ponents can be interpreted in 
the following way. The first term, referred to as 
the main effect, reflects how much of the change 
in the wage differential is due to changes in the 
differences of wage-determining characteristics 
between the two regions, evaluated at the 
national average characteristic prices. Notice that 
this term may be zero even when characteristic 
levels differ between region S and the national 
average in each time period, as long as these dif- 
ferences are not the same in each time period. 
The second term is the price-interaction term 
and reflects the effects of absolute changes in 
characteristics of workers in region S over time. 
The third term is the price-interaction effect, 
which allows for characteristic prices to change 
over time. 711e last component, the region-time 
interaction effect, represents the possibility that 
the characteristic prices in the two regions may 
change over time at different rates. 

These four components of regional wage 
changes provide the basis for identifying the rel- 
ative contributions of intertemporal changes in 
characteristic prices and levels to the regional 

9 We have chosen to compare each region with the national average, 
which we feel provides the most clarity when so many regions are being 
compared. This approach may introduce two sources of bias, however. The 
ftrst is because the national sample is not a region separate from the others, 
but is made up of individuals in each region. The second source arises from 
the finding that the characleristic prices of each region are significantly differ- 
ent. Consequently, the characteristic prices estimated for the nation may not 
represent pices for the national market, but raiher the average of prices from 
each distinctly different regional market. 

wage differentials. To construct these wage- 
change components, separate hedonic wage 
equations are estimated for each region in each 
time period. For nine census regions and three 
time periods, this requires 27 separate regres- 
sions. The coefficient estimates and the means of 
the levels of characteristics are then combined 
according to equation (4).10 

Comparing changes in regional wages relative 
to the national average partially adjusts for the 
general nominal wage increases observed over 
the 15-year period between 1973 and 1987. How- 
ever, any deviations of regional price trends from 
the national average will be imbedded in the 
various components, particularly in those related 
to differences in characteristic prices. Instead of 
relying on the national trends to capture regional 
price differentials, it would be ideal to adjust 
regional wages for differences in the cost of liv- 
ing. Unfortunately, regional indexes are available 
only for metropolitan areas, and even then, there 
are no current indexes that can be used to corn- 
pare cost-of-living differences across metropoli- 
tan areas. 

III. Empirical Results 

The data used to estimate the wage differentials 
are obtained for various years from the Current 
Population Surveys (CPS) compiled by the U.S. 
Department of Labor, Bureau of Labor Statistics. 
The CPS surveys individual workers periodically 
regarding hours worked, earnings, worker char- 
acteristics, employment status, and so forth. Each 
time period considered in the analysis consists 
of a pooled sample of three years." The first 

111 One drawback of this approach, as discussed by Dickie and Gerking 
(1988), is the lack of a confidence interval estimate around these various 
components, leaving it unclear how the results generalize to the population. 

'1 1I Various features of the CPS files have changed over the years 
covered in this analysis, bvtich introduces several problems when using these 
data to derive a consistent time series of regional wages. First, the method of 
collecting wage and worker characteristics has changed. For the years 1973- 
78, questions regarding worker wages and characteristics were asked only in 
the month of May. This poses two problems. Firsi, the sample contains only 
those individuals who were in the second rotation, which, in addition to being 
less representative, reduces the number of respondents. Second, annual wage 
estimates will reflect wages obtained for only one month of the year. 

Starling in 1979, the wage questions were asked of one-quarter of lhe indi- 
viduals in each of the 12 monthly surveys conducted each year. Because of 
the difference in the way in which information 1s gathered, the total number of 
workers with sufficiently complete records for analysis is much smaller before 
1979 than afterward. Pooling the individual years will ameliorate these prob- 
lems to some extent 



Variables 

Full-time (= 1) 
Race (nonwhite = 1) 
Sex (female = 1) 
Experience 
Experience squared 
Schooling 
Schooling squared 
( exp) x (sex) 
Non-SMSA (= 1) 

( 13 occupation 
dummy variables) 

(12 industry 
dummy variables) 

Dependent variable: 
log (earnings/hours) 
R2 

1973-75 

Mean Coefficient 

.80 ,101 

.10 -.040 

.42 -.I92 
18.72 ,026 

570.60 -.0004 
1.82 ,130 
4.03 ,007 
7.77 -.004 

.30 -.I59 

1979-81 

Mean Coefficient 

.8 1 ,141 

.12 -.032 

.46 -.I68 
17.76 ,026 

521.57 -.0004 
1.98 ,131 
4.57 ,002 
7.90 -.004 
.42 -.083 

1985-87 

Mean Coefficient 

.80 ,187 

.I3 -.048 

.48 -.I33 
17.59 ,029 

488.80 -.0004 
2.09 .162 
5.00 -.001 
8.32 -.005 
.27 -.I33 

Number of observations 116,298 554,864 491,510 

NOTE: Nl c o e f i c i e n e  a r e  s tat is t ica l ly  s ign i f i can t  a t  t h e  99 p e r c e n t  level .  
SOURCE: Est imates a r e  d e r i v e d  from t h e  C u r r e n t  P o p u l a t i o n  Surveys. See t e x t  for deta i ls .  

period combines the responses from the May 
survey for the years 1973, 1974, and 1975. The 
second period pools responses from one-quarter 
of the individuals in each of the 12 monthly sur- 
veys for the years 1979, 1980, and 1981. The 
third period is derived similarly, except that it 
includes the years 1985, 1986, and 1987. 

These time periods were chosen because they 
correspond to the switch from regional wage 
convergence to regional wage divergence as 
documented by Browne (1989). In addition, 
years were pooled in order that each region con- 
tained enough workers to ensure reliable esti- 
mates. The size of the samples ranges from 7,203 
workers for the New England census region in 
1973-75 to 84,641 workers for the East North 
Central region in 1979-81. 

Following the human-capital specification of 
Mantx-h (1967) and Mincer ( l974), inclividual 
wages (expressed in logarithms) are specified as 
a function of various worker attributes. We include 
education level (entered as a cluaclratic), poten- 
tial experience (age, minus years of education, 
minus six, also entered as a cl~~idratic), and the 
interaction between experience anci fernale. We 
also incl~icte binary dummy vari:ibles indicating 
whether or not the worker is a full-time em- 
ployee, female, ancl nonwhite. Durnmy variables 

are also used to denote a worker's occupation, 
the industry in mrhich he or she is employed, and 
millether the worker resides in an SMSA. Hourly 
earnings a w e  conlputed by dividing average 
weekly earnings by average weekly hours.1~ 

Including the industqr-dummy variables is 
somewliat inconsistent with the notion that the 
human-capital specification captures supply-side 
aspects of the labor market. These variables are 
included, as they have been in other studies, to 
test the popular notion that industrial restructur- 
ing is a primary source of regional wage changes. 
The changing cornposition of union membership 
has also been offered as an explanation for 
regional wage changes.13 Unfortunately, the CPS 
did not ask about union affiliation in the 1979-81 
surveys. 

&i!d 12 An interesting extension of the analysis would be to estimate sepa- 
rate regressions for males and females and for whites and nonwhites. Sahling 
and Smith (1983) found differences in wages between males and females in 
the South compared with olher regions. Changing norms for women and minor- 
ities in the ~vorkplace may lead to regional differences in the characteristic 
prices of these groups. 

13 However, Farber and Newman (1987) conclude that while unionization 
is an important contr~butor lo the change in the wage differential attributable 
to changes in regional differences in worker characteristics, it is not an impor- 
tant variable in explaining changes in wage ralios between regions (p. 222). 



Percent 

' ' , Middle Atlantic 

SOIJRCE: Author's calculations from Current Population Surveys. 

Separate estimates were obtained for each of the 
nine census regions for each time period using 
ordinary least squares. F-tests were performed to 
test the null hypothesis that the coefficients for 
each region are equal to the coefficients for the 
national sample. The null hypothesis was 
rejected at the 1 percent confidence level for 
each time period. Even though coefficients differ 
among regions, estimates from the national 
sample are displayed and discussed in order to 
provide an overall perspective of the results. As 
shorn  in table 1, all worker-characteristic varia- 
bles are statistically significant at the 1 percent 
level and enter with the expected signs. Full-time 
workers (who work 35 hours or more a week) 
receive higher wages than part-time workers, 

everything else being the same. The full-time 
wage premium has risen from 10 percent in the 
first period to 19 percent in the most recent 
period. This fairly sizable increase has occurred 
even though the percentage of full-time workers 
in the sample has remained constant. 

The nonwhite wage gap appears to have nar- 
rowed slightly from 4 percent in 1973-75 to 3.2 
percent in 1979-81. However, since that time, the 
gap has widened, increasing to 4.8 percent in 
1985-87. The female wage gap, on the other 
hand, has steadily narrowed, from 19.2 percent 
in the first period to 13.3 percent in the most 
recent period. The wage premium placed on 
additional hours of work experience has risen 
steadily for both men and women over the three 
time periods. Taking into account the interaction 
terms and evaluating at the mean level of expe- 
rience, the elasticity of wages with respect to 
experience for men, for example, rose from 20.6 
percent in 1973-75 to 26.4 percent in 1985-87. 
The net effect of schooling on wages fell 
between the first two periods and then rose in 
the third period. 

Nominal earnings estimates, using the CPS sam- 
ple of workers within nine census regions, reveal 
a pattern of regional wage convergence followed 
by divergence, similar to that found by Browne. 
Figure 1 shows the pattern of regional nominal 
wage changes relative to the national average. 
Nominal wages in all regions, except the New 
England and the Pacific regions, converged 
toward the national average between 1973-75 
and 1979-81. 

The standard deviation of the relative wage 
differentials fell from 0.086 to 0.068 during this 
period. Wages of workers in the Pacific region 
increased 2.6 percentage points faster than the 
national average between the first two periods, 
which raised the region's wage premium to 13.3 
percent. New England, on the other hand, started 
out below the ~lational average in 1973-75 and 
continued to lose even more ground by 1979-81, 
falling from 2.1 percent to 5.9 percent below the 
national average over this time span. 

Between 1979-81 and 1985-87, wages in most 
of the regions diverged from the national aver- 
age. The two exceptions were the New England 
and East North Central regions. Wages in the 
New England region jumped dramatically during 
this period, outpacing the national average by 9.1 
percentage points. This spurt in wage growth 



closed New England's wage gap from the pre- 
vious period and placed its wages 3.1 percent 
above the national average in 1985-87. Wages in 
the East North Central region also came closer to 
the national average, but this was achieved by 
growing slower than the nation by 3.0 percent- 
age points. 

Of the seven regions in which wages diverged 
from the national average between 1979-81 and 
1985-87, five were below the national average. 
The two regions that lost the most ground were 
West North Central and East South Central. 
Wages in the West North Central region fell from 
7.0 percent below the national average in 1979- 
81 to 10.9 percent below in 1985-87. Wages in 
the East South Central region, which in the first 
two periods were the lowest in the country, fell 
even further, to 15.2 percent below the national 
average. 

Wages in the Pacific and Middle Atlantic 
regions, on the other hand, increased relative to 
the national average. Overall, six of the nine cen- 
sus regions followed the pattern of wage con- 
vergence before 1979-81 and wage divergence 
after that period. The relative wage gains and 
losses across the nine regions combined to in- 
crease the standard deviation from 0.068 in 1979- 
81 to 0.086 in 1985-87, which is roughly the same 
level of dispersion found for the first period. 

Components of Ragionas! 
Wage Differantials 

Which of the two components accounts for the 
switch from convergence to divergence? One 
way to address this question is to cons~der the 
nurnber of cases in which one component or the 
other dominated the regional wage differential 
for all three periods. This could be interpreted as 
indicating that the same "structure" that led to 
wage convergence also led to wage divergence. 

Looking only at the crc-)ss-sectional results, as 
shown in table 2, provides a mixed answer. For 
the six reglolls that followed the convergence/ 
divergence pattern, clifferences in characteristic 
prices dominated the regional/~lational wage dif- 
ferential for three regions for all three periods, 
differences in characteristic levels dominated 
one region, and the effect was split for the 
remaining two regictns. Tallying up the total 
number of cases in which differences in charac- 
teristic prices dominated the regional wage dif- 
ferentials results in about the same percentage of 
cases-about 60 percent. 

Another way to evaluate the Importance of each 
source is to determine the wage patterns gener- 
atecl if only one of the components varied. For 

instance, as shown in table 2, if workers were 
identical in all regions (or, at least, if the compo- 
sition of worker attributes was the same) and 
only characteristic prices varied, four of the nine 
regions would exhibit a convergence/divergence 
wage pattern. These four cases are consistent 
with the actual wage patterns of convergence 
and divergence. The two regions in which price 
differentials did not yield the desired pattern, 
even though the actual wage pattern did, were 
the West South Central and South Atlantic 
regions. In both cases, differences in the charac- 
teristic levels were consistent with the actual 
wage patterns and were large enough to bring 
these patterns into line. 

Which of the worker characteristics appears to 
contribute   no st to these patterns? Three catego- 
ries of variables were considered: human capital 
variables, industry variables, and occupation vari- 
ables. The most striking result (which is not 
shown in the tables) is that regional differences 
in the wage premiums paid in various industries 
virtually never emerged as the dominant cate- 
gory. Rather, hurnan capital dominated in most 
cases, being the largest contributor in 16 of the 
28 cases for the price component, and in 17 of 
the 28 cases for the level component. 

Component8 
of Owteflemporal 
Ragional Wage Changes 

The previous examination of the sources of 
regional wage differentials looked at three sepa- 
rate cross sections from different time periods. 
The next step is to examine how these regional 
wage differentials changed over time. As men- 
tioned earlier, equation (4) provides a frame- 
work to account for the various components of 
this wage change. 

%ble 3 displays the components of nominal 
wage changes for each region between the three 
time periods. For example, the 1.6 percent 
reduction between the first rjvo periods in the 
wages of the East North Central region relative to 
the national average can be attributed to pritnar- 
ily two effects. The first is the main effect 
(column I) ,  which is the change over time in 
characteristic levels for the region relative to the 
nation. If all other effects were zero, then these 
changes in worker characteristics woulcl cause 
the regional wages to diverge from the 11ational 
average rather than to converge, as they acttally 
do. The positive sign for this component indi- 
cates that the difference in the characteristic lev 
els that favored this region over the nation was 
greater in the seconcl period than in the first. 



Census Actual 
Region Year (bR-bN)xN (xR-xN)bN Wage DifFerence 

New England 

Middle Atlantic 

Fast North Central 

West North Central 

South Atlantic 

Fast South Central 

West South Central 

Mountain 

Pacific 1973-75 ,0782" ,0495 ,1063 
1779-81 ,1280" ,0256 ,1326 
1985-87 ,1253" ,0333 .I427 

NOTE: Column 1 is the effect of clifferences in chancteristic price henwen the region ancl the nation; column 2 is the effect of differences ii i  

char,~cteristic lelrls benveen the region and the nation. Columns 1 and 2 do not atld up to column 3 b e c ~ ~ ~ s e  of a resiclu~l component not 
slio)w~l in tlie table. kiterisks denote the dominant component for each time peritxi ant1 region. 
SOIJRCE: Author's calculations. 

Offsetting the effect of changes in characteris- 
tic levels are the changes over the time periods 
in characteristic prices (column 4). If everything 
else remained the same, these changes in inter- 
temporal prices would result in East North Cen- 
tral wages converging to the national average by 
2.8 percent. 

In determining which componeIlts contribute 
most to changes, two criteria m7ere used. 
First, the signs of the components rnust be ~ 0 1 1 -  

sistent with wage convergence bemeen the first 
2nd second periods ancl with mrage divergence 
between the seconcl and third periods. Second, 

the components should account for a lal-ge share 
of the total wage change. 

The asterisks in table 3 indicate the pairs of 
components that are consistent with the conver- 
gence/divergence wage pattern. For the two com- 
ponents that are based on the intertemporal 
change in characteristic prices (colurnns 3 and 
4), 12 of the possible 18 pairs of estimates are 
consistent with the convergence/divergence 
wage pattern. The components related to inter- 
temporal changes in characteristic levels (col- 
umns 1 and 2) contain only five pairs. Further- 
more, tlie components related to changes in 



Census 
Region - 
New England 

Middle Atlantic 

h s t  North Central 

West North Central 

South Atlantic 

Fast South Cel?tral 

West South Central 

Mountain 

Pacific 

Time 
Span 

2- 1 
3-2 

2- 1 
3-2 

2-1 
3-2 

2- 1 
3-2 

2- 1 
3-2 

2-1 
3-2 

2-1 
3-2 

2- 1 
3-2 

2-1 
3-2 

Components 

( 3 )  ( 4 )  ( 5 )  ( 6 )  

-.003 -.034 -.036 -.037 
-.004 ,061 ,082 .07 1 

-.008* -.052" -.057* -.058" 
,017;" ,02 j" ,034" ,044" 

- ,003" -.020 -.010 -.016 
,007" -.014 -.021 -.030 

.O 13" ,028" ,035" ,016" 
-.012" -.023" -.033* -.038" 

,007" -.011 ,016 ,017" 
-.001" ,007 ,010 -.001" 

,020" ,020" ,068" ,057" 
-.011* -.016* -.036* -.OSOY 

.006* ,043 ,063 ,057" 
-.0003" ,001 ,001 -.001" 

,008" ,037" -.003 .067* 
-.020" -.015* -.022 -.053* 

-.016* ,032 -.010" ,026 
.007" .Ol6 ,038" .O 1 1 

N O K :  Time spans are clenotecl as 1 ( 1973-?5), 2 ( 1979-$11, ancl 3 ( 1985-8;). The not:~tion 2-1 represents the difference bemren the first m o  
peritxls, anci 3-2  represents tlie difference between the latter nvo peritxls. The components are ( 1) main effect, (2) interaction effects, 
( 3 )  time-intenction effects, (4) regional tirne-interaction effects, ( 5 )  tlie sum ofthe four effects, anci ( 6 )  the actual change in the regional 
wage differential (relative to the national average) bemeen the mo time peritxls. The asterisks i~idicate the components that are consistent 
~vith the co~ivergence/divergence nltge pattern. 
SOLIKCE: Author's c;llculations. 

prices (again columns 3 and 4) claim the largest 
share, on average, of the total wage changes. 
Consequently, it appears (as the trade theory 
suggests) that differences in characteristic prices 
account for the larger share of nominal regional 
wage changes over the three time periods.14 

Therefore, this simple ~lonpararnetric test of 
counting the number of consistent results sug- 
gests that intertemporal changes in worker 
characteristic prices account for much of the 
convergence as well as the divergence of wages. 

I4 Dickie and Gerking (1988) point oul that omitted variables, particularly 
the lack of detailed human-capital variables, could bias the accounting method 
toward allributing too much importance to characteristic price differences. They 
find, using another data set that contained unusually detailed measures of 
worker and workplace characteristics, that they could no1 reject the hypothesis 
of equal coefficients across regions. This omission seems less critical for this 
study, since we look at the change over time ~n coefficienls of the same set 
of variables within the same regions. It would seem that in order for omitted- 
variable bias to be significant, the relative conlributions of each variable would 
have to vaiy substantially over time, which is not supported by the results 
from the previous section. 

Consequently, basic changes in the way that 
worker characteristics were valued by the 
regional markets must have occurred around the 
turn of the decade. Trade theory suggests various 
types of market imperfections as possible candi- 
dates, including differences in production tech- 
nologies and factor-market distortions. The back- 
to-back recessions in 1780-82 and the collapse in 
oil prices shortly thereafter certai~lly have mken 
their toll on regions such as the West South Cen- 
tral, while having little effect on others, such as 
the Pacific and New England regions. The rela- 
tive effects of these events among regions can be 
partially explained by the slow adjustment of 
labor markets and the differential impact of oil 
prices between energy-using and energy- 
producing regions. 

Coilsidering the three categories of worker 
characteristics defined in the previous section 
offers further insight. As before, the industry vari- 
ables played very little role in accounting for 
intertemporal changes in the regional wage dif- 
ferentials (these results are not shown in the 



tables). However, unlike the cross-section analy- 
sis, occupation variables clearly dominated. For 
example, with respect to component four (dif- 
ferences in prices), occupation variables were 
the dominant category in 13 of the 18 cases.l5 

This result supports some of the speculation 
made by various authors about possible reasons 
why worker characteristic prices may not be 
equal across regions. Farber and Newrnan 
( 1987) conjecture that characteristic prices ma17 
not necessarily converge because of occupation- 
specific demand disturbances. Topel (1986) 
shows that disequilibrium in local labor markets 
results primarily from stochastic disturbances in 
labor demand. 

After converging for almost half a century, nomi- 
nal regional wages have diverged since 1980. 
This paper attempts to isolate the source of this 
switch in direction either as an intertemporal 
change in the market prices for worker attributes 
or as an intertemporal change in the levels of 
worker attributes. For nine census regions 
betwee11 the periods 1973-75, 1979-81, and 1985- 
87, results using inclividual workers from the CPS 
show that differences in characteristic prices 
account for a major share of the change in 
regiot~al wages relative to the national average. 
Furthermore, virtually all of this intertemporal 
change in characteristic prices is found in the 
occupation coefficie~lts; industry and worker 
characteristic variables account for very little. 

Theory suggests that the prices of worker char- 
acteristics will converge in the presence of free 
commodity trade and in the absence of market 
imperfections. Various types of nlarket imperfec- 
tions were suggested as possible sources of the 
divergence of regional wages. For example, 
incomplete information, a mismatch between 
worker skills and job requirements, and institu- 
tional barriers to mobility can lead to incomplete 
adjustments to recent changes in the structural 
demand for labor. A recent study estimates that it 
takes as much as a decade for Itx-a1 labor 
markets to adjust fully to such shcx-ks (Eberts 
and Stone [ 19891 ). 

Another possibility for ~lominal wage diver- 
gence is changes in the regional prices of hous- 
ing and other nontradecl goocls that deviate from 

s 15 Farber and Neviman (1987) also find thal the woiker characteristics 
that accounted for much of the cross-sectional accounting of regional wage dif- 
ferences were different from the worker cl~aracterist~cs thal accounted for the 

the national average. Because this study clid not 
adjust for regional cost-of-living differences, it 
may be possible that wage differentials simply 
compensate workers for higher housing costs. 
However, this argument runs counter to the pre- 
dicted results of free trade among regions, once 
equilibriun~ has been established. If goods are 
freely traded, then firms would be hard pressed 
to pay higher m7ages in some regions than in 
others, unless employers were compensated by 
differences in production technologies and 
worker prtductivity. Therefore, for cost-of-living 
differences to explain the results, m7orkers in 
areas with higher labor costs coincidentally 
would have to be more productive. There are 110 
compelling reasons why high living costs and 
high worker productivity should exist concur- 
rently in equilibrium. 

Two exceptions to this general statement are 
possible: First, site-specific attributes could 
enhance firms' productivity. Firms would move 
into the more productive region, bidding up the 
price of land and the price of labor, everything 
else being equal. The second possibility is that 
with the slow adjustment to shocks, we are 
simply observing these effects in disequilibrium. 

The findings that differences over time in 
characteristic prices account for a majority of the 
changes in regional wage differentials does not 
necessarily diminish the importance of lnigration 
in explaining differences in regional growth. 
Rather, the analysis suggests that these flows 
have not changed the composition of regional 
labor forces sigrlificantly enough to make them 
the do~ninant factor in explaining changes in 
regional wage differentials. The traditio~~al migra- 
tion patterns of South to North and East to West 
are less pronounced now than in the past. For- 
merly, the primary migration pattern m7as toward 
the West, particularly for college graduates look- 
ing for job opportunities. More recently, the 
South is receiving many younger persons from 
the West and North. 

If aochastic disturbances have changed the 
course of regional wage differentials, then it is 
interesting to speculate why these shcx-ks l~ave 
had such an impact in a relatively short period of 
time, when for so Inany decades the workings of 
efficient markets and equalizing migration flows 
seemed to prevail in forcing regio~~al wages to 
converge. Several possibilities come to mind: 
increased foreign competition, the collapse of oil 
prices in the early 1980s, and the severe back-to- 
back recessions of 1980-82. 

These recessions hit some regions harcter than 
others, p ~ ~ d u c i n g  different patterns of change in 
regional \v:ige differentials. The West Sou~th Cen- 

majorlty of the ~nterlemporal changes in reg~onai wage d~fferent~als tral states of?'es:ts and 1x)uisiana were particularly 



hurt as the bottom clroppeci out of oil prices. 
This clownturn thnm-ted the siable gains that 
region had made in previous years in narrowing 
its wage gap. 

The farming states of the West North Central 
region were also severely affected by the reces- 
sion and the ensuing farm crisis of the early 
1980s. After converging toward the national aver- 
age throughout the 1970s, wages in this region 
diverged significantly, falling fro~n 7.0 percent 
below the national average at the beginning of 
the 1980s to 10.9 percent below the average 
toward the end of the decade. Wages in some 
regions continued to grow faster than the 
national average in spite of the recession. For 
example, the Pacific region, especially California, 
was only niildly affected, with its regional wage 
differential expanding by a percentage point 
between 1979-81 and 1985-87. 

Factors other than economic shocks could 
also contribute to the wage divergence. One 
possibility is state tax policies. The late 1970s 
and early 1980s saw the phasing out of substan- 
tial federal grant programs to states anct munici- 
palities. Many of these programs were designed 
to help eclualize the fiscal burden across regions. 
As these funds dried up, many state and local 
governments found it necessav to raise tax rates 
to fund the existing programs, while others 
decided to ctutail the programs. These different 
responses could lead to an increase in regional 
tax rates, which in turn could affect the location 
of firms and ultimately the demand for labor. 

Will these factors persist? If history is any 
guide, the answer is no. The long-run trend of 
regional wage convergence has been interrupted 
only once in the last century. That episode lasted 
20 years, embracing a postwar period and a 
much deeper and protracted recession than the 
one that greeted this decade. Consequently, it 
appears that shocks of this kind will eventually 
dissipate as the regions' economies regain a 
more eclual footing. 

However, many states and Icx-alities are not 
content to wait the decade or so that it takes for 
these forces to play themselves out. Many areas 
have pursued vigorous economic ctevelopn~ent 
efforts to help quicken the pace of adjustment. 
ils long as these efforts atternpt to remove 
market inefficiencies and strengthen the region's 
comparative advantage, they are socially desira- 
ble. One would expect that as regions continue 
to clevelop and rnat~u-e-and barring further 
shtxks of recent macgnitude-the long-run trend 
of regional wage convergence will return. 
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Why We Don't Know 
Whether Money 
Causes Output 
by Charles T. Carlstrom 
and Edward N. Gamber 

Macroeconomics has undergone a revolution in 
the past 20 years, in which significant challenges 
have been made to supposedly well-established 
theories and facts. Among the most important of 
these prevailing theories is the positive correla- 
tion between money and real output. 

Traditionally, most economists and policy- 
makers have interpreted this correlation to imply 
that Federal Reserve open market operations 
could affect real output. This interpretation has 
persisted in spite of weak and sometimes con- 
tradictory empirical evidence. Unfortunately, we 
cannot attempt to examine all of the existing 
eviclence on the direction of causality between 
money and output. Instead, this paper emmines 
whether Granger-causality is a valid test for cau- 
sality and what can be inferred from existing tests 
of Granger-causality. The ansmTers to these ques- 
tions are of paramount importance, since most 
policynlakers assume that money causes output 
in a consistent and reliable way. This correlation 
is illustrated in figures 1,2,  and 3 using three 
measures of money: base, MI, and M2.I 

Charles T. Carlstrom is an economist 
at the Federal Reserve Bank of 
Cleveland. Edward N. Gamber is an 
assistant professor of economics at 
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The usual method of distinguishing among 
competing economic theories involves econo- 
metric testing. However, as is well known (see, 
for example, Black [I9821 ), econometric models 
indicate correlation, but not causality. Even the 
econometric technique of Granger (1969) does 
not necessarily identify causality as the term is 
commonly understood. We will show in the fol- 
lowing section that the concept of Granger- 
causality is not robust to changes in the underly- 
ing model of the economy.2 In other words, it is 
impossible to interpret Granger-causality inde- 
pendent of theory. Given this, sections I1 
through IV examine models that try to explain 
the correlation between money and output. 

Traditionally, this correlation was explained by 
assuming some type of nominal rigidity (either 
prices or wages). Tobin (1970), however, 
showed that the correlation between money and 
output could be a result of the Federal Resen~e's 
operating procedure and that it did not necessar- 
ily imply that changes in money caused output 
changes. Section I11 shows that if the Federal 
Resenre accommodates increases in output with 
a corresponding increase in the money supply, 

I The series is detrended using a Hodrick and Prescott (1980) filter 
Figure 4 ~llustrales this method as i l  is applied to real output (GNP). Pi4 2 See also Cooley and LeRoy (1985) 



then one would expect to observe a positive 
correlation between output and money even 
though money is not causing output. 

Real business cycle theorists have recently 

Percent deviations 
2.0 1 1 

argued that the correlation between money and 
output could be due to reverse causality; that is, 
output can cause money independent of the 
Federal Reserve's reaction function. Section IV 
examines a model by King and Plosser (1984) 
showing that M1 and output are correlated 
because increases in real output cause increases 
in the demand for financial intermediation. This 
increased demand leads to the expansion of 
broader monetary measures, such as M1 and M2, 
even though changes in money have no influ- 
ence on real output. 

Section V reviews the empirical evidence 
uncovered in these theories to help ascertain the 
direction of causality in the money-output corre- 
lation. Section VI concludes with a discussion of 
policy implications. 

NOTE: Sample period is from 1 9 i 9 : 1 ~  to 1988:n'~.  I. granger-Ca~aiiQ 
SOC'RCB: bta Resources, Inc., and Board o f  Governors of the Federal 
Resene System. Causality is a very elusive concept. In practice, 

most people define x causing y to mean that a 
change in x leads to a change in y. As an anal- 
om, we would imvlicitlv assume that if we could <,, , 

cause a low-pressure system to appear over a city 
(all else remaining constant), then there would 
be a high probability that rain would fall. This 
causality usually means that if low-pressure sys- 

Percent deviations 
3.51 1 

NOTE: Sarnple period is from 1959:IQ to 1988:IVQ. 
SOCIRCLS: Data Resources, Inc., and Boarci of Governors OF the Federal 
Resewc System. 

tems cause rain, then low-pressure systems must 
precede rain. 

As can be seen in figure 3, M2 appears to lead 
GNP. Does this chronology imply that M2 causes 
GNP? The Granger definition of causality 
requires two assun~ptions. As stated by Granger 
and Newbold (1986, p. 220): 

a) The future cannot cause the past. Causality 
can only occur with the past causing the present 
or future. 

b) A cause contains unique information about 
an effect that is not available elsewhere. 

According to the first assumption, then, if M2 
always leads changes in GIN', we can logically 
infer that GNP does not cause M2. Does this 
mean that we can conclude the alternative, that 
M2 causes GNP? Consider the following example. 

Suppose that a group of individuals always 
listens to weather forecasts and that these fore- 
casts are always accurate. Further, suppose that 
these people decide to carry umbrellas on days 
that rain is forecasted. Clearly, carrying an 
umbrella and rain will be correlated, and carry- 
ing an umbrella will precede a rainstorm. 
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According to the first assumption of Granger- 
causality, rain cannot cause umbrella-carrying. 
Yet, clearly, meteorologists would reject the con- 
clusion that umbrellas cause rain. 

The problem with our umbrella and rain 
example is that assumption a)  is violated. This 
assumption is also frequently violated in many 
econometric tests. A third variable that uniquely 
causes people to carry umbrellas is omitted. 
Strictly speaking, rain does not cause umbrellas, 
but the ezpectation that rain may occur causes 
people to carry umbrellas. Ekpectations are not 
formed in a vacuum, however; low-pressure sys- 
tems in this example could be shown to cause 
both umbrella-carrying and rain. Neglecting this 
third variable would cause one to conclude that 
carrying an umbrella Granger-causes rain. 

Because of the importance of expectations in 
economics, a variable, x, that precedes another 
variable, y, will frequently not cause JJ, Variable 
x may depend on the expected value of y, caus- 
ing x and y to be correlated. Since expectations 
depend on numerous variables that are, in prin- 
ciple, observable by the econometrician, one 
could conceivably conduct a Granger-causality 
test by including all relevant variables. The econ- 
ometrician, however, would need to have a well- 
defined model of how expectations are formed. 
It is therefore extremely important that Granger- 
causality tests be interpreted in light of the theory 
that one is trying to test. 

Consider the formal definition of Granger- 
causality. Let R, be all the information available 
in the universe at time t. Let x, and y, be two 
random variables within this universe. Granger 
says that x causes (does not cause) y if 

for k > 1, where F (. I .) is the conditional prob- 
ability density function of y, + , given R, or R, 
- x,, and R, - x, is defined to be the universe 
less x, . 

Suppose that these conditional distribution 
functions are equal. If x and y are correlated, it 
follows that there must exist a third variable in 
R, that causes both x and JI. For example, let 
JJ denote the occurrence of rain and let x de- 
note the occurrence of umbrella-carrying. Leav- 
ing umbrella-carrying out of the information set 
does not affect the conditional distribution of 
rain or, in other words, weathermen can accu- 
rately predict rain without seeing whether peo- 
ple are carrying unlbrellas. Because the entire 
universe, including low-pressure systems, is 
assumed to be in the information set, this exam- 
ple correctly predicts that umbrella-carrying does 
not Granger-cause rain. 



Sirns (1972) showed that Granger-causality is 
identical to the concept of exogeneity. In other 
words, x Granger-causes . ) I  if x is exogenous to 
j' and 3' is not exogenous to x. A variable x is 
exogenous to 31 if the cxcurrence of x is inde- 
pe~iclent of the occurrence of jl. Similarly, a liar- 
iable y is not exogenous to x if the occurrence 
of y is dependent on x cxcurring. Tlius, the 
occurrence of rain is exogenous to wliether 
people cany unibrellas: rain will fall regardless 
of whether people carry umbrellas. Tlie converse 
is not true, however; if it starts to rain, people 
will t e~ id  to carry umbrellas. 

At first glance, Granger-causality or exogeneity 
seems to be a reasonable definition of causality. 
However, it ignores the case of bivariate causal- 
ity, where two variables cause each other. For 
example, rain causes puddles, and the evapora- 
tion of puddles causes rain to fall at a later date. 
To make Granger-causality opel-ational, the uni- 
verse of information must be restricted and the 
nioments of the conditional distribution func- 
tions ~iiust be tested for equality. The universe of 
information is restricted by theory. In practice, 
the distribution functions are saicl to be equal if 
their first moments (the means) are equal. Test- 
ing for Granger-causality usually involves tlie fol- 
lowing: A variable x is said to Granger-cause 
(not Granger-cause) j1 with respect to the 
information set 1, if 

Because we d o  not co~isicler all tnoments of 
the distribution, and we d o  not use all of the 
inforn~ation set, Granger-causality as practiced is 
neither a necessary nor a sufficient condition to 
determine the direction of causation between x 
and J! 

Consider the case where all the relevant 
information i ~ i  the universe is included in a 
Granger-causality test, but only the riieans are 
tested to see if they are eclual. If the Ineans were 
found to be unequal, then one could logically 
infer that x must cause j i  If the means miere 
founcl to be equal, however, then one could not 
infer that x did not cause j! 

Now consider the second assumption in the 
case where all tlie moments can be tested, but 
the universe of information is restricted in an ad 
hoc manner and an important cleterniinant of jj 
is accide~itally omitted. Equality between the 
conditional distribution functio~ls necessarily 
iniplies that x does not cause JJ. I-Iowever, if the 
conditional distributions are not eclial, then we 
cannot infer that x causes j~. This is the case in 
our example: umbrellas help to preclict rain a~icl 

thus Granger-cause rain if lomi-pressure systeriis 
are excluded from the information set. 

Since any operational test of a~usality i11voh.e~ 
restricting both the moments of the distribution 
fi~nctions to be testecl and the information set in 
the universe rele\.ant t o  the problem, employing 
a Granger-causalit). test exposes one to the risk 
of incorrectly rejecting causality a h e n  it is pres- 
ent and incorrectly rejecting the assumption of 
no causality when causality is not present. The 
econometrician can seek the clirection of causal- 
ity using a Granger-c~usality test only by using 
theor). to cietermine n~hich variables are helpful 
in predicting )I,+& . Howe\.er, even after choosing 
~ ~ r i a b l e s  based o n  some theo~y, a specification 
test should be conducted to help ensure tliat 
iniportant variables have not been omittecl. 

It should be clear from this cliscussion that 
Granger-causality is neither a necessary nor a suf- 
ficient test for the existence of true causality. 
First, if hidirectional causality exists, then 
Granger-causality cannot i~iclicate the presence of 
ausality. Second, even when bidirectional cau- 
sality is not present, the Granger-causality test 
may fail to iclentik whether causality is present if 
the information set excludes relevant variables or 
if all moments of tlie conclitional distributions 
are not tested for equality. I11 adclitio~~, Granger- 
causality is 11ot a ~iseful test for showxing the 
presence of conteri~poratieous causality. 

Sections 11 and 111 present representative theo- 
ries that have been developed to explain the 
money-output correlation. Section W then inter- 
prets the econometric evidence tliat has been 
uncovered in light of these theories and the 
problenis discussecl above. 

IB. Money Causes Output 

l o s t  economists currently favor the interpreta- 
tion that Inonejr causes output. They believe that 
some nominal rigidities, or price/wvage sluggish- 
ness, allow changes in nominal variables, like 
money, to have real effects. These rigitlities call 
be motivatecl by nominal wage contracts 
(Fischer [ 19771, Gm!. [ 19761 ), or by incomplete 
information ( Lucas [ 1972, 19771 ). 

For expositional ease, we consider the nomi- 
nal wage contracting moclel as ese~nplifiecl by 
Fischer. 111 his moclel, agents in the economy 
have rational (tnodel-consiste~~t) expectations, 
but wages are "sticky" because of  the existence 
of long-term ~lominal nTage contracts. Further, 
Fischer assumes that employment is clemand- 
determined; that is, employment is always 
chosen so that the real wmge is equal to the mar- 
ginal 17roductit.ity of labor. Thus, changes in the 



money suppIy that were unexpectecl at the titne 
the contract ~ m s  signed will have real effects. 
I!nanticipatecl increases in the money supply 
will cause prices to be higher than expected ancl 
will cause the real wage to be lower than 
expected. *The clecline in the real m g e  lo~vers 
the marginal cost for firms to hire aclclitional 
workers. leacling to an expansion o f  employment 
and thus output. 

Consider a scaled-down version of the model 
analyzed by FIoehn ( 1788). In this esample, con- 
tracts will not he overlap~ing, and the only 
source of ~~ncertainty m ~ i l l  be from the money 
supply process. A~sunie that tlie aggregate pro- 
duction f~~nction is Cobb-Do~~glas, that is, >', 
= N;', where Y ,  and A', are real output and the 
labor supply, respectively. Because m g e s  are 
assumeci to be detiiand-deter~~li~iect, we set the 
real wage equal to tlie marginal productivity of 
capital. Taking logarithms gives 

where z t l , ,  p, , and 1 2 ,  are the natural logarithms 
of wages, prices, and employ~nent. Iabor supply 
is assumed to be of the following form: 

(2) )I',  = + PI( 10, - p, ) for pO ,  p ,  > o 

Setting lahor supply eclual to labor demand, 
one can solve for the real wage rate that clears 
the tnarket From tliis ecluation, i t  is assumed 
that wages are chosen so that the labor ~narket 
clears on a[.erage.j This gives the following 
ecluation for nominal wages: 

where J =  [ l + p , ( l  - r ) ]  
To close the moclel, n7e must postt a fort71 fat 

mone! tlemC~:tnd and money supply >Ioiiey cle 
rnand IS taken to be the stmple cluantit) equatton, 
tliat 15, l\fcl = KP,l , In logarithmic form, i t  IS 

For our purposes, tth~s year's log of mone) 
supply 1s eclual to last year's money suppl! p l ~ ~ s  
'1 ranclorn shock That IS, H I ' ,  = nz, , + t ,  , 
where the shocli c ,  is assumed to be an inde 
pendently, ~clent~cally d~st~~butecl ranclom 1:1na 
ble oler time W~th these assumptions, output 
ccl~als 

where A = y[PO + N Ibz ( y ) ] ~ .  
For tliis simple case, in which contracts do  not 

ol.erlap and there are no  shocks other than those 
to the moneJr suppl)., changes in output depend 
only on the shock to this period's money. e ,  . If 
one were to ranciomly cletem~ine different reali- 
zations of r ,  , anti were then to graph money 
su~q>Iy ancl output against time (different realiz~l- 
tions of c ,  ), one would obtain a picture t.er). 
similar to that gi~.en in figure 1. In this case, 
money causes changes in output. t Ionet.er, 
because ch:unges in money ancl output occur 
contem~~o'aneo~isly, money does not Graiiger- 
cause output. 

Equation (5) is also the output equation that 
results from a simple linearized version of the 
Lucas (1772, 1777) model. Here, workers con- 
fuse nominal and real shocks. Unanticipated 
increases in money result in higher nominal 
wages, which workers confuse with higher real 
wages. They do not know the extent to which 
higher wages reflect an increase in the relative 
price of their product or an increase in the gen- 
eral price level. Unanticipated changes in the 
money supply will cause increases in output as 
workers rationally mistake this nominal shock for 
a change in their real wage. 

Models of the type discussed above were orig- 
inally developed in response to the lack of 
empirical and theoretical support for traditional 
Keynesian and monetarist models. Both the 
Lucas and the Fischer models have recently 
come under attack. Barro (1777) shows tliat con- 
tracting models such as Fischer's are inconsistent 
with maximizing behavior. He argues that there 
is no a priori reason why labor should be 
demand-determined in these models. 

In addition, econotnists question why firms 
have not indexed their wages, because sticky 
wages result in alleged output swings at both the 
firm and the macro level. Ahmed (1787) also 
presents empirical evidence showing that nomi- 
nal wage contracting is not important for explain- 
ing output movements in Canadian data. Although 
Lucas' model is consistent with maximizing 
behavior, it also lacks empirical support. Mishkin 
(1983) and Boschen and Grossinan (1782), for 
example, find evidence against the equilibriu~n 
monetav explanation of the business cycle. 

The following section shows why tlie Federal 
Reserve's operating procedure may cause money 
and output to be correlated. 

B 3 Actually, this assumption is not quite true. Wages in Hoehn's model 
are chosen not so that EN'' = NS, but so that Ein (Nd ) = End = hNS 

= nS. 



B B i l .  Post HOE: 
Does The Federal Resewe 
Cause Christmas? 

Figure 5 plots a scatter diagram of quarterly 
changes in the monetary base versus quarterly 
changes in output. Fourth-quarter points gener- 
ally lie to the northeast of the first- through third- 
quarter points. Therefore, money and output are 
both higher on average in the fourth quarter, or 
around Christmastime. One could erroneously 
conclude that Federal Reserve policy causes hol- 
iday spending. 

Clearly, causality in this case goes the other 
way. Output increases in the fourth quarter be- 
cause of holiday spending, and the Federal 
Reserve, attempting to remove the seasonality 
from the interest-rate series, accommodates this 
higher output by increasing the money supply. 
This is an example of a point given by Tobin 
(1970) in his seminal article, "Money and 
Income: Post Hoc Ergo Propter Hoc?" meaning 
"after this therefore because of it." Tobin's 
argument was that a positive correlation between 
money and output may be the result of the Fed- 
eral Reserve's operating procedure and not a 
reflection of the common belief that money 
causes output. 

! *v,>j'y. .baa ;fg:--g;;; 2,g$?T?Z F*&y$?q L-*---~L -9 * -A - 
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Instead of presenting Tobin's model, we show 
how the operating procedure of the Federal 
Reserve can cause one to incorrectly conclude 
that the Federal Reserve causes, or at least influ- 
ences, business cycles. Consider the following 
variation of the model presented in the previous 
section: Let output be Cobb-Douglas, so that the 
log of real wages will again be given by equation 
(1). Further, assume that the log of the labor 
supply is given by the following equation: 

f o r P o , P , , P 2 > 0 .  
This equation differs from equation (2) be- 

cause the labor supply is also assumed to be 
influenced by the real interest rate, r, .  Equation 
(6) assumes that the labor supply depends posi- 
tively on the real interest rate, because of the 
intertemporal substitution effect. That is, when 
interest rates are high, workers transfer consump- 
tion from today until tomorrow to take advantage 
of the high real rate. Consumption is reduced, 
thus increasing the marginal utility of consump- 
tion in the current period. This, in turn, increases 
the incentive for agents in the economy to work 
additional hours in order to consume more today. 

Instead of assuming that there are long-term 
nominal wage contracts, this model assumes that 
wages vary to clear the market continuously so 
that money does not influence output. By equat- 
ing the real wage in equations (1) and (5), we 
solve for the equilibrium amount of labor sup- 
plied (demanded) in this economy: 

Real interest rates in the economy are 
assumed to fluctuate randomly around a con- 
stant mean r : 

Temporary changes in interest rates, 7 ,  , can 
result because of either shifting tastes or tempor- 
ary changes in government expenditures. Incor- 
porating this variable into equation (7), we see 
that output depends positively on the innovation 
in real interest rates today. 

To close the model, we assume that money 
demand is given by equation (4) and that the 
Federal Reserve follows a nominal interest rate 
rule: 



(10) m; = b + A(R, - r ), and A > 0, 

where R, = r, + E,p, + , - p, . 
Nominal interest rates are assumed to be the 

sum of the real rate plus expected inflation over 
the next period. Using equations ( 4 ) ,  (8), (7), 
and (lo), the reduced form for the nominal 
interest rate is given by the following equation: 

Innovations in the real interest rate are 
assumed to be temporary. An increase in the real 
interest rate causes policymakers to expand the 
money supply in order to stabilize nominal 
interest rates. Prices are then temporarily high 
and deflation is expected over the next period, 
which will offset the increase in the real interest 
rate. When A approaches infinity, the nominal 
interest rate approaches the long-term real inter- 
est rate, r. That is, when A approaches infinity, 
the Federal Reserve is following an interest-rate 
Peg. 

From equation (1 1 ), the reduced form of the 
money-supply equation is given by 

The above model illustrates how an interest- 
rate target can produce a positive correlation 
between money and output. The example was 
extremely simple and predicted that money and 
output would move contemporaneously. One 
could likewise construct examples in which 
money leads changes in output and would thus 
appear to cause changes in output. 

For example, consider an economy in which 
money has no real effects, but in which agents 
are able to predict future output. The prospect of 
higher future output will cause agents to borrow 
(or save less) in an attempt to smooth their con- 
sumption stream over time. This increased bor- 
rowing will boost interest rates. If the effect on 
output today from an increase in interest rates is 
negligible, then changes in money will occur be- 
fore changes in output when the Federal Reserve 
pursues an interest-rate peg. In this economy, 
rnoney leads, but does not cause, output. 

The next section discusses another mecha- 
nism in which output can cause changes in 
money. Unlike the model presented in this sec- 
tion, the mechanism will not come from the 
Federal Reserve's operating procedure, but will 
result from the public's willingness to hold cur- 
rency versus either demand or time deposits. 

(12) ms, = b + A[(l/(l  + A)) 
IV. Output Causes Menay 

If one were to randomly determine different 
realizations of v ,  , and were then to graph 
money supply and output against time (different 
realizations of , ), one would again obtain a 
picture very similar to that given in figure 1. A 
temporary increase in interest rates causes peo- 
ple to supply more labor today. This occurs 
since high real interest rates imply that, on the 
margin, individuals greatly value consumption 
today, causing them to work longer hours today. 
The increase in interest rates also causes the 
Federal Reserve to expand the money supply in 
order to smooth nominal interest rates, which 
causes a temporary rise in prices. 

This example implies that, on average, prices 
will fall over the next period, leading to a 
decline in the nominal interest rate. Unlike the 
example given in the previous section, interest 
rates in this model cause changes in both output 
and money. Thus, money and output are posi- 
tively correlated. Like the example given in sec- 
tion 111, however, interest rates do not Granger- 
cause output, because interest rates and output 
occur contemporaneously. 

Real business cycle theorists typically assume 
that the cause of business cycles is either a shock 
to consumer preferences or a shock to real pro- 
d~ctivity.~ Because an indirect measure of these 
shocks can be obtained through the use of 
Solow residuals (see Solow [ 17561 ), theorists 
have tended to concentrate on technology 
shotks as a source of business cycle fluctuations. 

Real business cycle theory has been successful 
in explaining the quantitative aspects of business 
cycles. These include the standard deviations 
of-and comovements among-real variables 
such as output, investment, consumption, and 
hours worked. In contrast, monetary-driven bus- 
iness cycle nlodels have concentrated on 
explaining the qualitative aspects of the correla- 
tion between rnoney and output.5 

Because real business cycle models do not 
include a role for money, they have been criti- 
cized for not explaining the comovements 

a 4 For a thoughtful expos~tion of real business cycles, see Prescotl (1986) 
or Stockman (1988). 

B8 S As noted by Stockman (1988. p. 35). "The large-scale economelric 
models do not qualify because they are not true structural models in the sense 
of the Lucas critique of econometric policy evaluation ...." 
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among nominal variables such as the price level, 
wages, and money (see Summers [I7861 ). How- 
ever, as figure 6 and table 1 illustrate, the 
comovements among interest rates, prices, and 
real output are qualitatively consistent with real 
business cycle theory. In particular, interest rates 
have been contemporaneously prcqclical and 
prices have been countercyclical since 1757.6 

6 mior lo  1953, prices seem lo be more procyclical. 

System. 

Procyclical interest rates arise in real business 
cycle models generated by temporary productiv- 
ity shocks. A temporary increase in productivity 
today, which is expected to lead to higher out- 
put in the future, causes individuals to borrow 
money in order to smooth consumption. Coun- 
tercyclical prices arise in these models because 
the demand for real money balances increases 
when output increases. Assuming that the Fed- 
eral Reserve does not fully accornmochte the 
increases in interest rates and output, it follows 
that prices must fall. 

Table 1 provides further evidence that the 
Federal Reserve may accommodate increases in 
output. Note that the strongest correlations 
between the monetary base and output occur 
contemporaneously and with money lagging out- 
put by one quarter. Real business cycle theorists 
argue that the correlation between the monetary 
base and output is the result of the Federal 
Resenre's operating procedure. They point out 
that this correlation is small relative to the corre- 
lation between output and broader measures of 
money, such as M1 and M2. 

Table 1 shows that while the contemporaneous 
correlation between the monetary base (percent 
deviations Erom trend) and real GNP is only .44, 
the correlation between M2 (percent deviations 
from trend) and real GNP two quarters later is 
.68. Although table 1 indicates that the correlation 
between MI and real GNP is similar to the corre- 
lation between the monetary base and real GNP, 
the correlation between M1 (percent deviations 
from trend) and real GNP is .59 if one ignores 
the tremendous increase in M1 during 1986. 

While the monetary base is determined solely 
by the Federal Reserve, components of M1 and 
M2, such as checking accounts, short-term time 
deposits, money market accounts, and mutual 



funds, are determined by commercial banks and 
the public.' This suggests an impostant role for 
reverse causality. The public appears to respond 
endogenously to future output changes by shift- 
ing its portfolio from currency to dernancl and 
time deposits. Some mechanism must therefore 
senre to link output and deposits. 

King and Plosser (1984) develop a model in 
which individuals demand both cussenq7 and 
financial senlices (demand deposits). 111 their 
model, demand deposits, like other goods, are 
producecl with capital and labor. They derive a 
de~na~ld  cunre for both inside nloney (financial 
services) and outside money (currency). They 
assume that the cost of making a transactio~~ 
clepends negatively on the real amount of inside 
ancl outside money that a person holds. The 
cle~l~and for both financial services and currency 
increases with real output in this model, explain- 
ing why empirically both real currency and real 
clema~ld deposits are correlated with real output. 

However, King and Plosser also show empiri- 
cally that there is a positive correlation between 
nominal demand cleposits anci cur~ency with real 
output. If one restricts their cost of transactions 
and assumes that with larger purchases (higher 
output) there is an extra cost asstx-iated with 
currency over demand deposits, one can also 
generate a positive correlatio~l between nominal 
dernand deposits and output. This assumptio~l 
seems natural because the demand for high- 
ticket durable goods is much more prtxyclical 
than for less-expensive purchases such as serv- 
ices. A model like this can explain the positive 
correlation between nominal bank deposits and 
real GNP. 

An example of reverse causality occurred dur- 
ing the Great Depression. The monetary base 
grew slightly through the period, while the 
money supply, defined ly MI, declined substan- 
tially as depositors shifted out of demand depos- 
its and into currency. The result was a decline in 
the currency/deposit ratio as output fell ancl 
banks failed. The ensuing bank failures were 
probably both a cause and an effect of the Great 
Depression. The decline in the money supply, 
therefore, was partly the effect of factors that 
causeci the Great Depression, although it map 
also have been a contributing factor in causing 
the financial collapse.8 Empirical work has not 
been able to clistinguish this causation. 

B4 7 The Federal Reserve cunently can control the nonbonowed monetaly 
base wilh a fair amount of prec~sion. However, to control total monetary base, 
the Federal Reserve would need to alter the current administrative practices of 
the discount window and reserve accounting practices. See Laurent (19i9). 

P 8 See Friedman and Schwartz (1963) 

Real business cycle rnodels have generated a 
resurgence in interest to test for the direction of 
causality between money and output. The next 
section reviews this literature in light of the the- 
ories presented in sections I through IV. 

V. Bests of the Money- 
Output Relationship 

To determine the direction of causality between 
money and output, economists since Si~ns 
(1972) have employed Granger-causality tests. 
The results of these tests are not robust to 
changes in the sarnple period, to changes in the 
variables included in the test, or to whether the 
data are in log-level or first-differenced form. 

Sims finds that money Granger-causes output 
in a simple bivariate setting. In a later paper, 
Sims (1980) determines that money fails to 
Granger-cause output when the commercial 
paper rate is includecl in the test. Litterman and 
Weiss (1985) replicate this result and also show 
that the nominal commercial paper rate Granger- 
causes both n1oney and output. They find that 
the real interest rate, however, does not Granger- 
cause either output or money. 

Eichenbaurn and Singleton (1986) replace the 
comn~ercial paper rate with the real rate of 
return on stocks and the real rate of return on 
Treasury bills in their Granger-causality tests. 
They find that while the real rate of return on 
Treasury bills does not Granger-cause output, the 
real rate of return on stocks does. Their model 
allows no explanatosy power for money once 
these variables are included. 

Stork and Watson (1989) find that money 
Granger-causes output if the rate of return on 
stocks is omitted and the nominal rate of return 
on Treasury bills is included. Friedman and 
Kuttner (1989), however, find that this result is 
sensitive to the sample period chosen. They also 
determine that money fails to Granger-cause 
output (except for one subsample) when the 
~lominal commercial paper rate is replacect by 
the spread between the comn~ercial paper rate 
and the Treasury bill rate. 

What do these results tell us about the clirec- 
tion of causality between motley and output? 
First, the i~lclusion of interest sates seems to 
weaken the explanatory power of money. This 
seems to be inconsistent with a monejr-driven 
business cycle. McCallum (1983), however, 
argues (but does not show) that if  the Federal 
Reserve attempts to peg the interest rate, then 
interest-rate innovations are a better indication of 
the influence of Inoney on output than are 
monetaq7 innovations. This result is obtained 



because monetary innovations that affect output 
also cause interest rates to change. There are also 
nonmonetary shocks that cause interest rates to 
change, leading to changes in output. 

Second, different measures of the rate of 
return yield drastically different results. The rea- 
son is probably that some rates of return are a 
better proxy for future changes in output than 
others. As Friedman and Kuttner indicate, the 
primary determinant of the spread between the 
Treasury bill rate and the commercial paper rate 
is the default risk on corporate securities. The 
primary determinant of the default risk of corpo- 
rate securities is probably the anticipation of 
future business conditions, that is, future changes 
in output. The real rate of return on stocks in 
Eichenbaun~ and Singleton's study is probably 
also a proxy for future changes in output. 

The issue of whether money is significant in 
its ability to predict future output when the 
spread or return on stocks is included in the 
causality test tells us little about the actual direc- 
tion of causality between money and output. 
Money will Granger-cause output whether 
money actually causes output or whether future 
output causes money, whenever the spread (or 
the return on stocks) is a proxy, but an imperfect 
proxy for future output. Money would appear to 
be significant for both models because it helps 
to eliminate some of the noise present in the 
spread. Similarly, money will not Granger-cause 
output if the spread (or the return on stocks) is a 
perfect proxy for future output. The two models, 
money causing output and output causing 
money, are thus observationally equivalent in 
their predictions concerning whether money 
Granger-causes output. 

This analysis indicates that inferences about 
the direction of causality between money and 
output cannot be made from the existing 
Granger-causality tests. One of the major prob- 
lems with the existing empirical studies is that 
they use M1 as their measure of money. As indi- 
cated in the previous sections, broader measures 
of money respond to future business conditions 
more than narrow measures of money, such as 
the monetary base. It appears that it would be 
difficult to distinguish between money causing 
output or output causing money when measures 
of money containing endogenous components 
are used. The same caveat holds for narrow meas- 
ures of money like the monetary base. These 
measures, however, do not seem to respond to 
future business conditions to the same degree as 
M1 or M2. 

These results suggest that the use of causality 
tests should proceed along the lines indicated by 
Sims ( 1989). He urges that researchers should 

concentrate on combining the theoretical tech- 
niques developed by real business cycle theo- 
rists and the empirical technique of vector auto- 
regressions. That is, researchers should proceed 
along the lines of Prescott (1986), but should 
compare more than simple correlations when 
matching simulated data to actual data. Sims 
recommends that they compare the results of 
Granger-causality tests run on both simulated 
data and actual data. This requires models to 
pass stricter empirical tests before being judged 
as either successful or unsuccessful. Applying 
this technique to help determine the direction of 
causality between money and output would 
require building a real business cycle model 
with money and then comparing the vector auto- 
regressions run on simulated data from both 
models with actual data. 

This paper has shown that Granger-causality tests 
alone cannot settle the debate about the direc- 
tion of causality between money and output. 
One reason is the ever-present problem of a 
potentially missing third variable. In section I, 
we showed how umbrellas could Granger-cause 
rain when a variable proxying for the expecta- 
tion of rain, low-pressure systems, is excluded 
from the tests. The above studies seem to affirm 
the notion that leaving out variables that proxy 
for the expectation of future output could leave 
money with explanatory power when no causal- 
ity is actually present. It should be clear that this 
debate is not likely to be settled on the basis of 
Granger-causality tests alone. Unfortunately, the 
issue can probably never be completely settled 
without having the Federal Reserve conduct con- 
trolled experiments with monetary policy that 
would be infeasible. 

Causality tests are not necessarily useless, 
however. They may provide some information 
about the direction of causality, as long as they 
are interpreted within the confines of a model. 
That is, we must start with the null hypothesis 
that a specific model is correct and attempt to 
test whether or not we can reject this hypothesis. 
This approach is in the spirit of Eichenbaum and 
Singleton (1986); however, the suggestions 
made by Sims (1989) seem more appropriate. 

Many policymakers currently assume that 
money causes output in a consistent and reliable 
way. Economists have been unable to demon- 
strate this relationship, however. If money does 
not cause output, are policies predicated on 
such causation benign or harmful? At first glance, 



it would seem that the effects of current policy 
would be benign if money does not cause output. 

However, by not being able to pin down the 
direction of causality, we cannot rule out other 
possibilities. For instance, it may be possible that 
infkatio~~ or Inonetanr gromh decreases output. 
Support for this proposition comes from Kor- 
mendi and Meguire (1985). Using cross-country 
data, they find a negative correlation between 
inflation and the growth rate of real output. The 
possibility that inflation may lower output 
should not be too surprising, given that inflation 
is a tax on real cash balances. As is the case with 
any other tax, we would expect increases in this 
tax to depress output. For example, higher rates 
of inflation cause people to engage in wasteful 
activities in order to economize on money hold- 
ings, thus senling to lower output. 

Because researchers cannot tell whether 
increases in money cause output to increase- 
and there is some evidence that illcreases in the 
growth rate of money actually depress output- 
how should policymakers proceed? Policy 
actions should be analyzed in light of their 
potential costs and benefits. Traditional Keynes- 
ian analysis assumes that all output fluctuations 
are inefficient and that policy could improve 
economic welfare by stabilizing output. How- 
ever, as Lucas (1987) points out, the welfare 
gains associated with smoothing business-cycle 
fluctuations are small and are dwarfed by the 
potential gains associated with increasing long- 
run economic growth. 

?he costs associated with stabilizing output 
may not be small. If unanticipated money 
increases output as described by Lucas (1972, 
1977), then the real output effects from money 
are welfare-reducing. The reason is that the out- 
put effects of money are generated by ~nisper- 
ceptions on the part of the public. As Lucas 
points out, this analysis prescribes that the Fed- 
eral Resenre should follow a rule when conduct- 
ing monetary policy In Lucas's mcxfel, any out- 
put changes induced by money are inefficient. 
Eve11 if his reasons for why money affects ouitput 
are incorrect, it still may be best for policymakers 
to follow a rule. 

Stockman (1988) also makes the point that 
conducting policy as if output fluctuations are 
inefficient can be damaging. If the true explana- 
tion of business cycles turns out to require both 
Keynesian and real business cycle elements, 
then there m>l be substantial welfare losses 
asstxiated with output stabilization. As argued by 
real business cycle theorists, some output 
changes are efficient. In aclclition, it  is presently 
impossible to distinguish inefficient from effi- 
cient movements in output. lJsi13g monetaqr pol- 

icy to offset these shocks could very well leave 
us worse off. Therefore, even if money has real 
effects, it is not clear how aggressively, if at all, 
monetary policy should tnr to stabilize output. 

Policymakers should accept the possibility that 
money does not cause output. Instead of co11- 
ducting policy as if money does cause output, 
they could base monetary policy on what we 
curre~ltly know about its costs and benefits. The 
preceding analysis leads us to believe that poli- 
cyrnakers should be more reluctant to fine-tune 
the economy without understanding the ineffi- 
ciencies present in the economy. Because the 
costs of economic stabilization are thought to be 
large, while the potential benefits have bee12 
shown to be fairly small, we recommend that 
monetary policy be predicated on a rule that is 
easy for policymakers to implement and eve11 
easier for the public to monitor. 
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