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Do the Earnings of

ing and
Service Workers Grow
at the Same Rate Over
Their Gareers?

by Randall Eberts
and Enica Groshen

Introduction

The U.S labor market has undergone dramatic
gructura changesover the last several decades.
Totd employment hasincreased by 37 percent
since 1976, but most o thisgrowth has been
concentrated disproportionatelyin the service
producing sectors. For instance, service
employment (SICs 70 through 89) has increased
80 percent since 1976, while manufacturingem-
ployment (SICs 20 through 39) has increased
only 5 percent.’

This uneven growth across sectors hasresulted
in asgnificant changein the industrial compo-
sition of the labor force. Twelveyearsago, man
ufacturingclaimed 24 percent of tota employ-
ment while the servicescomprised 18 percent.
Today,thoseroleshavebeen completely reversed
with the service sectors claiming 24 percent of
total employment and manufacturingclaiming
18 percent.

B 1 Service industries in Standard Industrial Classifications {SICs)
70 through 89 include hotels, personal services, business services,
automotive and other repair, health services, educational services,
social services, and engineering, accounting and related services.
Manufacturing industries in SICs 20 through 39 include all durable
and nondurable sectors.
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president arid economist and Erica
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eral Reserve Bank of Cleveland.
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The trangition from an economy dominated by
manufacturing jobs to one with predominantly
more service jobs raisesthe question of whether
or not service jobsin genera offer thesameearn-
ings potential for workersas manufacturing jobs.
A popular notion is that the economic restructur-
ing that has taken place over the last decade or
so has relegated skilled productionworkersto
jobsas hamburger flippers. Krueger and Summers
(1987), for exampl e, support theview that service
jobsare lower paying by reporting that workers
in servicesectors such as medica , welfare, edu-
cation, and personal services earn significantly
less than workersin manufacturingsectors.

Wege differentia sbetween serviceand manu-
facturing industriesare even evident for workers
in the same occupational categories,asshown in
table 1. Within occupation, manufacturingwage
premiumsrangefrom a high of 45 percent for
male equipment cleanersand handlersto alow
of 3 percent for female production, craft, and
repair workers. Also note that the distribution of
occupationsemployed in the two sectorsis quite
different. For instance, the largest occupationa
category for women in the service sector is pro-
fessonalsand specialigts, while in manufactur-
ing, machine operatorsand assembly occupa
tions employ the largest number of women.

Bluestoneand Harrison (1986) report some
disturbing consequencesdf the restructuring of
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Average Hourly Earnings by Selected
Occupation and Industry in 1987
1 Mdes
Manufacturing Services

Selected Occupation Number Mean Earnings Number Mean Earnings
Executives, Administrators,

& Managers 2,156 $16.26 2,428 $13.98
Professiond & Specidists 1,964 16.38 5,162 13.20
Technica & Reated Support 858 12.94 971 11.15
SdesPersonnd 701 13.55 370 9.85
AdministrativeSupport & Clerica 1,068 10.04 943 7.75
Production, Crat & Repair 4,977 11.03 1,788 8.80
Machine Operators & Assembly 5,863 8.89 486 6.79
Transportation & Materid Movers 1,111 898 403 7.47
Handlers & Equipment Cleaners 1,311 7.64 393 5.72
2. Femaes

Manufacturing Services

Selected Occupation Number Meen Earnings Number Mean Earnings
Executives, Administrators,

& Managers 849 $11.76 2,755 $10.57
Professond & Specidigs 565 12.30 9,926 10.96
Technica & Related Support 296 10.49 2,100 9.28
SdesPersonne 307 9.89 621 6.48
AdminigtrativeSupport & Clerica 2,770 8.09 8,074 7.09
Production, Craft & Repar 979 7.66 164 7.51
Machine Operators & Assembly 4,391 6.20 448 5.18
Transportation & Maerid Movers 68 9.40 237 7.15
Handlers & Equipment Cleaners 534 6.26 9% 460

SOURCE: Femdeand mde wage and salary workersaged 18 to 54 working in the indicated industriesand occupationsin the one-quarter

earningssample drawn from al monthly Current Population Surveys in 1987.

employment. Their andlysisshowsthat "...all of
the employment increases experienced since
1979 have been generated by the creation of jobs
which paid lessthan the median wage in 1973
(p. 5) They go on to add that the disproportion-
ate expansion of the low-wage sector isfound to
be especidly prevaent among younger entry-
level workers between the ages of 16 and 34.
Although these latter results have stirred some
controversy, they point to an essentia question
in discussing the earning potential of the great
number of service jobs created in the economy.
As noted earlier, severa studies, includingthis
one, have found that service workers consistently
earn lessthan their manufacturing counterparts.
The gquestion that has not been addressed is
whether or not serviceworkerscan expect the

samegrowth rate in wages over their work life as
manufacturingworkersenjoy, even though they
dtart out earning less.

Toanswer this question, we estimateage
earnings profiles, which approximate the growth
rate of earnings of individualsover their work
lives. Each profiledepictsthe pattern of earnings
of acrosssection of individuasat each age level.
We then look for significant differencesin age:
earnings profiles between comparableworkers
in manufacturing and service sectors. We inter-
pret the resultsof thisapproach to represent the
earnings potential of typica serviceand manu-
facturingworkersover their work lives. This
interpretation restson the assumption that the
behavior of individualsand labor market condi-
tionsaffecting their earningsdo not vary signifi-



cantly among cohorts. Although this assumption
may be open to question, the approach provides
astarting point for analyzingthisissue.

We estimate cross-sectional age-earningspro-
filesusing the 1987 Current Population Survey
(CPS).2 Theyear 1987 was chosen because it
providesthe most recent evidence. In other work
not reported here, the same model swere esti-
meated for 1976 and 1986. Differencesin age-
earnings profilesbetween the two sectorswere
quditatively similarin dl threeyears. Thesim-
ilarity in results acrossyears also suggeststhat
cohort effectsare probably not the driving force
behind the lack of sectoral differencesin age-
earningsprofiles.

We test for sectoral differencesin age-earnings
profilesa two levels of model complexity. Firdt,
we test whether earningsincreased the same
rate over an individua'scareer for each of the
two sectors by smply interacting the service-
sector dummy variable with the age variables.
Next, we examine whether age-earnings profiles
differ between service and manufacturing sectors
within relatively broad occupational categories.

Our basicfinding isthat only dight differences
in age-earningsprofilesexist between the two
sectors. However, when age-earningsprofilesare
estimated separately for mgjor occupational
groups, the differencesbetween sectorsdl but
disappear. Consequently, the notion that service
jobsdo not offerthe same earningsgrowth asthe
manufacturing jobs they are replacingis not sup-
ported by thisanadyss. However, since the earn-
ingsgrowth ratesare similar between sectors, the
gap between manufacturing and servicewages
persists throughout the individual'scareer.3

O 2 Estimation of the relationship between eamings and age is performed
using hoth cross-sectional and longitudinal data. For example, Freeman (1980)
analyzes cross-sectional CPS data, Nakosteen and Zimmer (1987) use PSID
longitudinal data, and Hanoch and Honig (1985) use panel records of the
Social Security Administration. Ideally, one would follow an individual over that
person's entire career in order to avoid cohort effects when estimating the
age-eamings profile. Two data sets are typically used in longitudinal studies:
the Panel Survey of Income Dynamics (PSID) and the National Longitudinal
Survey (NLS). Cross-sectional analysis almost exclusively uses the Current
Population Survey (CPS). The CPS offers a major advantage over NLS: it
includes significantlymore individuals. Thus, estimates based on subgroups,
such as men and women in manufacturing and services, are more reliable.

W 3 This paper addresses only the age-earnings profile question.
Another equally interesting question is why service workers receive
lower pay at each age level than their manufacturing counterparts.
While a number of explanations for the existence of interindustry
wage differentials have been advanced, none has been generally
accepted. See Dickens and Katz (1987) for a summary of the state
of current research on the topic.

. Age-Earnings Profiles

Wy might age-earnings profilesdiffer acrosssec-
torsand over time?The stylized relationship
between earningsand age is that wagesrise
steeply during the fird part of aworker'scareer,
level off in the middleyears, and perhaps even
declinedightly in the fina years. This pattern
was strikingly documented by Mincer (1974)
using 1960 censusdata. Since then, a number of
studies have explored variousaspects of the rela
tionship in more detail* However, no one has
studied the age-earningsrelationship for workers
in specific industries, in particular, serviceand
manufacturing.

Severd reasonsfor this pattern have been
advanced. The most widely cited hypothesisis
the accumulation of human capital through on-
the-job training (for example, Mincer [1974]).
Other explanationsattribute the age-earnings
pattern to the knowledgean individua gains
about a specific firm (Oi [19621) or to workers
showing their commitment to afirm by accept-
ing low pay early in their career in exchangefor
high pay later in their work life (Lazear [1981]).
In dl three cases, prolonged participationin the
[abor force or attachment to afirm increasesthe
value of theworker to the firm; consequently,
the worker's wages increase with age.

Differencesin demand and supply characteris
tics can account for differencesin age-earnings
profilesacross sectorsand over time. On the
demand side, for example, differencesin age-
earnings profiles across industries may arise
because of differencesin the amount of human
capita accumulated during aworker'scareer.
Workersin low skill-accumulation jobswould
exhibit ashallower age-earningsprofile that
would probably pesk a ayoung age. Thus, if
service jobsare generally characterized as low-
skill and manufacturing jobsas high-skill, then
the age-earnings profilesof service jobs should
be shallower than those of manufacturing jobs.
However, if workersin the two sectorsare com-
parable to begin with, total (discounted) earn-
ingsin the two sectorsshould equalize over the
course of theworkers careers.

4 A recent strand of literature explores the extent to which pro-
files are primarily due to increases in seniority (or tenure) rather than
general experience. Several studies, including Abraham and Farber
(1987) and Altonji and Shakotko {1987), have challenged the empir-
ical validity of a positive relationship between wages and tenure.
Although there is support for this relationship when employer charac-
teristics are included (Hersch and Reagan [1987]), this controversy
does not directly pertain to our study since we do not distinguish
between tenure and experience.
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The age-earnings profile may also be affected
by the relative abundance of workers of various
ages acrossindustries. The effect of the supply o
workersin variousage groups depends upon the
extent of, and variationsin, the subgtitutability
between groups among sectors. For instance, if
younger serviceworkerswere imperfect substi-
tutesfor older workersin one sector, then an
influx of young workers into the sector would
bid down thewagesaf youngerworkersand, thus,
make the profilesteeper in that sector. On the
other hand, if younger workerswere perfect sub-
stitutesfor older workersin al industries, then
aninflux of younger workerswould leavethe pro-
file unchanged, but would reducewages of work-
ersof dl ages. Edimates of elagticitiesof substi-
tution between old and young workersgenerdly
find them to be somewhat imperfect substitutes,
especially among men and the highly educated
(see Freeman [1980] and Hamermesh [1986]).

fl. Estimation of
Age-Earnings
Profiles

Our sample of workers is drawn from the one-
quarter earningssample of the 1987 CPS. We
limit the sample to manufacturing (SICs 20
through 39) and service (SICs 70 through 89)

are measured as hourly wages. weekly earnings
divided by usua weekly hours. Some studies use
weekly earningsand typicdly find little differ-
ence (except for higher variation) in compensa
tion patternsfrom those derived from using
hourly wages. We choose hourly earningsto
minimizethe problem o differencesin hours
worked acrossthe variousgroups.

Plotsof the crosssectional patternsof mean
hourly wages by age for mae and femae service
and manufacturingworkers, aged 18 to 54, in
1987 are shown in figure 1. Although these plots
do not control for attributes of workers other
than age, sex, and industry, they provide agtart-
ing point for thisdiscussion. Thisfigureand the
analysisbelow can be viewed asa snapshot of
workersfrozen at various stagesin their careers.’

Fird, we see the familiar shape of the age-
earnings profilein both sectors, but with marked
differencesbetween the patternsof men and
women. Second, we see that wagesfor men are
lower in the service industries than in the manu-
facturing industriesfor most but not al ages.
Third, although the youngest women earn more
in manufacturingthan do their service sector
counterparts, by the age of 28 femaeservice
workersappear to be more highly compensated.
Findly, the servicesector profilesin these plots
are steeper than the manufacturing profiles. The
differencebetween manufacturing and service
earningsis greatest in the earlier years and nar-
rowswith the age of workers.

To investigate age-earningsrel ationshipswhile
controlling for other employee characterigtics,
thelog o hourly earningsis regressed against
age and age-squared al ong with other worker
characteristics, such as education, race, union
affiliation, and full-time status. Age-earnings pro-
filesare estimated by entering age and age-
squared into the wage regression and then inter-
acting these two variableswith a service sector
dummy to digtinguish between profilesfor ser-
vice and manufacturing jobs.¢

5 As discussed above, this approach does not control for cohort
effects. That is, some cohorts — such as the baby boomers — may
differ in their average characteristics from the members of other
cohorts. These average differences in unnoted characteristics (say,
size of cohort, health, or attitude) could affect the results reported
here.

6 To be consistent with other empirical studies of age-earnings
profiles, we specify a quadratic relationship between age and eamn-
ings. Further exploration of this topic should consider alternative
specifications.
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T A B LE 2

. and Servica Workers by Sex in 1987

Characteristic Femaes Mades
Mean Hourly Earnings $ 8.13 $10.85
Services 8.24 1041
Manufacturing 7.82 1121
Std. Dev. (Log Earnings) 0.517 0.545
Mean Lag Earnings 1.967 2249
Sarvices 1972 2174
Manufacturing 1.952 2.309
Sarvice Sector 74.7% 44.2%
Pat Time 22.9% 7.6%
Sarvices 217 131
Manufacturing 8.9 32
Union 15.0% 21.3%
Savices 151 16.0
Manufacturing 14.5 254
Nonwhite 15.5% 12.7%
Sarvices 15.1 14.2
Manufacturing 16.6 114
Highest Grade Completed 13.4 13.4
Sarvices 13.8 14.3
Manufacturing 12.2 12.7
AgeinYears 35.0 349
Services 34.9 34.1
Manufacturing 35.0 35.6
Number of Observations 42,950 36,669

SOURCE: Femdeand maewage and salary workersaged 18 to 54 working in
manufacturing or service industriesin the one-quarter earnings sample drawn
from al monthly Current Population Surveys in 1987.

The means of these varidbles are displayed in
table 2 by sex and industry. One interestingfact
isthat women's earningsare actudly higher in
sarvice jobsthan they are in manufacturing jobs.
The apparent inconsgistency o thisfindingwith
the numbersin table 1 is due to sectoral differ-
encesin occupational distribution. In general,
women in the service sector are more concen
trated in the highly paid occupationsthan are
women in the manufacturingsector.

Women are much more likdy towork in
servicesector jobsthan are men. And, it is
apparent that, compared to manufacturing
workers, a higher percentage of serviceworkers
are part time, especialy among women. Also,
male serviceworkersare less heavily represented
by unionsthan are male manufacturingworkers.

Regression Results

Theresultsof the earningsregressonsare dis
played in severd tables. Table 3 presentsthe
coefficient estimates for variablesthat are not
part of the age-earningsprofiles. These estimates
determinetheinterceptsdf the estimated profiles
for each group. For exampl e, the coefficient of
the servicesector dummy variable shows that,
controllingfor the human capital and demo-
graphic characteristicslisted, serviceworkers
earningsare lower than manufacturingworkers
earningsfor both malesand females. It isinter-
esting to note that, in contrast to figure1 and
table 2 (which do not control for other charac-
teristics), the "corrected” service-sector earnings
effect (that is, the coefficient on the service
dummy) for femaleworkersis strongly negative.

The next two rowsin table 3 present evidence
of the wage penalty experienced by part-time
workers. We see that for women the wage penalty
for working part time issmaller in the service
sector than it isin manufacturing. For maesin
manufacturing, the pendty for part-timework is
larger than that for women in both sectors.

The rdative attractivenessaf unionismissim-
ilar between the two sectorsfor both sexes. For
both men and women, the union wage differen-
tid isonly dightly higher in servicesthanin
manufacturing.

Far more strikingisthe smaler racid differen
tid in servicescompared to manufacturing,a so
found by Montgomery and Wascher (1987). For
both sexes, thisdifferentia is reduced by almost
hdf in the service sector. The importancedf dif-
ferencesin the returnsto schooling vary by sex.
Theresultsin table 3 suggest that returnsto
education are significantly higher for womenin
services, but the difference between sectorsis
small and datidticaly inggnificant for men.

Age-Earnings
Profiles

Ageearnings profile coefficient etimates are
presented in table 4. Hourly wages exhibit typi-
cd profilesfor men and women in each sector.
Mades appear to have a steeper, more pro-
nounced earnings path than women in both sec-
tors. Presumably thisisdue in part to more
instances of nonparticipation in the labor force
or preferencesfor part-timework among
women. In addition, earnings taper doff more
quickly for men than for women.

In general, femae serviceworkers exhibited a
steeper earningspath with greater curveture than
manufacturingworkers. Mde serviceworkers



T A B LE 3

" Coefficient Estimates of Age- Earnings

Equaimns by Sex in 1987

Variable Females Males

I ntercept -0.276 (-4.52) -0508 (-11.58)
SaviceDummy  -0361  (-521) -0.174  (-2.82)
Part Time Dummy  -0.204 (14.14) -0295 (-17.38)
Pat Timex Savice 0029 ( 1.88) -0083  (-4.15)
Union Member 0.140 (11.85) 0.085 (12.33)
Union x Sarvice 0.014 ( 1.02) 0.007 ( 0.60)
NonwhiteDummy -0.129  (-11.69) -0.153  (-16.67)
NonwhiteXSarvice 0055 (1 427) 0075  ( 567)
Yearsof School 0.082 (4849) 0079 (2847)
School x Service 0.008 ( 407) -0.002 (-1.48)
R-squared 325 411

NOTE T-gatigticsappear in parentheses next to coefficient estimates. The
symbol “x” signifiesmultiplying the two variablesshown, which resultsin an
interaction term. The dependent variableislog (earnings). Other varigblesin
the mode estimated are age and age-squared interacted with the service
dummy variable. Coefficientsfor those variablesare reported in table 4.
SOURCE Femdeand mde wage and sdlary workers aged 18 to 54 working in
manufacturing or service industriesin the one-quarter earnings sample dravn
fromdl monthly Current Population Surveys in 1987.

T ABLE 4

Age-Earnings Profile Coefficient |
Estimates by Sex in 1987

Variable Females Males

Age 0053 (1579) 0070 (2847)
Savice X Age 0010 (271 -0001 (-025)
Age?/1,000 -0604 (-1321) -0.713 (-21.37)
Service XAge?/1000 -0136  (-2.27) -0024  (-049)
Implied Age d Peek Earings

Manufacturing 1 49
Sarvices 43 47

NOTE T-statisticsappear in parentheses next to coefficient estimates. The
symbol “x” signifies multiplyingthe two varigbles which resultsin an interac-
tion term. The dependent variableislog (earnings). Coefficientson the other
variablesincluded in the model estimated arereported in table 3.

SOURCE: Femaeand mdewage and sdary workersaged 18 to 54 working in
manufacturing or service industriesin the one-quarter earningssample dravn
fromall monthly Current Population Surveys in 1987.

had earnings paths that were not significantly dif-
ferent from those of male manufacturingworkers.
However, since the age a which wage growth
stopsisafunction of both initial slopeand
degree d curvature, one way to comparethe var-
ious age-earningsprofilesis to calculaethe age
a which earnings peak. The results o such cd-
culationsare shown in the lower two rows of

table 4. Udng the coefficient estimatesin thefirst
four rows, hourly wages peak for mae service
workersa age 47 while wages peak for compar-
able manufacturingworkers a age 49. The
results for women also suggest that earnings
peak & an earlier age in the service sector. How-
ever, the difference between the sexesfar domi-
natesthe difference between sectors.

1. Effect of Age-
Earnings Profiles
on Sectoral Wage
Differentials

We have addressed the question of differencesin
age-earningsprofiles between manufacturing
and serviceworkers by interacting servicesector
dummy variableswith age and age-squared. The
next question iswhether entry-level workers
should expect thewage differencesthey initidly
encounter between sectorsto persigt, or to diss-
pate over their work life. Another way to ask the
same question is. do the service and manufactur-
ing jobs have the same earningsgrowth potential ?

The earnings equation estimates reported in
tables3 and 4 dlow usto calculate the earnings
difference between service and manufacturing
jobs (compared to manufacturing earnings) for
the average 18-year-oldwith 12 years of educa
tion. The top two rows of table 5 report the
resultsdf that exercisefor men and women in
four demographicgroups. The upper row is
based on regressonson men's earnings; the
lower row on women's earnings. For instance,
the average nonwhite 18- year-oldfemae work-
ing in afull-time, nonunion service job earns 9.8
percent less than does acomparableworker in a
full-time, nonunion manufacturing job.

Note thet in no case do the wages o entry-
level service workers exceed those of entry-level
manufacturingworkers. And, the servicedifferen
tids among women are sometimeslarger and
sometimessmaller than thosefound for men.
Perhaps mogt interesting is the extent to which
the sarvice differentid svary, from alow of 6.4
percent to a high of 20.0 percent for men and
from alow o 9.8 percent to a high of 14.6 per-
cent for women. The relative disadvantage of



T ABLE 5 .

Comparison of Entry-Level Sectoral
Earnings Differentials to Lifetime
Sectoral Earnings Differentials

White Nonwhite White White
Nonunion Nonunion Union Nonunion
Full Time Full Time Full Time Part Time
Proportiond Earnings Differentid of Entry-Leve Service Workers Compared to Entry-Leve Manufacturing
Workers (Age 18)
Mdes -.131 -.064 -.125 -.200
Femaes -.146 -.098 -.134 -121
Discounted Present Vdue of Proportional Earnings Differentid From Age 18to Age 54
Mdes -.166 -.101 -.160 -232
Femaes -117 -.067 -.105 -091

NOTE: The predicted wage differentid between sectorsfor each demographicgroup is converted to a proportion of manufacturing workers
earnings. Etimaesd proportional discounted total earnings differentids are based on integration of the estimated earningsfunctionsfor
each sector, as reported in tables 3 and 4, assuminga3 percent red discount rate and 12 years of education.

SOURCE: Derived from estimatesshown in tebles3 and 4.

servicesector employment compared to a manu
facturing job variesstrongly with race, sex, and
part-timestatus.

To determinewhether these differential swill
persst over theworkers careers,wecalculaethe
discounted present vaue of the earnings stream
over thework life. The discounted present value
smply adds up the annual earnings of an indi-
vidua between the ages of 18 and 54. Earnings
arevaued a the beginning of the career and so
earningsreceived after age 18 are discounted &
a3 percent annual rate. The present value tekes
into account the estimated differences between
age-earningsprofiles between sectors.

The lower two rows of table 5 present esti-
mates of the service differential in the present
vaue of earningsfrom awork life beginninga
age 18 and lasting until age 54, using the model
with varying age-earnings profiles between sec-
tors estimated in tables 3 and 4. Resultsfrom this
exercise show that the earningsdifferentia
between service and manufacturingworkersis
primarily due to the Straight differential paid to
dl ages, dthough differencesin profilesdo affect
these sectoral wage differentiasto some extent.

Agan, al differentialssuggest higher earnings
in manufacturing; white nonunion women work-
ing full time experiencean average difference of
11.7 percent over their work life. And the aver-
age, white, nonunion, full-time, maleworker
earns16.6 percent lessin aservice job. For non-
whites, the service differentialsare much smaller.

These earnings differencesover the entire
work life differ from the entry-level wage differ-
entials because they depend on the relative
shape of the age-earningsprofile in each sector.
In generdl, the lifetime sectoral differencesin
age-earningsprofilesshown in table 5 suggest
that starting wages underestimatethe ultimate
earningsdifferencesfor men and overestimate
the lifetime pattern for women. The reason for
the differenceisshown in figures2 and 3. The
upper graph in figure 2 showsthat for women,
the percent differentia increases during their
middle years and then narrows during their later
years. For men (shown in figure 3), the earnings
gap continually increases, since service wages
pesk earlier and taper of more quickly than
manufacturingwages.

It isinterestingthat the impact of service
employment on males earnings patternsappears
stronger than that for females, even though the
estimated service-ageinteraction coefficients
(reported in table4) arefar larger for females
than for males. Thisapparent anomaly stems
from the offsetting nature of the ageand age:
squared interaction coefficientsfor females. For
females, an increasein age increases the service
differential through the service effect on theage
coefficient, but reducesthe service differentia
through the service impact on the age-squared
coefficient. Among males, an increase in ageis
associated with alower wage for serviceworkers
through the service impact on both the ageand
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IV. Age-Earnings
I Manufacturing Profiles Within

Occupations
e e :

Implicit in the model presented aboveisthe

3 assumption that education and other demo-
o L Loabhvnabensbena e dansbina o graphicvariablesare good controlsfor human
18 22 26 30 34 38 42 46 50 54 capital . Occupation provides another way to con-
) Age trol for human capital. An dternative assumption
Egrcent difference is that sectoral differencesin profilesresult from
occupational differencesthat are constant across

15 industries. Since manufacturing and services
\__/ employ a different mix of occupations, differ-
ences between the sectorsmay belargely a prod-

10
uct o differencesin occupations employed.
5 To addressthis issue, we estimate separately
the simplewage equation with age and age-
OllJlIIIIIIIIIIlIIIlI_LIIIIIIlIIIIIIJ squaredforvariousoccupationalcategori&aThe
18 22 26 30 34 AZﬁ 42 46 50 54 sectoral differencesin age-earnings profiles
SOURCE: Author's calculations. found e‘.ar“er di Sappear within many of the
occupations. Thisfinding suggeststhat employ-
ment in the services has no independent effect
on age-earningsprofiles. But, it does not suggest

]
IR R ! (he changing industrial sructure
employment has no impact. Rather, the impact

Estimated Sectoral Difference stemsfrom the effect of the industrial shift on
in Male Age-Earnings Profile the occupational distribution.
Dollars/hour
12 V. S d
. . Summary an
9 PManUfaCturmg - Conclusion
Service
6 Ove the lagt decade, service-sector employment
o has grown at twicethe rate of tota employment,
5 while manufacturing employment has grown
paaleeaboaalpaadonsbonelonalogalesy very little. As a result, service-sector employment
18 22 26 30 34 38 42 46 50 54 now claimsalarger proportion of total employ-
P diff Age ment than manufacturing. This restructuring has
zgrcent ITTerence drawn attention to concernsthat service-sector

jobsdon't pay as much as manufacturing jobs.

20— To answer the question posed by the title of
154 this paper, our findingssuggest that service
workersgart out a alower wagethan that of

10 comparable manufacturingworkers, but then
54— service-sector wagesgrow at roughly the same
0 IJJJ 11 JJ_IJ 1 l Ll l L1l I L1l I LLL I Lil I L1l rate&Bmme&:turlng'morWEgeS.
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Procyclical Real Wages
Under Nominal-Wage
Contracts With
Productivity Variations

by James G. Hoen

Introduction

A frequent criticism directed a many macroeco-
nomic models, especialy those with wage stick-
iness, concernstheir inability to account for the
procyclica pattern of real wages. Thisarticle
offersaresolution df this problem by introduc-
ing productivity factorsinto the determination of
dicky wages. This resolution makesthe resulting
model more cons stent with standard microeco-
nomic theory about the determination of wages.
The problem of accounting for real-wage cydi-
city arises both for sticky-wage models such as
those of Keynes (1936) and Fischer (1977), and
for the incompl ete-informationmodel s such as
those of Friedman (1968) and Lucasand Rapping
(1969). Economigtsfavoring these models have
offered awide variety o prospectivesolutionsto
the puzzle of red-wagecydicity, including com-
plex reinterpretationdf the evidence and avariety
o modificationsto the moddls. However, none
o these solutions has been widdly accepted and
thefalured proponents of these modelsto
resolvethe real-wage puzzle has been consid-
ered a serious shortcomingof the models.
Theinability of exigting gticky-wageand
incompl ete-information model sto account for
the cydicity o the redl wage has given impetus
to the development of two alternative ex-
planationsof macroeconomic fluctuations. These

James G Hoehn is an economist at
the Federal Reserve Bank of
Cleveland. The author gratefully
acknowledges helpful discussions
with Charles T. Caristrom, William T.
Gavin, and Alan C. Stockman, and
acknowledges useful comments on a
draft by Randall W. Eberts, Erica L.
Groshen, and John B. Taylor.

dternativesare capable of resolvingthe real-
wage puzzle, but have problems of their own.
Frgt, the real-business-cycleapproach explains
economic fluctuationswithout invoking sticky
wagesor prices or incompleteinformation:
employment, output, wages, and prices are deter-
mined by people'sinformed responsesto vary-
ing productive opportunities. Red wageswill
generdly be procyclica in such models, reflect:
ing the variationsin factor productivity that drive
thered businesscycle. Indeed, real-business
cyde modelscan easily generate implausibly
high real-wagecydicity. Therea-businesscycle
approach aso cannot account for the observed
effects of money supply changeson red activity?
and provides no guidance for monetary policy.
Second, the real-wage puzzle has redirected
many Keynesiansaway from wage rigiditiesand
toward commodity price rigiditiesor monopolis
tic price-settingbehavior. The sticky-price mod
ds, like the gticky-wage model's, can account for

W 1 See Christianoand Eichenbaum (1988).

W 2 But see King and Plosser (1986), which attributes the observed relation
of money and income variables to the effects of technology shocks on both
variables.



the effect of policy on activity. For example, if
suppliers accommodate the demand at sticky
prices,and the real demand for goods depends
on real-money balances, then increasesin
demand due to monetary expansion are met by
increasesin output. If the nomina wage isflexi-
ble, such an increase in output will raisethe
demand for labor, raising both the nominal and
the real wage. Variationsin demand within a
sticky-price, flexiblewage model are thusable to
generate procyclica variations in the real wage.

The argument here isthat there is no necessity
to rgect the notion of a sticky wage on account
of the real-wage puzzle; a more conservative
solution existsin the introduction of productivity
shocks into the determination of the sticky wage.

However, sticky-wage model s are subject to
some criticism on more theoretical lines. They
have the problem of explaining why firmsand
workerswould agree to fix wagesfor a period in
nominal terms and then allow the quantity of
employment to be determined by the firm's
labor demand at that wage.> The objection that
sticky-wagemodels result in nonoptimal
employment determination has prompted
Keynesians to endeavor to understand how con-
draints on thefeasibility of ideal contracts, such
as problems of information, contract enforce
ment, or transaction costs, prevent firmsand
workersfrom determining employment and
output in an ideal manner. The sticky-wage
model would be more explicitly consistent with
microeconomic theory and might be more useful
for understanding and controlling the business
cycle if it made these constraintsexplicit.

But essentially the same issue can be raised
concerning sticky-price models: what constraints
would lead sellers to fix a commodity's pricein
nominal termsand allow quantity to be deter-
mined by the demand & that price?* 5

Thus, the theoretical arguments against sticky-

3 Ideally, output and employment should be determinedby the condition
that the marginal disutility of work equals the marginal product of labor. See
Hall (1980), Hall and Lilien (1979), and Baro (1977).

W 4 Akedof and Yellen (19853, 1985b, 1988) provide a partial answer to
this problem, by showing how small discrepanciesof individual behavior from
full, explicit rationality —discrepancies associated with sticky prices and
wages—can be consistent with large departures of aggregate activity from
optimal levels. McCallum (1986) couples this idea that there are small pivate
costs associated with sticky wages and prices with the notion of menu costs,
or expenses incurred by changing price lists, to anive at an economic theory of
stickiness. A final and more difficult requirement of a completely explicit theory
of stickiness, as playing an effective role in economic fluctuations, is a ratio-
nale for quantity determination at the sticky wage or pice. This requirementis
important, because economists such as Barro (1977) have conjectured that
sticky prices or wages may not have any effects on allocation, but may
instead be a facade for optimal quantity determination.

wage models do not compel their abandonment
in favor of aternatives, returning the focusto the
empirical arguments againgt sticky-wage models.
The crucial issue separating different views about
the source and policy implicationsof macroeco-
nomic fluctuationsis whether the real-wage puz-
Zle can be resolved without abandoning sticky
wages as part of the explanation of the business
cycle. Economists have increasingly come to
view the puzzle asfataly damaging to sticky-
wage models. For example, Mankiw (1987, p.
105), concludes the case against them by saying
"...perhaps [the] most serious..problem with the
unadorned nominal wage story isthat real wages
do not move over the business cycleasthe the-
ory predicts..." Likewise, McCalum (1986, p.
408) claimsthat “[i]f wage stickinessalone was
responsible for the red effects of monetary
actions, with product pricesadjusting flexibly,
then we should observe countercyclical move
mentsin the real wage."

Thisarticle offersareconciliation of sticky
wageswith observed cyclical behavior of red
wages by introducing productivity factorsinto
nominal-wage contracts. It shows that sticky
nominal wages can be consistent with the pro-
cyclica real wages of the United States—even if
prices are perfectly flexible—under quite reason-
able conditions: wage bargains reflect expected
labor productivity, productivity variations are
persistent and procyclical,and aggregate demand
fluctuationsare not too large relative to produc-
tivity fluctuations.

The introduction of productivity factorsinto
the determination of nominal wages is most
readily accomplished within a wage-contracting
setup like Fischer's (1977), and so a modifica
tion of hisapproach will be used here.6 All con-
sidered, it isworthwhileto attempt to modify
sticky-wagetheories to make them consistent
with procyclical real wages. A successful attempt
yieldsa model consistent with orthodox macro-
economic theory, with the important stylized
factsof U.S business cycles,” and with the
microeconomics that linkswagesto productivity.
Furthermore, the model isable to provide guid-
ance to monetary policymakersabout the effects

of monetary policy.

5 A more symmetric treatment of these issues would allow for both
wage and price stickinessas part of a complete model. Price stickiness can,
as explainedin the text, help to resolve the real-wage puzzle. The argument
that sticky wages are consistent with procyclical real wages is stronger for not
relying on price stickiness. If procyclical real wages can be generatedin a
model economy without sticky prices then, a fortiori, so much more easily can
a procyclical real wage be generated when price stickiness is allowed.



I. Sticky Wages Play an
Important Role in
Keynesian Models

At least since the Keynesian revolution, sticky
wages have played a prominent role in macroeco-
nomic theories of the interaction between prices
and quantities, providing an explanation of a
number of stylized factsof the business cycle,
particularly the tendency of employment to
increasewithinflationcaused by demand stimula
tion, such asincreasesin the money supply.
Keynes (1936, chapter 2) formalized the sticky-
wage mechanism linking money and pricesto
output and employment. A decreaseinthe money
supply lowersthe price level, raising the rea
wage at the fixed nominal wage, forcingan
employment-contracting movement along a fixed
real demand for labor schedule. Keynesassumed
that the real-labor-demand schedul e wasidenti-
ca to the marginal-productivity-of-laborschedul e.

More recent sticky-wage model s account for
the eventual adjustment of money wagesto price
level variations. Wages must eventually adjust
onefor-one with prices, ruling out money illu-
sion. For example, price deflation will eventually
lead to lower nominal wages. Because of the
unemployment caused by price deflation and
the associated risein the real wage, afirm can
find workerswilling to work for less than the
initial money wage. But collectivebargaining
and other conventions concerning compensation
make it difficult for money wagesto decline as
rapidly as pricescan fal. Typicaly, nominal
wagesremain stuck until scheduled, periodic
renegotiationsare undertaken.

6 Productivity factors could be introduced into wage determination in
other models, such as the incomplete-informatiormodels mentioned. This mod-
ification could make them consistent with procyclical real wages, although this
improvement would not satisfy other objections to them. Among the objec-
tions to incomplete-information models is that information lags in reality are
too short to account for persistent macroeconomic fluctuations. The business
fluctuations to be accounted for by a business-cycle theory have a duration of
years, while delays of information available to people is at most a few
months, aside from statistical revisions; money supply data are available
within a few weeks. The gap in the frequencies of cause and effect is sus-
pect. Also, in incomplete-informationmodels that involve intertemporal substi-
tution like those of Lucas and Barro, positive output effects of money shacks
are hard to reconcile with reasonable microeconomic assumptions. Barro,
Grossman and King (1984) confess that it is difficult to specify a plausible set
of assumptions conceming the nature of utility functions, capital depreciation
and correlations of shocks that is consistent with a positive relationin
incomplete-informationmodels; it is easier to specify assumptions that lead to
no relation or a negative one! Even if Keynesian sticky-wage theory lacks the
explicit individual rationality of the incomplete-information theories, it is at least
capable of generating the stylized facts that increasesin money generate per-
sistent and positively related changes in inflationand in output growth.

Keynes analysiswas a short-run or period
anaysis, in which wages were taken as histori-
caly given. Newer Keynesian sticky-wage models
make the wage decisions of workersand firms
respond to eventsand expectations of future
events. Current wagesin newer models are
influenced by economic conditions; wagesare
predetermined, not exogenous.8

The emphasis on long-term contractsin new
sticky-wage models has been accompanied by
increased attention to expectation formation. As
Taylor (1983, p. 63) says,"...long-term relation-
shipsdo not diminish the importance of expec-
tationsin macroeconomic anaysis. On the con-
trary, expectations of the future significantly
affect the termsof contractual arrangements.
They are of greater quantitativeimportancein
contractual situationsthan they are in more flex-
ible auction-market situations." Recognition of
the role of forward-looking expectations about
productivity thus seemswell in the spirit of the
new genre of wage-contracting models.

II. The Puzzle of the
Procyclical Real Wage

Keynesiansoriginally attempted to explain the
fluctuationsin output and employment strictly
by variationsin aggregate demand. This
approach ruled out or abstracted from techno-
logical change, and is associated with a fured
marginal product of labor schedule. It follows
that the real wagewill be negatively related to
employment and, in this sense, is hecessarily
countercyclical. In thewords of Keynes (1936, p.
17), "...anincreasein employment can occur
only through the accompaniment of adeclinein
real wages. Thus, | am not disputing thisvitd fact

7 Stylized facts of the U.S. economy with which a successful macroeco-
nomic model should be consistent include the following: (i) A short-run Phillips
curve: Changesin aggregate demand generate a positive relation between
output (and employment) and inflation. For example, large increases in the
money supply, which increase aggregate demand, are associated with high
inflation and high output increases. (ii) Supply shocks generate a negative rela-
tion between output and inflation. For example, an increase in the price of
imported oil is associated with high inflation and below-normal output growth.
(iii) Long-run vertical Phillips curve (natural-rate hypothesis): regular increases
in aggregate demand and/or prices are anticipatedand leave output and
employment unaffected. (iv) Output and employment display persistent devia-
tions from normal levels in the face of both demand and supply shocks. (v)
Wages are institutionally sticky —more so than commodity prices. (vi) Real
wages display a modest positive correlation with both output and employment.
(vii) Output per worker-houris mildly procyclical.

8 McCallum (1987) argues convincingly that this represents a substantial
advance.



which the classical economists have (rightly)
asserted as indefeasible.™

Although a fured marginal-product-of-labor
schedule necessarily impliesthat red wagesare
negatively correl ated with employment, it remains
possible, albeit unlikely,for real wagesto be posi-
tively correlated with output, if the productivity
of nonlabor factorsof production varies. For exam-
ple, anincreasein the productivityof fured factors
would increase output, lowering the price level
for agiven money supply, raising the real wage,
and inducing a contraction of employment along
the fured marginal-product-of-labor schedule.
Shocksof this kind would tend to make the red
wage procyclica as measured against output, but
countercyclical as measured against empl oyment.

But while nonlabor productivity may vary, it is
unlikely to do so independently of labor produc-
tivity. For example, a new wave of technology,
say, low-cost personal computers, might raisethe
productivity of capital but ought to raisethe pro-
ductivity of labor simultaneoudly. In many empir-
ical and theoretical studies, the production func-
tion isspecified in such away that labor and
other factorsare subject to equal proportiona
productivity shocks.

In any case, the introduction of independent
variationsin the productivity of nonlabor factors
cannot be much relied upon to enhance the
sticky-wage model's conformity with the stylized
facts of the business cycle. Such variations do not
provide a mechanism for a positivereal-
wage/employment correlation and tend to create
a counterfactual negative correlation between
output and employment. Hence, it seems
unlikely that independent variationsin nonlabor
factor productivity are of great enough impor-
tance to reverse the presumption that a sticky
wage and a fixed marginal-product-of-labor
schedulewill generate a countercyclical real
wage, whether the measure of the business cycle
is employment or output.

W 9 Like the classical economists he criticized, Keynes never seemed to
question the idea that labor was an input of fixed quality, whose productivity
was determined by iron laws of technology. The concept of labor as a homo-
geneous physical input whose productivity is subject to rigid technological law
is not taken as seriously by today's economists as it was by British econo-
mists from Malthus and Ricardo to Keynes. A better understanding of labor is
a skilled attention to purposive activity, whose marginal value to an employer
is influenced by innumerable social and cultural conditions, such as the
weather, science, art, religion, politics, various international tensions, demo-
graphic and epidemic events, and other institutional and historical factors. The
production function and the marginal product-of-labwschedule are useful am-
Iytical devices subsuming the influence of all of these factors. But it is prepos:
terous to insist that they remain frozen and do not contribute to macroeco-
nomic fluctuations.

Unfortunately for Keynes theory, real wages
have not been countercyclical as predicted.’® The
literature on the behavior of real wagesover the
business cycleislarge, controversial,and defies
simple summary. The behavior of aggregate real-
wage measures over the business cycle has been
found to reflect changes in the composition of
employed labor aswell as changes in the real
wage received by a representativeworker. These
factorsare difficult to disentangle. Lucas (1970)
attempted to resolve the real-wage puzzle by
showing that aggregation over straight and over-
time pay rates masksan underlying real-wage
countercyclicity. On the other hand, aggregation
of young and experienced workers has been
found to biasdownward the measured cyclicity
of the real wage."" By now it is probably the
consensusthat, for the postwar U.S., real wages
for a representativeworker are mildly procyclical
or at least acyclical. This unambiguously negates
the Keynesian prediction; the real-wage anomaly
ariseseven if the real wage merely failsto be
countercyclical.Some of the most important
recent studies leading to thisconclusion are
Bodkin (1969), Mitchell, et al.(1985), and Bils
(1985). Rayack (1987) offersa balanced and
fairly comprehensive bibliography of empirical
studies on the cyclical behavior of real wages.

Asthe mild procyclicity or acyclicity of the real
wage became regarded as a robust empirical
result, economists responded with awide range
of proposed solutions to the real-wage puzzle—
arangethat isa monument to the inventiveness
of the profession. Among the responses are
monopoly or oligopoly pricing models (Keynes
[1939], Modigliani [1977], and Okun [1981]);
alowancefor prices being stickier than wages
(Blanchard [19861, and McCallum [1986]); the
general disequilibrium model (Barro and
Grossman [1976] ); Lucasian capital dynamicsor
Blinder inventory dynamics (both suggested by
Leiderman [1983]); retaining the sticky wage but
making prices equal to a markup over wages,
which makestherea wage essentiallyacyclical by
assumption (asin Taylor [1979a, 1979b, 1980]);
rejectingthe notion of sticky wagesasrelevant to
the U.S business cycle (as have partisansof the
real-business-cycleapproach); or, most radicaly,
rejecting neoclassical economics in favor of
Ricardian or Marxian theory (Schor [1985]).

10 Keynes (1936) predicted, on the basis of the sticky-wage model, that
changes in real wages and money wages would be negatively correlated. Dun-
lop (1938) and Tarshis (1939) presented contrary evidence, evoking Keynes'
(1939) reply.

11 See, for example, Mitchell, et al. (1985)



Many of the solutions offered, particularly
those of economists favoring sticky-wage mod-
els, will appear contrived or opportunistic, dis
turbing an idealized conception of scientific
method. Okun confessesthat " [w]ith a sufficient
display of ingenuity,a 'quasi-Keynesian' [sticky-
wage] model can be concocted that is consistent
with the cyclical factson productivity, real wages,
and factor shares...These analytical pyrotechnics
realy illustrate that anything goes under condi-
tions of monopoly.”2

However, ad hoc solutions are common and
useful elements of scientific practice. “[W]ithin
what Kuhn calls'normal science' — puzzle
solving—[scientists] use the same banal and
obvious methods all of us usein every human
activity. They check off examples against criteria;
they fudge the counter-examples enough to
avoid the need for new models; they try out var-
ious guesses, formulated within the current jar-
gon, in the hope of coming up with something
which will cover the unfudgeable cases.”* The
real-wage puzzle increasingly seemsto be an
unfudgeable counterexample calling for some
modification of the sticky-wagemodel. My guess
of what can cover the unfudgeabl e case without
abandoning sticky wagesisformulated in the
jargon of production functionsand productivity
shocks, recently made current in macroeconom:
ics by real-businesscycletheorists.

It iscertainly remarkablethat the productivity
solution to the real-wage puzzle has not, appar-
ently, been explored before. However, a recent
contribution by Leiderman (1983, p. 77) came
close: "...therelationship between real wages
and economic activity to be found in agiven
sample of dataislikely to depend on the specific
red and monetary shocks that affected the econ-
omy during the sample period. For example, it
seems quite plausible that the specific pattern of
wages/activity comovement emerging during
periods of important productivity (or technol-
ogy) shockswould sharply differ from that aris
ing during monetary cycles." Leiderman found
evidence that real wagesdeclined in responseto
unanticipated money growth, generating a coun-
tercyclica pattern, if the oil shocks of the seven-
ties, a kind of productivity shock, are controlled
forwith dummy variables. Thus, Leiderman
approaches, but does not actualy arrive at, an
explicit recognition that shiftsin the productivity

12 See Okun (1981), p. 19.

13 See Rorty (1982), p. 572.

of labor (other than those associated with capital
or inventory responses to money surprises)
could generate procyclical real wages, consistent
with declining returnsto labor.

Keynesiansfavoring sticky-wage models may
have overlooked or sometimes even dismissed
the productivity solution to the real-wage puzzle
because of doubt that autonomous variationsin
labor productivity are important in the business
cycle. Literature in the real-businesscyclegenre
has made the notion of productivity shocks
appear useful in accounting for procyclicity in
real wages. But this does not motivate arejection
of sticky-wage models, which can incorporate
productivity shocks.

Ill. A Formal Wage-
Contracting Model

Thissection reconciles the Keynesian real-wage
mechanism with the stylized fact of mildly pro-
cyclical real wages by extending Fischer's (1977)
model, in which nominal wages are negotiated
in light of expectationsof inflation. The exten-
sion involves persistent or autocorrelated shifts
in the marginal-product-of-labor schedul e, as
plotted against the level of employment, which
are taken into account in setting wages.

For example, a positiveinnovation in labor
productivity raises expectations of future produc-
tivity because high productivity tends to persist.
Firmsand workers bargaining over nominal
wagesfor the periodsto come will take account
of the higher expected productivity. In particular,
money wages will be set at the expectation of
the marginal product of labor (at a targeted
employment level) timesthe price level. This
theory iswell within the spirit of Keynes gticky-
wage model, but also embodies the neoclassical
notion that wages reflect expectations of produc-
tivity aswell as expectations of inflation.

Thisamendment to the Keynesian sticky-wage
mechanism can easily account for a real wage
that is positively correlated with output. Consider
separately the effect of demand and productivity
shocks. An aggregate demand shock changes
output and the real wagein opposite directions.
A productivity shock changes output and real
wagesin the same direction. In an economy sub-
ject to both kinds of shocks, if supply shocks are
important, and if wage bargainersare adroit a
adjusting money wagesto keep themin line
with the expected marginal revenue product of
labor, it iseasy for an overdl pattern of mildly
positivecorrelation between output and real
wagesto arise.



It issomewhat more difficult to generate a
positivecorrelation between employment and
the real wage. In order to do so, productivity
shocks must have important positive effectson
employment. This is difficult because initidly,
increased productivity, by raising output, reduces
the price level and raisesthe real wage at the
contract wage. The rise in the real wage reduces
the incentive of afirm to expand employment.
When acontract is subsequently renegotiated,
the real wage can be adjusted downward
(though it will remain above the level occurring
prior to the productivity improvement). This
downward adjustment in the real wage can pro-
videfor expanded employment and istherefore
consistent with a preference among workers for
more employment at a temporarily high red
wage. A critical part of the mechanism for gener-
ating a positiverelation between the real wage
and employment under sticky wagesisthis
desire of workers to increase expected employ-
ment under renegotiated contractsasthe
expected real wage under the contract rises.

In the rest of thissection, aformal model is
developed that issimilar to Fischer's (1977), but
which incorporates productivity shocks and
explicit profit-maximization by firms. The supply
behavior of firmsimpliesa kind of Phillipscurve
(equation 13 below) in which output supply
responds both to unbargained-for inflation and
to productivity. The model is completed with a
velocity equation (16) and a money-supply feed-
back policy rule (17), and solutions for output,
employment, and real wages derived (18,19,20).
In the next section, the model here developed is
used to resolvethe real-wage puzzle.

Following Fischer (1977), consider a hypo-
thetical economy with two-period staggered, or
overlapping, contracts. The economy is com-
posed of two groups of firms, identical in all
respects, except for the date at which currently
effectivelabor contracts were signed. Firms hav-
ing signed wage contracts at the end of last
period (¢ -1) are referred to asgroup-one firms,
while those that signed wage contractsat the
end of the period before last (£ -2) are referred
to asgroup-two firms. The groups are competi-
tivein that they take the commodity price as
given. Economy-wide aggregatesare simulated
by taking the average of the two groups.

Thefirms production function is

(1) Y,=2ZN), 0<y<l, i=12,

where Y}, isthe output of afirmin groupi in
period ¢, N, isthelabor input of afirm in group
i and Z isagloba productivity shock. The mar-
ginal product of labor is

ay,
2 il A - . _
2) dNit - I‘Y(Niz )(7 1)7 i=12

In logarithmic form, output is

(3)

yjlz Z[+ ‘ynft’ i= 1)27

where the lowercase letters y, z and » are natu-
ral logarithms of their uppercase counterparts.
The (log of the) margina product of labor is

day,
In(—=%) = z,+ In(M+(y-Dny,

NE
i=12

(4)

The demand for labor by firm i in period 74,
isgiven by the condition that the real wage
equalsthe margina product of labor:

(5) (w,-p,) = z,+ l(P+(y-Dnd,

i=1,2

where w,, isthe (log of the) wage received by
group i firms workersin period ¢ and p isthe
(log of the) pricelevel. The notional (in the
sense of Clower [1965]) supply of labor toa
firm isconditioned on the real-wage rate:

(6) ni =By + Bl(wit—pit ),

B,>0,i=1,2

If wageswere not sticky, but varied to clear
the market, they would equal w *m the labor

market clearing wage, or the wage for which
labor demand equalsthe notional labor supply,

d — 5.
R = Mgy

(7) w:[=p1+ [ln(')’)—(l _V)BO]\J+]Z)‘7
where J = [1+8,(1-]7".
The contractual wage rateisthe expectation of

the rate that would clear the labor market. The
contract wage for group i isfound by takingthe



expectation of (7) conditioned on information
availablein period t - i, when the contract was
signed.

® wy=E_ p+ [ln(y)-Q-vIBJ
+JE. %

whereE, _, istheoperator that conditionsrandom
variableson redlizationsat t - i and earlier.
Findly, let z, be afirst-order autoregressive
process,

(9) z,=pz,+€, >N 02).

These elementsare sufficient to specify the
supply sector of the economy, under the
assumption that labor input is demand-
determined:

(10) n, = n%.

using(3), (5), (8), (9), and (10), it can be shown
that the (log of the) output of group oneis

v(By + Bin (M) J
+ Y
1-y

1) y, =

€;

I-vy

+(1+ B])jplzy_l (p," ,_117,),

and the output of group two is

(12) 5, = v[By + Biln(N]J

+ 1€+P1
1-y

€
4 1—’)’ t-1

+(1+ B])./p%zf—z

+ 7

ITy_ (pt - Et— zpt)'

Totd output for the economy (taken as the aver-
age acrossfirm groups) is

(13) p,= y[By + Bin (V)] J

+ 1 et+ 2'7]
1-vy 2(1 -v)

Pi€ra

+(1 + Bl)jp%z,_z

t lpt

Equation (13) providesa characterization of the
supply sector of the economy. It can be thought
ofas akind of Phillips curve: the equation shows
that output depends on inflation not expected
when contractswere sighed and on productivity
shocks, with coefficientsthat depend uniquely
on the eladticity of output with respect to labor
input, y, and on the eadticity of notional labor
supply, By .

It is useful to compare and contrast the modi-
fied Fischer supply equation, (13), with the orig-
ind Fischer supply equation, which was based
on the assumption that wage settersseek to star
bilizethe rea wage. In order to see the differ-
ence clearly, rewrite (13) as

(14) y,= c+(a+2b), + (a+ b)pge,_,

s 2
Je, .
* azzpl t-j F e 2 D ~E.:p,),
7= i=

-
wherea= 1-%
1-vy
whereb= %
2(1-y)
wherec = y [By+ Byn (¥)]J.

The parameter a showsthe eadticity of the
response of output to productivity variations,
once wages adjust. The parameter b showsthe
extra output response of each group of firmsthat
occursprior to recontracting, reflecting the advan-
tage employerstake of productivity advances not
yet reflected in wages. Both groups of firmsare
in aposition to take such advantagein the cur-
rent period of asupply shock, but group-one
firms have dready recontractedto reflect shocks
in period t - 1. Theseconsiderationsexplain
why the parameter b isdoubled in thee, - term,
why it appearssingly inthee,_, - term, and
why it does not enter in the e-terms of longer
lags. Of course, productivity shocks can aso
influence output indirectly through their influ-
ence on price surprises.



The modified equation (14) can be compared
with Fischer’s original:

o 2
(15) =%t jzzopljet—j S l.;l (pt— E,_ ipt)'

There are two minor differences in output
supply behavior implied by (14) as opposed to
(15). First, the modified equation has terms for
productivity shocks, the es, that can be repres-
ented as an ARMA(1,2) process, while the origi-
nal Fischer equation has productivity shock
terms that can be represented as an AR(1) pro-
cess. Second, the coefficients of (14) are deter-
mined by the taste and technology parameters,
v and 8, , and must obey special restrictions.
Yet (14) has much the same qualitative implica-
tions for output and price behavior as (15). This
is so, even though they have potentially different
qualitative implications for the response of
employment to supply shocks.

In order to complete the model, specifications
of aggregate demand and monetary policy are
needed. Let aggregate demand be given by the
quantity theory equation, as

(16) y,= m,~ p,+v,, v,=pv, 1+ Ay,

where m is the (log of the) quantity of money
and v is the (log of the) velocity of money. As
indicated, velocity, v, , is a stochastic first-order
autoregression, whose innovation, A ,, is nor-
mally distributed with variance o .

The money stock can be chosen by the poli-
cymaker in light of his assumed information
about the state of the economy. The rule for
monetary policy is specified as

(A7) m, = po+ pi€, + po€e,_ 1 + p3E, 52,

+ A+ opsh gt pgE g,

where the u,; are choice parameters. The policy
rule’s arguments in £, , z,_, and E, , v,_, rep-
resent money responses to an infinite series of
past innovations realized in periods ¢ - 2 and
earlier. This specification of monetaty policy is
sufficient to satisfy output- or price-stabilization
objectives, for example, to minimize the variance
of either y or p. The policy rule parameters, u;,
K K4 and ushelp determine output behavior;

k3 and pg do not influence output, but do
influence the behavior of the price level.

The final-form solutions for economy-wide
averages of output, employment, and the real-
wage are

(18) y,= ky+ v[By+ Byin (Y] + (1 + yp e,

Yt p(2-v))
2_ v €1

+1-9 &
ple, .
1_7 jgzltj

Y (#’5 + Pz))\,_l )
-y

+ 7(#4 + 1)71+ 2
(19) n, = [Bo + Bin ('Y)]]+ M€

+ M2t p(1-7)
2-vy

< J
+ B]] zzplft_j
j=

t-1

+ (1+ p N, + ‘;2+ H5X,_,,and

(20) (w,-p,) = [In (v)-BL1-V]J
+ [1—(1_7) #]] Et

L1+ -1 -y,
€
2-vy

+ ]zzplje,_,- - (1= )1+ pPr,
<

t-1

(1= Xyt ps)
2-vy

where J= [1+B,(1- )] 1.

A

t-1

IV. Determinants of Real-
Wags Cyclicity

Whether or not real wages are procyclical (posi-
tively correlated with output and employment)
depends upon the relative size of productivity
versus velocity innovations (og VErsus o )f‘ ), upon
their autocorrelations (p, , p, ), upon the elastic-
ity of notional labor supply with respect to the
real wage (8, ), upon the elasticity of produc-
tion with respect to labor input (), and upon
the policy rule (the y,s ). In this section, some



examples displaying the dependence of real-
wage cyclicity on these elementsprovidea
robust basisfor the view that procyclical or
acyclical real wagesare consistent with sticky
nominal wages.

Consider asimple, benchmark examplein
which the money supply isconstant (= 0,
i = 1,2..6) and notional labor supply isinelastic
(B,=0). Inthiscase, the fina formsfor
economy-wide averages of output (y ), employ-
ment (# ), and the red wage (w - p) are
(henceforth ignoring constant, or intercept
terms):

— J
@D y = Jgoplez—j"L 7)\r+2‘y,yp2)\;_1,

(22) n,= A+ P2
2-v

t-1>

(23) (w,-p,) = Eop{e,_j - -y,
j:
1-
- ﬁPZ}\t—l'

The correlation between output and the red
wage can be either podtive or negativein this
example, depending on the relative importance
of contrary tendencies. Productivity innovations
have positive effectson output and red wages,
tending to create a positive correl ation between
them. Contrariwise, demand shocks have posi-
tive effects on output, but negative effects on red
wages, tending to create a negativecorrelation.
The benchmark example providesa plausible
illustration of how gticky wages are consistent
with either a positive or negativecorrelation
between real wagesand output.

The examplefailsto providean illustration of
how red wagesand employment could be posi-
tively correlated. Thisis because employment,
unlike output, is unaffected by the productivity
shocks, as may be seen in the absence of e-terms
in (22). The reason productivity increasesdo not
lead to employment increasesis that productivity
increasesalso lead to identical increasesin the
red wage, leaving firms labor demand un-
changed.A one-unit risein productivity raisesout-
put by one unit at the unchanging-employment
level, which—given the unitary dadticity of
demand inherent in the velocity equation—Ileads
toaoneunit fdl in the price level. Thus, margi-

nd |abor productivity and the red wage both

rise by one unit, leaving the profit-maximizing
employment level unchanged. After old contracts
expire, there will be no adjustmentsto maketo
the nominal wage, sincethe red wageis not
driven out of equality with labor productivity by
productivity shocks, and workersare satisfied
with supplying the unchanged employment level
(whichwould not be the caseif notional labor
supply were elastic,or 8,>0).

The correlation between the real wageand
employment is necessarily negativein the
benchmark case, reflecting the effects of demand
shocks. If the real-wagepuzzleisto be fully
resolved, employment must respond positively
to productivity shocks.

At least four modifications of the simple
benchmark case can providefor positiveemploy-
ment effectsof productivity shocks. All seem to
be reasonablefeaturesof theworld rather than
ad hoc contrivances. These modificationsallow
for (1) notional labor-supply easticity, 8,>0; (2)
monetary policy feedback, i ;7 0; (3) nonuni-
tary eladticity of demand with respect to price;
and (4) lessthan-complete,unilatera discretion
by the firm in choosing employment levels.

Fird, allow for a positive notional labor-supply
eadticity. This modification meansthat renego-
tiating wage contractorswill aim for less increase
in the red wagefollowing a productivity innova
tion, in order to providefor a higher expected
level of employment—one matching the higher
notional labor supply induced by the higher
expected red wage. This means that, whilethe
nominal wage will be reduced under a new con-
tract, it will not fdl by as much asthe pricelevel
fdls. After this modification, the fina-form solu-
tion for employment is

(24) n,= ‘;‘ B, - V)Plf;_l

+B,J Zzpljfz_,-* M*mpz)\z_p
7=

which shows the positive delayed effect of a
productivity shock on employment if 8,>0. The
€, _ ;term reflects positive employment
responsesaf the firgt group of firmsto renego-
tiate (reduce) nominal wages; thee, _ ;terms for
j=> 0 reflect responses by both groups. The
initial impact, dn, /d e,, remainsat zero because
the effect of labor supply eadticity occursonly
through renegotiationsof nominal wages, which
occur with alag. In spite of thisdelay, alowing



for labor-supply elasticity produces positive
employment effectsof productivity shocks and
thus makes possible a positivecorrelation
between the red wage and employment.

Second, allow for monetary policy responses
to shocks. The effect of this modificationwill
depend on the kind of policy feedback intro-
duced. The most plausible casewould involve
negativeresponses to demand, x,<0, #5<0,
#¢<0, and positiveresponses to productivity,
10, u>0, u2>0. Such responses could be
motivated by a pricestabilization objective, or by
adesireto aleviatethe output- and employment-
distorting influence of sticky wages. The object
and effect of such a palicy isto offset or elimi-
nate demand shocks from the determination of
employment and output, and to encourage
employment and output to expand and contract
to more fully reflect positiveand negative pro-
ductivity shocks. Objective-seeking monetary
policy thus tends to reinforce the importance of
productivity relativeto demand shocks and to
encourage positiveemployment responses to
productivity shocks, tipping the scalestoward a
positive correl ation between real wagesand
both output and employment.

Interestingly,if policy sought to totally elimi-
nate the effectsof a sticky wage, it could do so
by setting the u; appropriately.* Then, a
demand shock would have no impact, the real
wage would definitely be positively correlated
with both employment and output (assuming
©>0), and the economy would behave as if the
sticky wage was not a problem because the labor
market would awaysclear.

Third, allow for nonunitary elagticity of aggre
gate demand. This modification makes the
income velocity of money vary to cushion the
effect of either shock on the price level. By
reducing the deflationary consequence of a posi-

W 14 Note that by assumption (10), the real labor demand conditionis
always satisfied. So the monetary authority can get the labor market to clear
each period by choosing a policy rule that keeps the employment-real-wage
relation on the notional labor supply schedule. This policy is given by

w1 =Byl sy = piByl g = -, g = —py ford = [14B(1 —y)I”!

with p3 and g irrelevant. Then, assuming notional fabor supply has a post
tive response to the real wage, the real wage is necessarily procyclical, mea-
sured against either employment or output. If policy sought to eliminate the
familiar Harberger welfare-loss triangles due to sticky wages, then sticky
wages would not imply countercyclical real wages. Ironically, such a policy
would conceal the potentialimportance of the sticky wage, and thus conceal
the usefulness of active policy feedback.

tive productivity shock, the modification moder-
ates the real-wageincrease accompanying such a
shock, encouraging a positive employment
response during the contract interval. One way
to implement the modification isto substitute
the IS-LM apparatusfor the simple velocity equa
tion, but the resulting model's complexity
requires a separate treatment.

Fourth, allow for the degree of discretion over
employment exercised by a firm to be lessthan
complete. Keynesand other Keynesians have
built sticky-wage model s that assume that an
employer dwayschooses employment to equate
real wageswith marginal labor productivity.
While analytically convenient, such an assump-
tion is both extreme and unnecessary to give an
important role to a sticky wage. It is extreme
because it impliesthat employment bears no
neccesary relation to its market-clearing or
Pareto-optimal level. A more moderate approach
isto allow employment decisions to reflect both
the optimal employment level and the one-sided
discretionary profit-maximizing employment
level. One artificefor doing soisto let employ-
ment decisions by firms be aweighted average
of the market-clearingemployment level and the
demand at the fixed nominal wage. Formally,
replace (10) 7, = n4;, with

(25) nu=¢nd+(1-P)nt, 0<¢<1,

where 77, isthe market-clearinglevel of
employment. The lower the degree of firm dis
cretion, ¢, the less important are sticky wagesin
determining economic outcomes. Just asin the
case of monetary policy feedback, this modifica
tion blunts the empirical impact of demand
shocksand increasesthe employment and out-
put responses to productivity shocks, increasing
the correlation of the real wage with employ-
ment and outpult.

V. A Numerical Example
of Procyclical Real Wages

A numerical simulation providesan example of
procyclical red wages under nominal contracts.

The commodity supply equation is (13), pre
serving the traditional Keynesian assumption of
equality of the real wage and marginal labor pro-
ductivity. The demand equation is (16), preserv-
ing the unitary elasticity of demand with respect
to price. The parameter valuesassigned are



(26) vy=5 8,=25

2
02=1,0\=5 p;=p,=8

In the money-supply function, (17), the particu-
lar valuesfor the feedback parameterswere one-
half the valuesrequired to completely stahilize
the pricelevel. (Choice of the valuesthat com-
pletely stabilize priceswould have resulted in an
implausible simulation, and one whose numeri-
cal resultswould have been uninteresting: the
effect of demand shocks on output, employ-
ment, and the real wage would have been com-
pletely removed, resulting in a positive correla
tion between output, employment, and the rea
wage of nearly 1.) The policy parameters
assumed in the simulation are

(27) IJ’] = '87 ”’2 = 567 #3 = 489

M= =5, = -4, g = -4

The example modifiesthe benchmark exam-
plein twoways. notional labor supply has posi-
tive elagticity 8, = .5, and the money-supply rule
provides a positive response to a productivity
shock and a negativeresponse to a demand
shock. Thefinal-form equationsfor aggregate
output, employment, and the real wage are

(28) y,= 1.50¢,+ 1.07¢,_,

+ 120 22(.8)fe,_j+ 25N, + 13\, _,
~

(29) mn,=1.00e,+ 53¢, _,

+ 40 22 (8)Je,_ s+ 50N+ 27N, ;.
J:

(30) (w,-p,) = 50e,+ 53¢, ,

+.80 22(.8) Je,. - 25N,- 13\,
J=

The two modificationsto the benchmark spec-
ification are sufficient to generate positive cycli-
city in the real wage: the correlation between
output and the real wage is +.67; between
employment and the real wage, +.15. Positive
correlations arise even though the variance of
the demand shock isfivetimesasgreat asthe

variance of the productivity shock, and even
though demand shocks actually account for a
dightly larger portion of the variancein
employment than do productivity shocks.

Incidentally, measured productivity or total
productivity of labor, y,- n,, hasthe same cycli-
ca behavior asthe real wage, so that the procy-
clicity of measured productivity of the postwar
U.S. economy can aso be accounted for by the
sticky-wage model.

The numerical simulation provides an
implausibly high correlation between output and
the real wage, which isironic in view of the puz-
Zle it was designed to resolve. The correlation
can easily be reduced by changing the relaive
size of the disturbance variancesor by other
adjustmentsin free parameters. However, it is
difficult to reduce the correlation between out-
put and the real wage to redlistic levelswithout
making the correlation between employment
and the real wage negative, unless more funda
mental changesin the model are made. Addition
to the model of some elements of price sticki-
ness, partial indexation of wagesto the price
level, and other features of a complete macro-
economic theory might help make a sticky-wage
model capable of accounting even more closely
for the stylized facts of the business cycle. Such
an effort, while indicated, goes beyond the
scope of the present article.

VI. Conclusion

The analysis has shown that introduction of pro-
ductivity factorsinto the determination of wages
and employment permits sticky-wage modelsto
generate positivecyclicity in the real wage.
Hence, the notion of the sticky wage cannot be
rejected on grounds that it isinconsistent with a
procyclica real wage. By the same token, the
analysissuggests that allowance for autonomous
cyclical variationsin labor productivity and
forward-looking expectations are very useful in
resolvingthe real-wage puzzle, and may point
out the incompleteness of simple sticky-wage
models lacking these features. This incomplete:
ness can be remedied without reducing the use
fulness of the sticky-wagenotion. Whilethe sticky
wage cannot alone explain or account for an
observed procyclical real wage, the usefulness of
sticky-wage models has ways been seen else
where, specifically in understanding the effect of
nominal variables, like money and prices, on
real variables, such as output and employment.
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Real Business
Cycle Theory:

a Guide, an Evaluation,

and New Directions

by Alan C. Stockman

Introduction

The purpose of real businesscycle (RBC) mod-
elsisto explain aggregate fluctuations in busi-
ness cycleswithout reference to monetary policy.
Much of the existing RBC analysis also seeksto
explain fluctuationswithout reference to market
failures,fiscd policies, or even disturbancesto
preferences or demographics.

The concentration on technology shocks that
characterizesmost, though not al, of the current
models is not in principle a defining feature of
RBC andysis. This concentration indicates both
the early state of research and the substantial
progressthat has been made by considering
technology shocks.

This paper summarizes and evaluatesin a
mostly nontechnical way the state of RBC theory,
outlinessome useful directionsfor researchinthe
area, and discussesthe implications of this
research on economic policy. For space reasons, |

B 1 Earier nontechnicalintroductoiy essays on RBC models include Walsh
(1986) and Rush (1987). Manuelli (1986) summarizes Prescott's arguments,
Summers' criticisms, and Prescott's reply. More recent summary papers
include McCallum (1989) and Mankiw (1988).

Alan C. Stockman is a professor of
economics at the University of
Rochester and was formerly a visit-
ing scholar at the Federal Reserve
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like to thank the Federal Reserve
Bank of Cleveland for research
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will regard sectoral-shift models (Lilien [1982],
Abraham and Katz [1986], Loungani [1986],
Davis [1987], Hamilton [1987a], and Murphy
and Topel [1987]) asa separate topic that
deserves its own treatment, though those models
clearly form one classof RBC theory.'

Red business cycle analysisis important and
interesting for several reasons. Firgt, the evidence
that monetary policy affectsrea output is much
weaker than most economists had thought.
Second, even if monetary policy affectsrea out-
put, the evidence that it isthe dominant influ-
ence on business cyclesis also much weaker
than previously thought. A detailed discussion of
the evidence on these topicsis beyond the
scope of thisessay; see, for example, Barro
(1987), Eichenbaum and Singleton (1986),
Christiano and Ljungqvist (1988), and the refer-
ences cited in those works.

Third, even if monetary disturbances play a
major rolein many real-world business cycles,
most economists believe that supply shocks and
other nonmonetary disturbances, originating
from sources such asoil price changes and tech-
nical progress, also play important roles in some
aggregatefluctuations.

RBC analysisisdesigned to determine how
such "real" shocks affect output, employment,
hours, consumption, investment, productivity,
and so on. RBC modelsare also designed to



U.S. Business Cycle Statistics,

- 1954:10-1982:1vQ

Caorr. Caorr. Corr.
Standard with with with
Varigble Deviation GNP(-1) GNP GNP (+1)
GNP 1.8% 82 1.00 .82
Consumption
On services 6 .66 72 61
Nondurables 1.2 71 76 .59
Fixed
investment 5.3 78 89 78
Nonresdential 5.2 54 79 86
Structures 4.6 42 62 70
Equipment 6.0 .56 82 87
Average nonfarm
hours worked 1.7 .57 85 89
In mfg. only 1.0 76 .85 .61
GNP/hours 1.0 51 34 -04
Capitd stocks:
Nonfarm
inventory 1.7 15 48 .68
Nonresidential
structures 4 -.20 -.03 .16
Nonresidential
equipment 1.0 .03 23 41

NOTE: Corr. = correlation. All datawere first detrended with the Hodrick-
Prescott filter.
SOURCE Prescott (1986a).

determine how disturbances a a specifictime or
in one sector of the economy affect the economy
later and in other sectors, and to study the
dynamics of the transitions.

Fourth, RBC models can be used to determine
how any disturbance, even if monetary in origin,
spreads through different sectors of the economy
over time. While monetary policy, or monetary
disturbances, may frequently set business cycles
in motion, it is possible that the subsequent
dynamics and characterigtics of the cyclesdiffer
little from those that would have resulted from
disturbances to tastes or technology. That could
explain the evidence on seasonal cycleswithout
precluding money asa mgjor force in business
cycles. Whether or not the more extreme claim
that monetary policy is unimportant for business
cyclesturns out to be correct, RBC analysisis
making important contributions for the third and
fourth reasons cited above.

I. A Prototype Real
Business Cycle Model

What Real Business Cycle
Models Try to Explain

The characteristicsof business cyclesthat the
RBC models have been designed to explain
include the sizes of the variancesand covari-
ances in table 1. Among these characteristicsare
the following:

1. Consumption varieslessthan output, which
varies less than investment; the standard devia
tion of investment isthree to five timesthat of
output. Consumer purchases of durables vary
about as much as investment, while purchases of
nondurables and servicesvary less but remain
procyclical (defined to mean positively corre
lated with output).

2. Hoursworked are procyclical and vary
about as much as output.

3. Theaverage product of labor is procyclical
and variesabout haf as much (in standard devia
tions) asoutput; the correlation between pro-
ductivity and output issmaller than the correla
tion between hours and output.

Some RBC models attempt to explain other
characteristics.For example, Long and Plosser
(1983) have a multisector model that attemptsto
explain why output movestogether across most
sectors of the economy (including various
manufacturingindustries, retail and wholesale
trade, services, transport, and utilities, with agri-
culture the main exception) aswell aswhy tem-
porary disturbances have longer-lived effects.

Christiano (1988) adds inventoriesto an RBC
model to try to account for the fact that quarterly
changes in inventories are about haf the size of
changes in GNP, even though inventories are on
averageonly asmall fraction, about 0.6 percent,
of GNP. Kydland and Prescott (1988) also
attempt to explain inventory behavior, particu-
larly inventories of goods in process, through
their timeto-build technology.

Red business cycle models have not yet been
developed to address <till other features of busi-
nesscycles.

1. Nominal money and real output are highly
correlated; most of thiscorrelation iswith inside,
rather than outside, money (compare with Barro
(19871).

2. Pricesvary lessthan quantities.

3. Nomind pricesare acyclicd.

4. Red wagesare acyclica or mildly
procyclical.

5. Red exports, imports, and net exports (the
balance of trade surplus) are all procyclical.



Backus and Kehoe (1988) and Phillips(1988)
have documented the last feature; they have
shown that many of the same qualitativefeatures
found in U.S business cyclesalso characterize
business cyclesin other countries. | will argue
below that quantitative differences acrosscoun-
triesin business-cyclephenomenaand the cycli-
ca behavior of international trade variablescan
form important new sources of evidence on RBC
models. The fourth feature, the acyclica or
mildly procyclica behavior of real wages, has
been addressed recently by Christiano and
Eichenbaum (1988), who conclude that existing
modelsdo not adequately explain this fact.

A Description of a Prototype
RBC Model

Red business cycle models typically begin with
assumptionssuch as (1) there isarepresentative
household that maximizesthe expected dis
counted value, over an infinite horizon, of a util-
ity function defined over consumption and lei-
sure, or (2) there isaconstant-returnstechnology
that transforms labor and capital into output,
which may be consumed or invested to augment
the capital stock in the next period.

In most RBC models, the production function
issubject to random disturbances. Firmsare per-
fectly competitive, and there are no taxes, public
goods, externalities,or arbitrary restrictionson
the existence of markets. The maximization
problems for households and firmsimply deci-
sions for consumption, investment, thedivision
of time between labor and leisure, and, thus,
output (along with the capital stock, which is
predetermined from last period). These deci-
sions are functions of the statevariables: the
capital stock and the exogenous disturbance(s)
to the production function.

Given some particular production and utility
functions, an initia capita stock, and a stochastic
processfor the random disturbances, the model
can be solved for the decision rules and, there
fore, for the probability rulesfor al of the endog-
enous variables.2 These probability rulesthen
yield variances, covariances, and other datistical
moments that can be matched against real-world
data. A more technical description of asimple
RBC model, in a multicountry context, is pre
sented in section V1.

2 The key technical papers on which the RBC models are based are
Brock (1982) and Denaldson and Mehra (1983).

In principle, with enough freedom to choose
arbitrary production and utility parametersand
parameters of the stochastic process on the exog-
enous disturbances, one can awaysfind variants
of the model that match any given set of variances
and covariances from real-world data. Lawrence
Summers has criticized RBC models on this
issue, claiming that it iseasy to find incorrect
models that match any given set of observations.

Obvioudly, to avoid this kind of criticism, RBC
models must use some additional information to
limit the arbitrary choices of utility and produc-
tion parametersand exogenous stochastic proc-
esses. In the limit, it would be desirable to elim-
inate all arbitrary choices of parametershby
relying solely on other information to parameter-
izethe model, and then by showing that the
model necessarily reproducesthe kindsand
characteristics of aggregatefluctuationsthat are
observed in real-world data. Then there would
be little controversy over Prescott's (1986a)
assessment that “... it would be puzzlingif the
economy did not display these large fluctuations
in output and employment with little associated
fluctuationsin the margina product of labor.”

Early RBC models, such as Long and Plosser
(1983), made some of their assumptionsin
order to obtain analyticdly tractable models, so
that the models would actualy have closed-form
solutions. The assumptions required to obtain
analyticsolutions to the models, however, are
very stringent and, obviously, totally ad hoc.
Consequently, RBC theorists have largely aban-
doned attemptsto make their models analyti-
caly tractableand have instead turned to numer-
ical solutions. Quantitatively accurate models are
ultimately more appealing than andytically trac-
table models, anyway. The parameter restrictions
from outside information used in RBC models
are discussed in section I1.

Some Variations on the
Prototype Model

Kydland and Prescott (1982, 1988) include a
number of additional featuresin their model, in-
cluding time to build (so that investment cannot
beinstalledinstantly but only after alag), varia
ble utilization of capital, lagged effects (aswell
as contemporaneous effects) of leisure on utility,
and imperfect information about productivity.
Hansen (1985) adds lotteries on employment
(Rogerson [1984, 1988] ) to the Kydland-Prescott
model. People are assumed to be able to work
either full time or not at al, rather than part time.
If productivity conditions dictatethat everyone
would work part time if labor were divisible, a



Pareto-optimal allocation may involve some peo-
ple working full time and others not working,
even though peopleare identical ex ante. The
choice of who worksand who does not is
assumed to be determined totaly randomly, by
an exogenous lottery.

Economieswith this random allocation give
everyone higher expected utility than economies
without it. Hansen's application of Rogerson's
theory to the Kydland-Prescott model resultsin a
better match between the model and the data for
thevariability of hoursworked (relativeto the
variance of GNP), but resultsin a poorer match
for the average product of labor. Hansen's model
also requires smaller exogenous productivity dis
turbancesto generate the same variability of GNP.

Greenwood, Hercowitz, and Huffman (1988)
investigate a model with shocks to the expected
return to current investment that do not affect
current output. These shocks raise investment in
their model (the substitution effect dominates the
wealth effect) and induce intertemporal substitu-
tion in labor supply, so that more labor is cur-
rently supplied in order to take advantage of the
good investment opportunities. In addition, the
utilization rate of existingcapital risesto increase
output and take advantageof these opportunities.
The higher utilization rate of existing capital
raises the margina (and average) product of
labor. This raisesthe opportunity cost of current
leisure to households and induces them to sub-
dtitute into greater current consumption. Con-
sumption also increases because of the wealth
effect associated with the technol ogy disturbance.

In the Greenwood, et al. model, these two
forcestending to raise consumption dominate
the intertemporal substitution effect, which tends
to reduce consumption so that households can
use the goods they otherwise would have con-
sumed in order to augment investment, which
the technology shock made more productive. So
consumption risesaong with labor supply, out-
put, investment, the capacity utilization rate, and
the marginal and average products of labor.

It should be noted that in this model, fluctua:
tionsin current output do not result directly
from assumed changesin current technology,
since that technology affects only future output
by augmenting the increase in future capital
obtained from one unit of current investment.
Theentireincreasein current output in the
model resultsfrom economic forcesresponding
to this productivity shock.

Kydland and Prescott (1988) also added varia
ble utilization of capital to their earlier 1982
model by introducing an endogenous workweek
of capital. In contrast to Greenwood, €t al.,
where greater utilization raised depreciation,

Kydland and Prescott assume that the cost of
greater utilization (that is, a longer workweek) of
capital isgreater utilization (a longer workweek)
of labor. They find that their model, with avaria
ble workweek and with technology shocks meas
ured asin Prescott (1986a), predicts essentially
al of the observed variancein U.S aggregate
GNP, substantial variability for inventories (with
results somewhat sensitiveto the definition of
inventories), and greater variation in hours
worked than in their original model (but still
below measured variation).

Benzivinga(1987) and Christiano (1988) exam-
ine models in which shocksto preferences play
an important role. Parkin (1988), in contrast, finds
littlerole for preference shocks in his model.

Parkin usesdataon labor's share of GNP &
each moment in time to obtain atime serieson
the corresponding parameter in the Cobb-
Douglas production function. He assumes, fol-
lowing Solow — and in contrast to Prescott —
that thisfunction variesover time. He then uses
thistimevarying parameter and the production
function to measure the multiplicative technol-
ogy shock at each point in time (one can think
of the timevarying parameter representing
labor's share as a second productivity shock).

Given measured wages, labor time, consump-
tion, and the rental price of capital (taken asthe
average payment to capital), Parkin then com-
putesatime seriesfor the utility parametersin his
model and the depreciation rate. He describes
this procedure as " solving the model backwards,"
by which he meansthat he calculates, given the
model, what the parameters must (approxi-
mately) have been to generate observationson
the time series of output, consumption, and so
on. Unlike most other businesscycle models,
Parkin allows some parametersto vary over time
in order to fit the data (almost) exactly.

Parkin then displaysthese implied time series
and arguesthat they support RBC models in the
following senses: (1) none of the parameters
except the productivity term varies much over
time, and (2) thevauesaf the parametersare
not wildly out of line with what would have
been expected, based on other information.

Parkin’s assumed utility function takes the
form of the expected discounted value of
(c(1-915)/, where c isconsumption, / islei-
sure, and with the parameter s (the share of
leisure) and the discount ratetime-varying. Parkin
estimatesthe mean of s at .828, and the percent-
age change in s hasa mean of only .026 with a
varianceof .007. Thisparameter isthereforestable
over time, implying that shocksto preferences, at
least of thisform, are unimportant to RBC mod-
els, and that people allocateabout one-sixth of



their total time to working. Thisestimateis
smaller than the one-third value used in some
other studies, but isconsistent with the value
cited by Eichenbaum, Hansen, and Singleton
(1986) and isthe value preferred by Summers
(1986) in hiscritique of Prescott.

Parkin’s estimated discount parameter varies
somewhat more over time, and is somewhat
higher than expected: its mean is consistent with
an averagereal interest rate of 12 percent per
year, which istoo high. labor's share is esti-
mated to be 58 percent, as compared to the 64
percent figure used by Prescott based on histori-
cd datawith the servicesof consumer durables
included as part of output.

Findly, Parkin, after accounting for measure-
ment error in labor and capital, examines the
connection between changesin the money
supply and variationsover time in the parame:
ters of the model, including productivity shocks.
He findslittle connection, either contemporane-
ously or & leads or lags, between money and the
parameters of the model.

Christianoand Eichenbaum (1988) add
government consumption shocksto an RBC
model to induce shiftsin labor supply. These
shifts,along with shifts in the marginal product
of labor due to technology shocks, might induce
acyclical or mildly procyclical real wage changes,
asin the data. The authors argue that govern-
ment consumption is insufficiently variableto
reduce (by very much) the highly procyclical
movements resulting from productivity shocks.
Further work with preference shocks or technol-
ogy shocks, asin Greenwood, et al., may be
promising in this regard.

Il. Restrictions on
Parameters and
Functional Forms

Several sources of restrictions have been used to
determine the appropriate functional formsand
parameter values, aside from the behavior of the
macroeconomic variablesthat the models seek
to describe:

1. Thefraction of tota time spent working
(and, consequently, the time spent at leisure,
which entersthe utility function) enters most of
the models as a parameter. Some studies, such as
Prescott (1986a), have used the figure of one-
third, while others, such as King, Plosser, and
Rebelo (1988a), have used onefifth based on
historical measurement of average weekly hours
worked in the U.S in the postwar period.
Summers (1986) and Eichenbaum, et al. (1986)
suggest one-sixth, which isclose to the value

found by Parkin (1988).

2. The psychological discount rate entersall
of the models asa parameter (or avariable,asin
Parkin’s model). King, et al. choose this parame:
ter a .988 per quarter to obtain an averagereal
interest rate of 6.5 percent per year. Kydland and
Prescott, Hansen, Greenwood et al., and others
choose discount factorsof .96 percent per year
rather arbitrarily.

3. The rate of capital depreciation entersthe
models as a parameter. Kydland and Prescott
assume a depreciation rate of 10 percent per
year, on the grounds that the steady-state capital
stock would then be about 2.6 times annual out-
put if the real interest rate is4 percent per year,
and this 2.6 figure is close to the historical aver-
age in the United States. Mogt other models also
assume 10 percent. Christiano (1988) assumes
that capital depreciates at 1.83 percent per quar-
ter, in order to try to match average U.S data for
the change in the public and private capital
stock, including consumer durables, as afraction
of output. Greenwood, et a. have avariable
depreciation rate depending on the utilization
rate of capital. They assume that the elagticity of
the depreciation rate with respect to the utiliza
tion rateis 1.42, chosen toyield adeterministic
steady-state rate of depreciation in their model
equal to .10 per year.

4. The margind rate of substitution over time
in consumption, which correspondstothe
degree of relativerisk aversion (say, » ) for inter-
temporally separable utility functions, enters the
models as a parameter. Log utility isfrequently
assumed, as in Kydland and Prescott (1982),
implying that » = 1. Greenwood, et al. report
resultsfor »= 1 and »= 2, based on estimates by
Hansen and Singleton (1983) and Friend and
Blume (1975); Kydland and Prescott (1988)

assume = 1.5.

5. The marginal rate of substitution over time
in leisure isan important parameter of most of
the models. King, et al. (1988a) assume alter-
nately that (a) utility is logarithmicand separable
between consumption and leisure, aswell as
over time, giving avalue of unity for the elagticity
of the marginal utility of leisure with respect to
leisure, or (b) the elasticity of the marginal util-
ity of leisure is-10, based on panel datastudies
reviewed by Pencavel (1986), or (¢) the easticity
is zero, which yieldsa linear utility functionin
leisure and so an infinite intertemporal substitut-
ability of leisure, based on theoretical considera
tions of an economy with indivisiblelabor and
lotteries, examined by Rogerson (1984, 1988)
and Cho and Rogerson (1988).

The latter study examines an economy popu-
lated by familiesin which malesare primary



workerswith an elasticity of intertemporal substi-
tution close to zero, and females have the same
preferences as malesbut, because of the fixed
costs of having both parentsin the labor force,
females have alarger (but finite) elasticity of
intertemporal substitution of labor. The authors
show that, as in Rogerson's earlier work, the
aggregateeconomy behavesas if the elasticity of
substitution were infinite. Thislinear specifica
tion based on Rogerson'swork isalso adopted
by Christiano. Greenwood, et a. choose the
absolute value of the elasticity of margina utility
of labor supply with respect to labor supply to
be .6, based on studies by MaCurdy (1981) and
Heckman and MaCurdy (1980, 1982) that give
estimates of the inverseof this number that
range from .3 for malesto 2.2 for females. The .6
figure chosen by Greenwood, et a. corresponds
to an intertemporal elasticity of substitution of
labor equal to 1.7.

6. labor's share of total GNP is another impor-
tant parameter in existing RBC models. Prescott
estimates the share to be 64 percent, based on
historical datawith the services of consumer
durablesincluded as part of output, and thisfig-
ure has been adopted in other studies aswell.
Without treating services of durables in thisway,
the historical share is higher, around 71 percent
since 1950. This higher figure has been used in
some other studies, such as Greenwood, et al.
Christiano (1988) arguesthat accounting for
measurement error placeslabor'sshare in the
range of 57 percent to 75 percent; he assumes 66
percent.

7. Thevarianceand autocovariancesof produc-
tivity shocks play an important role in most RBC
models. Prescott (1986a) estimates productivity
shocks as the residual sfrom an aggregate Cobb-
Douglas production function, with labor and
capital inputs, estimated in first-differenceform.
He estimates that the standard deviation of these
productivity shocksis 1.2 percent per quarter
between 1955 and 1984, and that the technology
shock is close to a random walk with drift plus
serially uncorrelated measurement error. After a
downward revision (that he arguesis required
because of measurement errorsin the labor and
capital inputs), Prescott ends up with an estimate
of the standard deviation of .763 percent per
quarter, and afirst-order autoregressivecoefti-
cient of .95. Hansen also makes thisassumption.

In Greenwood, et al., productivity shocks affect
only future output from current investment, and
not current output directly. Lessserial correlation
of productivity shocksis required in this model,
in order to replicatethe first-order autocorrela-
tion of output in the U.S data. The authors esti-
mate that the first-order autocorrelation of pro-

ductivity shocks is about .50 per year, while the
figureof .95 per quarter would imply .81 per year.

Still other restrictionsare specificto particular
variations on the prototype RBC model. These
include the relative wage of men and women,
which appears in Cho and Rogerson and is
chosen to be .6 on the basisof evidence from
the Current Population Survey from 1979-84. The
growth rate of the economy is another parameter
that appears in some models. Prescott (1986a)
sets the growth rate at zero, after using the
Hodrick-Prescott filter, on the grounds that the
character of fluctuationsdoes not depend greztly
on the growth rate.

The Kydland-Prescott (1988) model requiresas
parametersthe elasticity of substitution between
inventoriesand other factors of production, and
a production-function parameter that determines
whether variation in total hours occursthrough a
longer workweek or through more employees
per hour; thereis currently little evidence on
which to base choices of such parameters.

Aswill be discussed in section VI, there are
some quantitativedifferencesbetween the United
States, the United Kingdom, and Japan in fear
tures of business cycles. RBC modelsimply that
some of the parameters discussed above should
differ across these countries and that these dif-
ferences should explain the observed differences
in business cycles. There has not yet been much
research devoted todetermining thesedifferences
in parameters and examining whether they suc-
cessfully explain cross-country differences.

lIl. Business Cycles
and Long-Run Growth

A number of economists have recently argued
that the traditional distinction between issues
involving long-run secular growth on the one
hand, and short-term fluctuationsin GNP asso-
ciated with business cycleson the other, ismis
placed, and that business cyclesand long-run
growth are intertwined.

Nelson and Plosser (1982) argue that thereis
asecular or growth component to real GNP that
is nonstationary,and another component that is
stationary. They find that, empirically, the var-
iance of the innovationsto the nonstationary
component is larger —the standard deviations
arefrom one to six timesas large—than the var-
iance of the innovationsto the stationary com-
ponent. Given the assumption that monetary dis
turbances have only temporary effectson real
output, Nelson and Plosser argue that “... real
(nonmonetary) disturbancesare likely to bea
much more important source of output fluctua-



U.S. Business

Cycle Statistics,

1954:10-1982:IVQ

Classified by Hamilton's "Normal
States" and "Recession States"
First-Difference Filter

Normal States Recession States
(103 observations) (36 observations)
Corr. Corr.
Standard with Standard with
Variable Deviation GNP  Deviation GNP
GNP 7% 1.00 9 1aD
Consumption
Total 6 .50 7 45
On sarvices 4 .09 5 21
Nondurables 7 .26 7 27
Fixed
investment 23 A48 2.7 .68
Nonresidentid 2.6 .28 24 74
Structures 2.7 .28 2.7 41
Equipment 35 .23 3.2 76
Average nonfarm
hoursworked 4 .26 4 A2
In mfg. only 8 32 8 21
Employment 6 29 7 45
Productivity =
GNP/total hours .9 .56 1.0 .68

NOTE: Corr. = correlation. Hamilton's recessionstates during this period
are (dates areinclusive) 1957:1Q-1958:1Q, 1960:11Q-1960:IVQ, 1969:111Q-
1970:1IvQ, 1974:1Q-1975:1Q, 1979:11Q-1980:111Q, and 1981:11Q-1982:IVQ.

Other datesin

this period are norma states.

SOURCES Hamilton (1987b) and Citibase.

tions than monetary disturbances.” They also
note that their conclusion “... isstrengthened if
monetary disturbancesareviewed as only one of
several sources of cyclicd disturbances.”
Subsequent work by Campbell and Mankiw
(1987Db), Clark (1987), Cochrane (1986), Evans
(1986), Stock and Watson (1986), and Watson
(1986) hasgenerally corroborated the finding
that real GNP haseither a unit root (a nonstation-
ay component) or a root that iscloseto unity
(the power of thetest for a unit root versusa
root of .96 issmall). However, measures of the
relativesizes of the nonstationary (if it exists)
and stationary componentsvary depending onthe
methods used. Cochrane, for example, finds that
there may be arandom walk component to GNP,
but that itsinnovationvarianceis small relative
tothevariance of the transitory component. The

differencebetween hisfinding and that of Nelson
and Plosser resultslargelyfrom hisuseof informa
tion from autocorrelations at long lags. Cochrane
findsthat the in-sample behavior of real GNP is
represented well by a second-order autoregres-
sive process around a deterministic trend.

Hamilton(1987b) estimatesasimplenonlinear
model of real GNP in which the economy shifts
periodicallyfrom its"normal growth states" into
"recession states” associated with negative aver-
age growth rates. Hamilton's model isan alterna
tiveto the assumption made in most previous
work, that the first-differenceof GNP isalinear
dtationary process (either white noise or purely
deterministic). He uses a time-series model for
real GNPthat invol vesastochastictrend: arandom
walk with drift in which the drift term takesone
of two values,depending on the state of the econ-
omy. The state itsdlf isa stationary Markov proc-
ess. GNP isthe sum of thisstochastic trend com-
ponent and a zero-mean ARIMA(4,1,0) process.

Hamilton's nonlinear model impliesthat a
term is missing from an AR(4) model of the
growth rate of GNP (a standard linear representa:
tion), and that addition of the extratermyieldsa
large and significant coefficient, indicating that
the nonlinear model isa better predictive model
than the linear model.

He finds that, firgt, the dynamicsof GNP dur-
ing recessionsare considerably different from
the dynamics during normal, nonrecession peri-
ods. In particular, the economy is expected to
grow a arate of 1.2 percent per quarter during
normal timesand at a negative rate, -0.4 percent,
during recessions. If the economy isin a normal
state, thereisa 90 percent chancethat it will
remain in the normal state next quarter; if the
economy isin arecession, thereisa 75 percent
chance it will remain in that state next quarter.
Thissuggeststhat there may be differencesin
the"facts’ regarding business cyclesacrossthose
states, and that these facts should be included in
tables that RBC modelsseek to replicate. Table 2
shows that the main differencein correlations
with GNP between normal statesand recessions
occursin nonresidential investment, whichis
much more highly correlated with GNP during
recession states.

Second, Hamilton findsthat business cycles
are associated with large permanent effectson
thelevel of output. When the economy entersa
recession, current output falson averageby 1.5
percent, while the permanent level of output
falsby 3 percent. When the economy isin a
normal state, a1 percent fal in output reduces
permanent output by two-thirds of 1 percent. In
fact, Hamilton's resultsimply that most d the
dynamics of GNP result from switchesin the



state of the economy generating the stochastic
growth component rather than from the ARIMA
processadded to this component.

Finally, he finds that the dating of recessions
estimated by the nonlinear model closely repli-
cates the NBER dating. Hamilton's results suggest
that while business cyclesand long-term growth
are subtly related, they are also separable in that
one can study the switches between states of the
economy, and characteristicsof the recession
states, separately from the characteristicsof the
normal growth state.

King, Plosser, and Rebelo (1988b) argue that it
isinappropriate to study business cyclesand
long-term growth separately for two reasons.
Firgt, business cycles may be changesin the
long-run growth path. Using models based on
Romer (1986) and Lucas (1988), the authors
construct examples of economies in which
purely temporary shocks permanently affect the
level of output. Similarly, permanent shocks (or
policies) can change the economy's long-term
rate of growth. While Hamilton's nonlinear
model suggests that temporary shocks have
permanent effects, it also suggests that business
cyclesdiffer substantially from " normal™ changes
in the long-run growth path.

Second, the authors argue that the characteris
ticsof long-term growth— such as constancy of
growth rates (although see Romer [1986)),
rapidly rising consumption per capitawith con-
stant or only slowly rising leisure per capita, and
the absence of a strong secular trend in the aver-
ageredl interest rae—imply restrictionson forms
of production and utility functionsand on their
parameter values, and that RBC models must be
made consistent with these restrictions.As
McCallum (1989) argues, “... if technical change
wereexogenous, then therewould belittleneces
sary relation between the magnitude of growth
and the extent of cycles, asthey depend on two
different aspects of the technical-progress proc-
ess..” (that is, the mean and the short-term varia
tionsfrom this mean). However, even with exog-
enousgrowth, thereare restrictionson the model
that are required to produce steady-stategrowth,
or large secular increasesin real wageswith a
small reduction in hoursworked, and so on.

IV. Seasonal Fluctuations
and Business Cycles

Barsky and Miron (1988) have shown that
deterministic seasonal fluctuationsin macroeco-
nomic variablesexhibit the same characteristics
(discussed above) asfluctuationsat business
cyclefrequencies. In addition, the seasona fluc-

tuations are large relative to the business-cycle
fluctuations.

Using quarterly data, the authors find that
deterministic seasona fluctuationsaccount for
more than 85 percent of fluctuationsin the
growth rate of real GNP and over haf of the fluc-
tuations in real GNP relative to trend. Similar
measures of the quantitativeimportance of sea
sonal fluctuationsrelativeto business-cycle fluc-
tuations apply to other macroeconomic time se-
ries, such as consumption, investment, the labor
force, hours worked, and so on.

More important, they find that the comove
ments and relativesizes of movementsin var-
ious macroeconomic variablesare similar for
seasonal and business-cyclefluctuations. This
similarity also appliesto the positive comove
ments of monetary aggregatesand real output.
As Barsky and Miron conclude, this"...suggests
the possibility of a unified explanation of both
business cyclesand seasonal cycles.” Miron
(1988) has shown that the same qualitative con-
clusions aso apply to seasona and business
cyclefluctuationsin many other countries.

If one acceptsthe view that business cycles
and seasonal cycles have the same explanation—
and are the results of the same types of distur-
bances aswell as the same propagation
mechanisms— then these results cast doubt on
some popular theories of business cycles. Such
theories include those based on unperceived
monetary disturbances and confusion of sellers
about changes in nominal and relative prices (as
in Lucss [1975, 1982] and Barro [1976, 1980] )
and those based on unanticipated changesin
economic conditions in the face of predeter-
mined nominal wages or prices. The seasonal
changesin averageweather and seasonal occur-
rence of holidays, such as Christmas, are clearly

both perceived and anticipated.
An alternative,weaker, interpretation of the

Barsky-Miron resultsis that businesscyclesand
seasonal fluctuationsare the results of different
underlying disturbances (with the former unan-
ticipated and the | atter anticipated), but that

most of the key features of businesscyclesare
driven by the propagation of these disturbances
through the economy and are largely indepen-
dent of the source of the disturbance. Under this
interpretation, monetary, rather than real, distur-
bances might play an important rolein instigating
business cycles. But RBC analysiswould be
extremely important in trying to understand the
characteristicsof businesscycles, because the
propagation mechanism studied in these models
would be responsible for generating the particu-
lar comovements and relative sizes of movements
of economic variablesthat are observed. In this



sense, the focus on RBC analysisas a means of
determining how disturbances affect the econ-
omy and how they spread through different sec-
tors of the economy over time (the third and
fourth reasons for RBC analysismentioned in the
introduction) would be very important.

V. Criticismsd Real
Business Cycle Models

Severa popular criticismsthat have been levied
against RBC models are presented here, along
with some responses to those criticisms. For
further arguments, see Summers (1986) and
Prescott (1986b).

What Are These
Technology Shocks?

An additional question, posed by Robert Hall
(1988), ishow to interpret periodsinwhich rea
output actualy fals: what are the negative tech-
nology shocks?Summers, having suggested that
oil price changes could constitute such a shock,
citesastudy by Berndt (1981) which concludes
that energy shocks had littlerole in thefal in
manufacturing labor productivity from 1973to
1977. Summers also asks, "What are the sources
of technical regress?Between 1973 and 1977, for
example, both mining and construction dis
played negative ratesof productivity growth. For
smaller sectors of the economy, negative produc-
tivity growth iscommonly observed."

Our inability to document the changesin
technology that produced business cycles may
not be important, however. We can measure the
technical change— upto problems associated
with measuring inputs—by estimating produc-
tion functions. Further, much of the technical
change may occur in forms not easy to under-
stand without specialized knowledge of a partic:
ular industry, and, as Prescott stresses, the sum of
many (nonindependent) technical changesis
the aggregate technical change.

As for reductions in output, there are many
possibilitiesfor technical changes that tempo-
rarily cause reductions in measured aggregate
output, and some that cause permanent reduc-
tions in measured output but increasesin true
total output (which includes unmeasured or
poorly measured components, such as household
production). In addition, it may be unnecessary
to explain the sources of technical regressin an
industry in order to use the measured facts of
that regressto account for economic fluctuations.
As Summers notes, for smaller sectors of the

economy, negative productivity growth iscom-
monly observed. Areall of theseindividual
experiences of negative productivity growth to
be attributed to monetary policy or macroeco-
nomic coordination failuresAWould such a tradi-
tional macroeconomic explanation of these neg-
ative productivity shocks— providingsuch a
guantitative model could even be built—bea
better explanation than an RBC explanation?

There Is Some Evidence
that Money Affects
Red Output

Chrigtianoand Ljunggvist (1988) present simula
tion evidence about thefailureof monetary aggre:
gatesto Granger-cause real output in systems
that have been first-differenced to achieve sta-
tionarity. They find that this phenomenon results
from alack of power caused by first-differencing
the data and by inducing specificationerror. In
contrast, this Granger-causality does typically
show up in systemsestimated in levelsor with
deviationsfrom deterministic linear trends.

These results are important because most rea
sonably specified models in which money affects
real output imply Granger causality from money
to output (though it is possible to construct
examples— perhaps unrealistic ones—inwhich
such Granger causality is absent). The estimates
presented by Christianoand Ljunggvist are, as
they argue, economically aswell as statisticaly
significant: about 18 percent of the conditional
variancein the log of industrial production 12
months into the future isaccounted for by lagged
valuesin (the log of) M1, and thisfigurerisesto
nearly 30 percent at the 48-month horizon.

Other, lessformal, evidence suggests that
money affectsreal output, rea interest rates, and
other real variablesin the short run. In addition,
McCdlum (1985,1986) has argued that mone-
tary policy has been implemented through
interest-rate instruments and that, consequently,
innovationsin monetary aggregates may have no
explanatory power for output once nominal
interest ratesare controlled for, asin Sms (1980,
1982). McCdlum also contends that the explana:
tory power of nominal-interest-rate innovations
may reflect the real effects of money on output.

A statistical association between money and
output, however, does not imply that exogenous
changes in money affect output, rather than vice
versa(or both resulting from some other distur-
bance). Aswas noted in the introduction, the
major component of the money supply that
changes with real output isnot high-powered
money, but bank deposits.



These changesin deposits may be endoge-
nous reponses to changes in output or may be a
joint result of another underlying change. Alter-
natively, RBC models may not account for all
fluctuationsin output, but only a major part of
them, with monetary disturbances accounting for
the remainder. Clearly, RBC models are better
equipped than monetary models to study the
seasonal fluctuationsin aggregate variablesthat
mimic businesscycle behavior.

There Is Evidence
lhat Nominal Prices
Are Sluggish

The implication is that traditional, sluggish-price
macroeconomic models are good models of
aggregate fluctuations. But that implication does
not necessarily follow. Even if nominal pricesare
sluggish (and there is some evidence to that
effect), RBC models might explain most aggre:
gate fluctuationsfor two reasons.

Firgt, in the presence of price sluggishness,
there are incentivesto devel op alternativealloca
tion mechanisms, associated with long-term con-
tractsor other devices, that bypass or supple-
ment the use of pricesin the resource allocation
mechanism. The competitive equilibrium may
closely approximate the solution to an RBC
model if the alternative market mechanisms are
sufficiently well devel oped.

Second, even if sluggish nominal-price
adjustment affectsresource alocation in impor-
tant ways, it may play asubsidiary role to the
features emphasized in RBCs for explaining
aggregate fluctuations, either because the effects
d monetary disturbancesare not largerelative
to the effects of rea disturbances or because, as
discussed in the introduction, the characteristics
of business cycles(once they have begun) are
largely independent of the source of disturbance.

While some evidence supports nominal price
sluggishness, it is largely concentrated on afew
commodities such as newspapers. Moreover,
much of the evidence from microeconomic data
isweak because al characteristics of goods
(including delivery lags, warranties, and quality
control) are not held fixed. In any case, long-
term contracts can involve ex-post settling up
that occurs in waysthat do not show up in the
current price.

The Success of RBC
Models Rests on Incorrect
Parameter Values

Summers argues that RBC maodels have not
explained the data aswell asthey seem to have,
because the parameters they have chosen are
incorrect. For example, he argues that the degree
of intertemporal substitution issmaller than that
assumed in most RBC studies. While Prescott
chooses parameters to make the average red
interest rate 4 percent per year, and King et al.
choose them so that the rate is 6.5 percent per
year, Summers argues that, based on historical
data, the averagereal interest rateiscloser to 1
percent per year. Smilarly, Summers argues that
Prescott'scal culation of the fraction of time spent
working, one-third, is much too large, and
should be closer to onesixth.

Prescott (1986b) hasdefended hischoice (and
the Kydland-Prescott choice) of parameters. He
cites Rogerson'swork (see above) to rationaize
a high degree of intertemporal substitution in
labor at the aggregate level, regardless of its mag-
nitudeat theindividual level. Thefraction of time
spent working in hismodel isthe fraction of time
not devoted to sleep or personal care, so that the
figure onethird would be close to that found
from micro data. Finaly, Prescott's real interest
rateisintended to represent thered rate of return
on capital, which can be measured approximately
from GNP accounts and is about 4 percent per
year, rather than ariskless rea interest rate.

Technical Change Is
Overstated by Prescott's
Measurement

The residualsfrom the production functions that
Prescott has estimated are not, according to this
argument, correctly interpreted as mainly involv-
ing technical change.® There are both neglected
factorsand mismeasured factors.

One argument, made by Summers (1986) and
McCallum (1989), involves|abor-hoarding. When
output islower than normal (for example, due
to afdl in aggregate demand), firmscontinueto
employ workerswho do not actually work much.
The employees are measured asworking, how-
ever, sothelabor input isoverstated when output

3 Actually, Prescott calculates the production functions using a fixed
value of the share parameter, rather than estimating by ordinary least squares.



islow. Smilarly, it is understated when output is
high. Calculation of residuals from a production
function will then yield residuals that are too low
when output is low, and too high when output is
high. If the residualsare incorrectly interpreted
as productivity shocks, these “shocks” will seem
to explain the level of output, when they actually
result from measurement error.

Summers cites astudy by Fay and Medoff
(1985) to argue that this |abor-hoarding
(employment of people who do not really work
during recessions) isquantitatively important.
McCdlum pointsout that the growth literature
following Solow (1957) typicaly found modifica
tions of his procedure that would reducethe
contribution of the disturbances (interpreted as
technical progressin total factor productivity) to
the overal growth in output. McCalum citesa
study by Jorgenson and Griliches that used cor-
rectionsfor "aggregationerrors” and changesin
utilization rates of capital and labor to reducethe
contribution of the residuals from nearly hdf of
the variance of output to only 3 percent.

Prescott (1986b) notes that the Fay-Medoff
study asked plant managers how many extra
workersthey employed in a recent downturn,
rather than how many more extraworkers they
employed in the downturn than in the upturn.
The latter question would be required to deter-
mine the quantitativesignificance of labor-
hoarding. In addition, Prescott points out that
labor-hoarding mayfd! in recessions. firms
would be less reluctant to lay off workersin
recessions because it isless likely that those
workerswould find alternative jobs. If so, the
measurement error in the labor input would
make measured technical change too small
rather than, as Summers argues, too large.

Horning (1988) examinesa model in which
heterogeneous industries experience industry-
specificaswell as aggregate shocks, and shows
that the number of firms hoarding labor is pro-
cyclica whilethe amount of labor hoarded per
firm is countercyclical. Labor-hoarding will result
in overstatement of the size of technology
shocks only if the first effect dominates the
second. Similarly, Kydland (1984) shows that
measured technical change will be too small if
workersare heterogeneous in skillsand that
highly skilled workers have less variability in
weekly hours worked than do low-skilled
workers. More generally, it would be desirable to
have better estimates of technical change from
production function studies, and these could be
incorporated into RBC models.

The RBC Models Fail
Formal Econometric Tests

Theimplication is that the RBC models should
be rejected. The question is, in favor of what?
Rogersonand Rupert (1988) have shown that
very small measurement errors can lead to rejec-
tion of such models, even if the models are
good approximations to redlity.

If modelsare to be used for policy purposes, a
formal policy decision problem should be ana
lyzed to determine whether policymakersare
better off in terms of expected utility when they
make use of RBC models. The models may, for
example, bewrong but give better advicethan
the other incorrect theories. If modelsareto be
used for additional scientific research, then
clearly the models should not be dismissed
entirely when they fail, until they have been
examined for the source of failureand, perhaps,
changed accordingly.

The Models' Implications
for Prices Fail

An example cited by Summersisthe "equity
premium" studied by Mehraand Prescott (1985).
McCdlum (1989) notesthat the observed pro-
cyclicd movements in real wages (see, for
example, Bils [1985]) are smaller than the pro-
cyclical wage movements implied by RBC mod-
elssuch asthat of Kydland and Prescott. Sim-
ilarly, models such as the ones developed by
Greenwood, Hercowitz, and Huffman presuma
bly imply larger procyclica movementsin ex
ante real interest rates than those calculated from
ex post data, as in Mishkin (1981) or based on
survey datafor inflationary expectations.
Prescott(1986b) repliesthat hisrepresentative-
agent RBC model may be poorly designed to
explain the equity premium but iswell designed
for aggregate fluctuations. Nevertheless, a busi-
ness cycle theory that is also consistent with
observations on priceswould be better than
having different modelsfor different purposes.
Kydland and Prescott (1988) report implica:
tions of their model for the cyclica behavior of
thereal interest rate. The behavior of real interest
ratesis, of course, difficult to measure because
inflationary expectations are not well measured.
Similarly, there are notorious problemswith
treating measured average pecuniary compensa
tion at a point in time as a measure of the mar-
ginal product of labor. Thus, Bils (and the other)
evidence may understate the true procyclica
behavior of the marginal product of labor.



The Models Do Not
Explain Involuntary
Unemployment

Involuntary unemployment is generally asserted
tobea"fact" of business cycles. Perhapsit is, but
one can check thetruth of thisclaim only after
the term has been precisely defined. Rogerson's
model with indivisiblelabor is promising in this
regard. Because everyone is alike ex ante, yet
some peopl e find work and others do not, mod-
elslikethis may eventually be able to explain
involuntary unemployment in the sense that a
person without a job is no different in tastes,
experiences, and other characteristicsfrom
someone elsewith a job. Alternatively, RBC
models may haveto be modified to include
some market failuresin order to account ade-
quately for such phenomena.

There Are Large
Nation-Specific
Components to
GNP Fluctuations

| haveargued (Stockman, 1988a) that RBC mod-
€ls based solely on technology shocks seem
unable to account for the empirical finding
(documented in that paper) that there are large
changes in output across dl industriesthat occur
in one country but not in another. Technology
shocks would be more likely to affect a particu-
lar group of industries, irrespectiveof nation (at
least in developed, OECD countries) than to
affect a particular country, irrespectiveof indus
try. Instead, the evidence in my paper suggests
that while technol ogy shocksare important,
some nation-specific disturbances play d least as
largearole in output fluctuations.

Whether these nation-specificdisturbancesare
monetary or "red" (for example, resulting from
fisca policy) remains unclear. It is possible, of
course, that technology is more specificto
nations than to industries, though that seems
unlikely. These conclusions may al so result from
international transmission of aggregate distur-
bances. | discussthese issues briefly in the con-
text of the forma two-country model in section
V1, which illustrates one of the important reasons
for developing multicountry, multisector RBC
models, as outlined in that section.

It is Easy to Produce
Models to Mimic Facts

Summers cites Ptolemaic astronomy asan exam-
ple of how "...manytheories can approximately

mimic any given set of facts; that one theory can
does not mean that it iseven closetoright.” The
assertion isclearly correct in general, but it is
beside the point. Whileit is possible that many
theoriescould replicate the facts of business
cyclesand meet the other criteria of being con-
sistent with basic economic theory, the fact that a
theory isconsistent with the facts raises (and
certainly does not lower) the conditional proba
bility that it isagood and useful theory.

In any case, RBC models such asthose devel-
oped by Kydland and Prescott have set a stan-
dard towhich alternativemodels, including those
with sluggish price adjustmentsand coordination
failures, should aspire: to present a primafacie
case that the model is quantitatively accurate.
The dternative model s favored by Summers and
by other critics of RBC analysismay prove to be
better models of aggregatefluctuations, but
those models asyet have not been devel oped
sufficiently to even enter the race against RBC
models in mimicking the quantitativeas well as
qualitativeaspects of business cycles.4

VI. Outline of a Stripped-
Down Two-Country
ABC Model

This section outlines a two-country version of a
simple RBC model. It illustratesformally the
setup of a prototype model, describes one
method of solvingthe models (as in King,
Plosser,and Rebelo {1988a]), and discusses the
reasons for an international extension of the RBC
model. Frequently,international extensions of
closed-economy macroeconomic models have
little motivation (except, perhaps, to turn one
idea into two papers); there are better reasons
for an international extension in this case.

Thefirst reason isthat RBC models have been
calibrated with asingle set of parametersto
explain asingle set of standard errors and covar-
iances of macroeconomicvariables. Oneway to
improve on the modelsisto add additional vari-
ables, but this requires adding more equations
and more parametersto obtain additional impli-
cations from the models.

A second way to check an RBC model isto
apply the same model to a different set of

B 4 The large econometricmodels do not qualify because they are not true
structural models in the sense of the Lucas critique of econometric policy
evaluation.



macroeconomic facts (standard errors, correla
tions, and so on), using the same criteriafor
choosing parameter values. The differentsets of
macroeconomic factscan be obtained by using
datafrom different countries. Application of the
models to data from other countrieswill there-
fore provide avaluable check on the models, as
Rogoff (1986) also suggested. Differencesin the
characteristics of business cyclesacross countries
are substantial enough to provide powerful
checks on the models, as | will discuss below.

The second reason for an international exten-
sion isthat the RBC models have implications, in
an international setting, for additional variables
such as exports, imports, and the balance of
trade. RBC modelswith multiple sectors can also
be shown to have implicationsfor relative prices,
such astheterms of trade or the relative price of
nontradeables. These additional implicationscan
be checked againgt the data.

In addition, the models can be used to exam-
ine issues associated with the international
transmission of real disturbances, and the effects
on aggregate fluctuations of various government
policies toward international trade. Finaly,
equilibrium models of exchange rates imply
that changes in real and nominal exchange rates
result from "real" shocks; in this sense they are
closaly linked to RBC models.5

Also, like RBC models, equilibrium models of
exchange rates are based on simple dynamic,
stochastic, general-equilibrium models. But the
RBC models have been quantitatively devel oped
(in closed economies) in waysthat the equilib-
rium models of exchange rates have not; appli-
cation of the RBC models to open economies
therefore has the potentia of advancing the
equilibrium exchangerate models and further-
ing our understanding of exchange rates.

There are two categories of differences
between countries: differencesin parameters
and differencesin exogenous disturbances. To
keep the issues associated with international
extensions clear, consider asimple model sim-
ilar tothat in King, Plosser, and Rebelo with
exogenous growth. There isa representative
individual in each country who maximizesthe
expected discounted utility of consumption of
two goods— one produced in each country—
and leisure, 1-N, where N islabor supply and
total timeis normalized to one,

5 See Stockman (1980, 1987, 1988b), Lucas (1982), Stockman and
Svensson (1987), Salyer (1988), and Stockman and Dellas (1988).

D U=2%,7, Bu(C,,C1-N)),

and the foreign representative individua
maximizes

(1*) v* =2,%, Bu(c*,,C*, ,1-N*).

Each country produces only one good, and its
production isdescribed by constant-returns-to-
scale production functions

(2) Y, = 4,F(K,,N,X,)
and

(2*) Y*t= A*,F*(K*t,N*tx*t),

where K, and K*, arechosen at date t -1, and
investment in each country utilizesonly that
country's good, that is,

(3) K,,;= (1-8)K,+ I,
and

(3*) K*t+1 = (1_6 *)K*t+ ]*t’

where K and K * are the foreign and domestic
capital stocks, 6 and & * are depreciation rates,
and | and I * are investments using domestic
and foreign goods.

Thismodel includes some assumptions that
should be relaxed in further work but are made
here for smplicity: that utility functionsare
identical acrosscountries, that countries are
completely specialized in production, and that
al goodsareinternationally traded. Also, the
production functions do not allow onegood to
be used as an input into the other, which pre-
cludes certain typesof sectoral interactionsasin
the model of Long and Plosser (1983).

The resource constraints differ from those of
aclosed economy due to international trade:

4 Cu+Ccry+ =Y,
and

(4%) Gy + C*2t+ I*t = Y*t



Given initial conditions on the capita stock in
each country and weights on domestic versus
foreign utilities (which correspond to relative
wealth positions in competitive equilibrium),
equations (1) through (4) and nonnegativity
constraints on consumption, leisure, labor
supply, and capital stockscan be solved for time
paths of consumption, labor, and capital for
given time paths of the exogenous productivity
disturbances4 A*, X, and X*.

Suppose we adopt the restrictions on prefer-
ences that King, Plosser, and Rebelo argue are
implied by the observation of steady-state
growth, and we assume that the degree of rela
tiverisk-aversionis unity. Then, for the three-
argument utility function postulated here,

(5) u(C,,C,,1-N) =
log(cC)) + log(cC,) + v (1-N),

where »* = 0 and »”* < 0. The production
functions are assumed to be Cobb-Douglas,

(6) Y, = 4, Kfl_a(N/ X4
and

(6*) Y, = A*, K* 4 (N, X)),

al variationsin A are assumed to be temporary,
and al variationsin X are assumed to be per-
manent (explained below).

Definethetransformedvariablesc, = C; /X,
c*1 = CY /X, cy= C/X*, c* = C* /XY,
iz X, i*=I*/X* k=KX, k* = K*/X*,
g=x'/X,andg* = x*’/X*. Then asocia
planning problem for thiseconomy can be
expressed as

(7) Maximize %, 7 B/[w flog (¢;,)
+ log (¢,) + v (1-N}
+ (1-w) {log (¢*1)
+log (¢%,) + v (1-N*)}]

with respect to the sequence{c,, ¢,,, C*,;,
¢y by R N, N¥ 5= 0, .00} for
given utility-weight w, and subject to the
sequence of constraints(with multipliers® and
P *),

(83) Ar Ktl_aNta - Cir - C*lt
- (8 kyuy - (1-8)k,],

(8b) A% k*UN,A — ¢y - Y,
g k¥ - (1-8)8%1,

and the inequality constraints listed above.

Necessary conditions for this problem include
the resource constraints (8), the inequality con-
straints listed above, and

(92) w/c;, = @, = (1-w)/c*,

(9b) w/c,, = ®*, = (1-w)/c*,,

(9c) BP,, (A (N,/k)*+(1-8)] = ®,8,
(9d) B®*,, [A4*,(N*,/k* ) + (1-8)]

= q)*tgx‘
(9e) ®,4,k1°N,%N,= v'(1-N,)

(9F) @ FA* k*-aN*3/N* = o/ (1-N*))

9g) lim,_ . B'P kR, =0

(h) flim, ., B'®* k* ,, = 0.

One undesirable characteristic of the solution
is evident from these conditions: consumption
of each good is perfectly correlated across coun-
tries. This prediction is not borne out by data.
One way to modify the model would be to
include nontraded goods, as in Stockman and
Dellas (1988). Because numerical methodsare
required to solvethe model anyway, it isfeasible
to relax the special assumption imposed in that
paper that utility is separable between traded
and nontraded goods.

In fact, traded goods may haveto be proc-
essed in each country before they are bought
and consumed by a production technology that



includes nontraded goods (such asretailing,
transportationto markets, and storage). Thisfea
ture of traded goods has been emphasized in
work by Kravis and Lipsey (1983) and explains
their strong empirical finding that countries with
higher wealth have higher prices of nontraded
goods and higher pricesof traded goodsat the
retail level. With this modification, trade would
take placein intermediate goodsrather than fina
goods, and fina goods production would occur
in each country with the use of a nontraded fac-
tor, as inJones and Purvis (1983).

Next, define the operator D sothat Dc, isthe
log-deviationof c, from itsstationary steady-state
value, c, that is Dc, = log (¢,/c ). Then take
linear approximations of (9) around these sta
tionary values,

(10a) Dc,, = D¢t ,, = -D?®,

(10b) Dc,, = Dc*,, = -D®*,

(10c) D®,= D®,,,
+ [1- 81 -8)g,)DA,,,
+ a(DN,, - Dk, )]

(10d) D®*,= D®*,,
+ [1-8(1-8)g.1lDA*,,
+ a* (DN*;+1 - Dk*ul)]

(10e) DA, + (1-a)Dk, - (1-a )DN, + D®,
= -(1-N)(»""/v")IN /(1-N )] DN,

(100 DA*,+ (1-a*)Dk*,
- (1-a*)DN*, + D®*,
= —(1-N*)w*"’"/v*")
[N*/(1-N*)] DN *,

(10g) DA+ (1 - a)Dk, + aDN,
= s.,Dcy,+ s, 1+Dc <y,
+ [1-s,-5.]
(8, /(8x_ 1. 8)]Dk,,
+[1-5.,-5.+]
[1-8,/(ge-1+0))Dk,

(10h) DA* + (1 - a*)Dk*, + a*DN*,
= 8.,DC 5, + 5,52 DC 4y,
1500 5.0]
(g,+/(ge+ -1+ 8)IDk*
1= s, = s0u]
(1-g,+/(ge+-1+8)]Dk*,.

Next, solve (10a), (10b), (10e), and (10f) for
the optimal decisions {Dc,, Dc,, Dc*,, Dc*,,
DN, DN *},asfunctions of the statevariables
{Dk,,Dk*,, DA, DA*} and {D®,, D®*,}.
Then substitute these solutions into (10c),
(10d), (10g), and (10h) to obtain the difference
equations

D/et” Dk,
=G + HDA,, + J
D1y, D1,
and
Dk*t+l Dk*l
= G*
D1*1+1 Dl*,

+ H*DA* | + J*DA*,,

each of which isanalogous to the system in
King, Plosser, and Rebelo (1988a), shown there
as havingasolution of the form

Dk, Dk,
= G
D1, D1,
*+ 3. GIHDA, ;.
* 2ja:O Gj]DAt -f



and
DE*, Dk,
-Gg* | D%,
Dr¥, D1*,

+ Zj°=°0 G*fH*DA*,_j+1

+ Zj°=°0 G*U*DA*[_j.

Assume that certainty equivalence holds
approximately and that the vector (D4,, DA *,)’
follows a Markov process,

D4, by D1 |fDA,
= +

prip*|\DA™,

uA1+ 1

*
DA%,y Ugsi+

where u = (u,, u,*) isarandom varigblewith
mean zero and covariance matrix v, . Then the
system can bewritten in the form of afirst-order
difference equation

Dk, , |

DA, _

DA* .,

Dk*,,

By b, b} 0 Dk,

0 p p 0 DA, +

0 p* % 0** DA*,
* * ok %*

0 k%, b5F b |\ Dk,

0

Uar41

Uy 1in

0

Lea w and w* denote (real) wagerrates, let
» and r * denote real interest rates in terms of
good one and good two, respectively,and let
g denote the relative price of good two in terms
of good one. These and the other endogenous
variables(Dc,,, Dc,, , Dc*y,, Dc*,,, DN,,
DN*I’ Dy,, Dy*t’ Dz',, Di*t’ Dw,, Dw*,,
r,~ r,r* -r* Dg,} canthen bewrittenas
linear functions of the state vector

s, = (Dk,, DA,, DA*,, Dk*,)’.

The parametersof this model arethetwo
depreciation rates of capital; the utility-of-labor
functions v () and #*(); the production param-
eters a and a* ;the utility weight « ; the dis
count rate 8; the growth rates g,. and g.*; the
parameters of the Markov process on productiv-
ity shocks, p, , b1 P%, p%; and the covariance
matrix of productivity shocks V,. These param-
eters can be chosen in the ways described above
to match historical observationson growth rates,
labor's share of gross domestic product (GDP),
and so on, and estimated parametersfrom
microeconomic studies (such asthe easticity of
thefunction » (), and to make the model repro-
duce some of the variances and covariances of
key macroeconomic aggregates.

As noted above, the model hasimplicationsfor
the terms of trade, which isthe only "real
exchange rat€'" in the model and is, in real-world
data, very highly correlated with the exchange
rate. Consequently, the model hasimplications
for exchange rates as in the equilibrium models
referred to previoudy. Tables 3 through 8, de-
scribed below, show roughly zero correlations
between GNP and the U.S. dollar exchange rates
of Japan and the United Kingdom. When U.S
GNP iscontrolled for, however, the partia corre
lation between the exchange rateand GNP in
Japan and the United Kingdom risesto the range
of 2t0.3.

Tables3 through 8 display correlations
between some macroeconomic aggregatesand
GDP for Japan and Great Britain, and the corre-
sponding standard errors of thevariables.¢ Baxter
and Stockman (1988) show that these and many
other smilar variancesand covariancesare inde-
pendent of the exchange-rate system, so the
correlationsin the tables refer to the time peri-
ods 1961:1Q-1986:11Q for the United Kingdom
and 1964:1Q-1987:1Q for Japan.

On the other hand, that research also indi-
cated that covariancessuch as these are some-
times very sensitiveto the method of detrending
the data. The tablestherefore present correla
tions with output after each of two types of
detrending: the removal of adeterministic linear
time trend and first-differencing.’ In addition,

B 6 The series presented have been chosen to make the tables analogous
to table 1.

7 Use of the Hodrick-Prescott filter always resulted, with the data used
for these tables, in a correlation bounded by those presented here.



Japanese Business Cycle Statistics,
1964:10-1985:1VQ
First-Difference Filter

: Japanese Buéiness C
1964:1Q-1985:1vVQ
Livnear Trend Filter

T ABLE 4

yole Satistics,

Corr. Corr. Corr. Corr.
with Corr. with with Corr. with
Standard GNP with GNP Standard GNP with GNP
Variable Deviation _(-1) GNP (+1) Variable Deviation (-1 GNP (+1)
GNP 1.8% .03 1.00 .03 GNP 10.5% 98 1.00 .98
Consumption 15 A1 56 01 Consumption 8.9 93 94 93
Investment 32 .08 .70 A7 Investment 156 .95 97 .96
Government 7.8 -1 .18 -.08 Government
spending spending 115 75 .78 .78
Red exports 4.9 -01 10 02 Red exports 139 64 .66 .65
Red imports 56 .05 .08 16 Red imports 216 49 .53 .56
Net exports 4.6 -.07 02 -.18 Netexports 123 -12 -.19 -.26
Average hours Average hours
worked 8 -.01 .30 -.06 worked 28 -.50 -.50 -.53
Total hours Tota hours
worked 10 11 29 .03 worked 33 -35 -.38 -.42
Employment 5 24 .09 A7 Employment 11 24 19 a1
labor force 5 2 .08 A1 labor force 10 19 13 .05
GNP/total hours 1.8 ~.04 : 00 GNP/total hours 12.0 A 96 95
GNP/worker 18 -04 97 -.02 GNP/worker 104 .98 9 .98
Exchangerate 42 .03 -.02 -.03 Exchangerate 10.8 .10 10 .05

NOTE Con. = correlation. Correlationsabove.2 aresignificantat .05;
correlationsabove .27 aredgnificant &t .01.
SOURCES Japanese Centtrd Bark and I nternational Monetary Fund.

the tables show resultsfor the components of
the foreign variablesthat are orthogonal to US
GNP, calculated by taking residuals from an OLS
regression of thevariableson U.S GNP before
applyingthe other filters.

The tablesclearly indicate quantitativediffer-
ences across countries in the characteristicsof
business cycles. The results using the Hodrick-
Prescott filter are closest to those reported in the
tables for the deterministic linear trend filter, so |
focus on those results. The standard deviation of
consumption in the United KingdomandJapan is
about equal to the standard deviation of GNP, in
the United States, the standard deviation of con-
sumption isonly about threefourths that of GNP.

InJapan, the standard deviation of investment
relativeto that of GNP isabout hdf the size of
that ratio in the United Statesor in the United
Kingdom.The relativevariability of the average
number of hoursworked per week inJapan is
also much smaller than in the other two coun-
tries. The standard deviation of the average pro-

NOTE: Corr. = correlation. Corrdaionsabove.2 aresignificant a .05;
correlationsabove .27 are sgnificant a .01.
SOURCES Japanese Centtrd Bark and I nternational Monetary Fund.

ductivity of labor isabout twice aslarge, relative
to that for GNP, inJapan and the United King-
dom as in the United States. Findly, the variabil-
ity of importsexceedsthat of exportsin all coun-
tries. Net exports, as discussed above, are
countercyclical in al three countries.

The correlationswith output also differ. The
most striking differenceisin the correlation
between GNP and the average number of hours
worked per week. In the U.S data, thiscorrela
tion islargeand positive; for the United King-
dom andJapan, it is negative. InJapan, average
hours variation dominates employment variation
so that total hoursworked, calculated by the
product of employment and average hours, is
actually countercyclical. The correlation between
the average productivity of labor and GNPis
much higher in Japan and the United Kingdom
than in the United States.

These differencesmust be explained either by
differencesin parametersor by differencesin the
disturbancesfacing the three economies. Each



Japanese Business Cycle Statistics,

1964:10-1985:1

Vo

Filter: Linear Trend and
Residuals from Projection

onto U.S. GNP
Corr. Corr.
with Corr. with
Standard GNP with GNP
Variable Deviation (-1 GNP (+1)
GNP 9.2% .96 1.00 96
Consumption 85 .83 .90 .88
Investment 136 92 2 .86
Government
spending 118 .70 .76 77
Red exports 15.7 .69 .70 .65
Red imports 228 .61 .61 .56
Net exports 123 -22 -.23 -.20
Average hours
worked 27 -.56 -.59 -61
Tota hours
worked 33 ~44 -46 -48
Employment 11 .07 .08 .05
Labor force 12 .01 .05 .02
GNP/total hours 9.0 .95 .99 94
GNP/worker 9.2 .95 .99 .96
Exchangerate 115 .36 32 .26

NOTE: Corr. = correlation. Correlationsabove .2 are significantat
.05, correlations above .27 are significant at .01.
SOURCES: Japanese Centra Bank, International Monetary Fund,

and Citibase.

explanation has implicationsfor the behavior of
exports, imports, and the trade balance. The
question of whether RBC models like those cur-
rently being analyzed will survive such exten-
sions must await future research.8

8 Other useful extensions of RBC analysis include further research inte-
grating it with growth theory, as emphasized by King, Plosser, and Rebelo
(1988b); the inclusion of private information into the analysis so that fluctua-
tions are not unconstrained-Pareto-optimal; the inclusion of distorting govern-

ment policies such as taxes and regulations (also emphasized by King, et al.);

further examination of the behavior of prices, including interest rates, relative
prices in multisectormodels, and so on; work on heterogeneity and aggrega-

tion problems; and extensions of the theory to include roles for financial inter-

mediaries (and possibly government regulation of them), particularly since
there is evidence connecting intermediation to business cycles.

British Business Cycle Statistics,

T ABLE 6 |

1961:10-1986:110
‘First-Difference Filter

Corr. Corr.
with Corr. with
Standard GNP with GNP
Variable Deviation (-1) GNP (+1)
GNP 17%  -.18 1.00 -.18
Consumption 19 -.03 A7 -15
Investment 44 -22 31 4
Government
spending 22 .16 -.04 -.08
Red exports 9.7 19 .26 -.21
Red imports 4.8 .07 34 -01
Net exports 9.1 16 10 -.22
Average hours
worked 12 -11 .33 .06
Tota hours
worked 15 =14 34 17
Employment 6.5 -11 16 22
labor force 4.6 .06 .03 02
GNP/total hours 1.8 -.10 -.10 -.04
GNP/worker 17 00 a .00
Exchangerate 3.9 13 .03 -.07
Net capital
stock 0.3 .02 .07 .10
Equipment 0.3 -.02 .06 .10
Buildings 0.3 04 .08 10

NOTE: Corr. = correlation.
SOURCES: Bank of England, European Economic Community, and
International Monetary Fund.

Vil. Policy Implications

Should any of the developmentsso far in RBC
anaysisaffect current policy?Obviously, the
answer involvesthe optimal formation of policy
under uncertainty. If the standard macro models,
say with gticky prices, are correct, then monetary
policy can be designed to help, while if the RBC
model s are correct, then monetary policy will
have no effects. It isclearly not correct to argue,
however, that because we do not know which
model iscorrect, we should use monetary policy
asif the standard model were correct: even if it
iswrong, there islittle or no cost in trying it.
That argument iswrong precisely becausethere
may be alarge cost in using monetary policy if
both the standard and the RBC models have



* Brilish Business C

1961
- Filter

- 1961:10-1986
- Linear Trend F

Residuals from Projection

T A B LE 8

British Business cjcld Statistic

:10-1986:11Q - :
: Linear Trend and

onto US. GNP
Corr. Corr. LA
with Corr. with
Sandard GNP with GNP Corr. Corr.

Variable Deviation  (-1) GNP (+1) with Corr. with
GNP 3.5% 88 1.00 .88 Sandard GNP with GNP
Consumption 3.6 71 73 G4 Variable Deviation (1) ~ GNP _(+1)
Investment 9.0 81 88 86 GNP 25% 76 100 76
Government Consumption 25 40 43 23

spending 4.8 56 55 55 Investment 7.3 52 60 67
Red exports  10.2 .38 43 .36 Government
Red imports ~ 12.2 59 66 67 spending 5.2 46 46 38
Net exports 9.6 -36 -39 - 47 Redl exports  10.5 37 42 27
Ava'we hours Red Imports 11.6 .60 .65 .60

worked 22 -.29 -27 -.33 Net exports 9.6 -.33 -.33 —42
Tota hours Average hours

worked 27 A3 22 22 worked 2.2 -.18 -15 -20
Employment 1.9 58 .65 71 Tota hours
labor force 1.4 -03% ~03 -.03 worked 30 -15 -.06 -.04
GNP/total hours 3.9 68 73 63 Employment 2.0 -.04 01 .08
GNP/worker 26 73 83 63 | abor force 14 =22 -19 -.15
Exchangerate 11.8 06 -12 -a7 GNP/total hours 4.1 59 67 51
Net capital GNP/worker 32 .62 77 .54

stock 35 .78 .79 .79 Exchangerate 12.6 .27 27 .25

Equipment 34 .76 g7 7 Net capital

Buildings 3.8 .79 .80 .80 stock 3.6 43 46 41
NOTE: Corr. = correlation. quipment 32 45 A48 42
SOURCES: Bank of England, European Economic Community, and Build ngs 38 41 45 40
International Monetary Fund. NOTE: Corr. = correlation.

SOURCES: Bank of England, European Economic Community,

|
Intern

some explanatory power for business cycles. The
cost isthe distortion introduced into the econ-
omy if monetary policy does havereal effectsbut
isused in responsetoareal shock for which the
economy isresponding in an optimal way.

If policymakerswant to use monetary policy
for short-run stabilizationrather than solely for
longer-term inflation goal s, they should base
monetary policy on some indicators of the source
of disturbances. If a previouschange in the
money supply hasled to a change in output, and
if there istime to reversethe money supply
change to avoid the output change, then that
reversal will reduce the inefficiency.

ational Monetary Fund, and Citibase.

Similarly, if the economy is responding in an
inefficient manner to some disturbance, and if
monetary policy can help reduce the ineffi-
ciency, then it may be reasonable for policy to
doso. But if the change in output isan optimal
response to areal disturbance, then monetary
policy will only introduce inefficiencies.

If policymakerscould be sure of the source of
disturbances, then they could use that informa
tion to formulatepolicy. Of course, they cannot
be sure of the source. Therefore, an optimal sta
tigtical decision framework should be used for
policy. Thisinvolvesusing existing information
to try to determine, in the best way possible, the



source of the disturbance, and using some esti-
mates of the effects of money on output and of
the losses from an inefficient level of output to
set monetary control variablesin the face of
uncertainty.

The contribution of RBC theory has been to
show that many aggregate fluctuations can pos-
sibly be viewed as optimal responsesto external
disturbances. If monetary policy isto be con-
ducted with agoal of short-run stabilization,
policymakersshould use the informationin RBC
modelsto try to avoid interfering with these
optimal responses.

Oneway to use the information would beto
use aset of estimates similar to those in Christi-
ano and Ljunggvist (1988), along with estimates
of the difference between actual GNP and that
predicted by RBC models, to infer the probabil-
ity that the economy is responding optimally to a
disturbance—as RBC models would predict—or
whether it isresponding, presumably ineffi-
ciently,to a monetary disturbance. The greater
the likelihood that the fluctuation in GNP can be
explained by the RBC model, the weaker the
case for activist monetary policy, and viceversa
Of course, this presumes that the existing class
of RBC models, in which the economy responds
to disturbances in an optimal way, providesa
good description of the response.

An dternative possibility is that disturbances
are real rather than monetary in nature, but that
the responses of the economy are suboptimal
dueto market failuresof somekind.? This
appearsto place a caveat on the policy discus
sion here. But the caveat is not particularly
strong, given the current state of knowledge, for
severa reasons. Fird, there isthe question of
whether government — particularly monetary
policymakers — can do anything to improve
welfare in suboptimal rea business cycles, or to
lessen the magnitude of business cycles (if that
would improve welfare). Can monetary policy
be of any use here, or must the government pol-
icies, if any are useful at dl in thisregard, be
real ?Second, attempts at such policies might do
more harm than good in our current state of
knowledge, even if they might be useful in the
future. Third, there isthe question of how much
weight should be placed on the view that the
economy responds in suboptimal waysto red
disturbances. Inclusion of these featuresin RBC
models has not been necessary to yield the
degree of fit obtained so far.

W 9 These failures might involve externalities or inefficiencies resulting from
government policies such as distorting taxation, unemployment insurance,
effects of Social Security on savings, or government regulations.

Isthere any reason to think that in the future
RBC model swill advance particularly by introduc-
ing these features, or is the tendency to include
them more the result of a particular political
propensity? No quantitative RBC model hasyet
been developed along these lines. 1

Multicountry models such asthe one outlined
in section VI would berequired to determine the
appropriate policy response to a foreign shock. A
forei gn disturbancethat inducesinefficientaggre
gatefluctuationsin that country might also induce
inefficienciesin the U.S economy and therefore
warrant a domestic policy response. Alternatively,
such aforeign disturbance might change oppor-
tunities only in the U.S economy and result in
efficient reactionsto the inefficient foreign fluc-
tuations, which would not warrant a domestic
policy response. Further research on interna
tional transmissionis required to determine the
best policy response to foreign disturbances.

| do not want to minimize the difficultiesin
using RBC analysis, in its current state, to deter-
mine whether a policy response might be
appropriate. But the existence of these difficul-
ties neither precludesthe use of the modelsin
their current state nor warrantsignoring the evi-
dence that, given current models, businesscycle
phenomena can be quantitativelyexplained at
least aswell asan optimal response than asa
suboptimal response to exogenous disturbances.

Prescott (1986a) states that the key policy
implications of hisresearch are that costly efforts
a stabilization policy are likely to be counter-
productive, because they may reduce the rate of
technological change, and that economic fluctua

tionsare optimal responses to uncertainty in the
rate of technological change. He also contends
that optimal policies should be designed to
affect the long-run rate of technological change,
but that the precise designs of institutions and
policiesrequires further research on the deter-
minants of technical progress. Given the current
evidence on inflation and long-term economic
growth, this conclusion supports a monetary pol-
icy geared toward low inflationand with less
concern about fluctuationsin real GNP.! Fortu-
nately, this conclusion is consistent with the one
based on stabilization considerations.

10 The most promising modifications in this regard may be the
introductionof imperfect competition as in Hall (1988). However, in this case,
it is not clear that monetary policy would have a role in an optimal policy
response to external disturbances.

W 11 See Gavin and Stockman (1988).
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