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ECONOMIC REVIEW

Concentration and
Profitability in Non-MSA
Banking Markets

by Gary Whalen

Introduction

Until quite recently, industrial-organizationecon-
omigts, bank regulators,and the Justice Depart:
ment shared the view that market structure, that is,
the number and size distribution of competitorsin
amarket, isthe primary determinant of the con-
duct and performancedf banks operating in that
market. More particularly, the traditional structur-
digt view isthat the greater the share of the mar-
ket controlled by the largest competitorsor,
dternatively, the higher the market concentration,
the greater the likelihood that the firmswill be
ableto agree collusively to raise pricesabove
costs and so earn supranormal or monopoly
profits.

Concentrationand bank profitability
have been found to be positively related in a
number of empirical studies,and thesefindings
have been interpreted by structuraistsas evi-
dence that their position is correct.’

The presumption that the structur-
digt view isvdid isreflected in theJustice
Department's merger guidelines,which are used
by regulatorsto identify bank acquisitionsand
mergerslikely to have anti-competitiveeffects. In
essence, the guidelinesgenerdly proscribe bank
regulatorsfrom approving acquisitionsand
mergersthat would cause market concentration
to rise above an assumed critica collusion-
faciliteting leve.

| ]. See. for example, Rhoades (1982).
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In the 1980s, however, a number
of legd, regulatory, and technologica develop-
mentsand additional theoretical and empirica
work have raised questions about the appropri-
atenessdf using the structurdist paradigmas a
basisfor antitrust policy. In particular, the grow-
ing importancedf potential competitorsin an
increasingly deregul ated environment has been
emphasized by critics of the traditional view.2

Other critics have suggested that
the positive rel ationship between concentration
and profitability found in previousempirica stud-
ies may not be attributableto collusion and does
not necessarily indicate unidirectional causation
running from structureto performance.3They
suggest that performance determines market
gtructure rather than the reverse. One author has
dubbed thisthe "efficient structure” hypothesis.*
Superior efficiency, management, or luck cause
firmsto be profitable and to increase their market
share, resulting in market concentration. Market
share, a proxy for relaive firm efficiency, isthus
positively related to profitability. The positive
rel ationship between concentrationand profita
bility is spuriousand ssimply reflects the correla
tion between market share and concentration.

..........................................

For a discussion of these developments and their implications,

see McCall and McFadyen (1986) See also the work on contest-
able market theory in Baumol, et al. (1982) and the discussion of lhe
structuralist view in Brozen (1982).

3 See Demsetz (1974) and Smirfock (1985)

4 Smirlock, op. cit.




This study represents an attempt to
provide additional insight on the nature of there
| ationship between market structureand bank per-
formance. Specifically, the relationship between
bank profitability and concentration will be exam-
ined using recent datafor a sample of 191 institu-
tions drawn from non-metropolitan satistica area
(MSA) counties in Ohio and Pennsylvania.

In thefollowing section, somecriti-
cismsaf the traditional view will be discussed
and previousempirical studieswill be briefly
reviewed. Next, the data and sample design will
be discussed. In the fourth section, the datawill
be analyzed in several ways. Findly, a summary of
the resultsand conclusionswill be presented.

I. Problemswith the Traditional View

The traditional structuralist view reflectssevera
implicit assumptions that appear to be question-
able. Thefirgt isthat creatingand enforcingtacit
collusive agreementsiis relatively easy. For a col-
lusiveagreement to be stable, participating firms
must institute some mechanismto set and adjust
price(s) and allocate market shares. Thisis not a
trivid exercise, particularlyfor banks, which are
multi product firms selling complex, heterogene:
ous products and servicesin a number of differ-
ent geographic markets.

The second is that technol ogical
conditions, regulation, other barriersto entry, or
the threat of predation allow colluding firmsin
concentrated marketsto disregard potential com-
petitors. Concentration-related monopoly power
and profitscan exist and persist only when entry
by potential competitorscan be effectively pre
vented by incumbent firms. In recent work, theo-
rists have demonstrated that when barriersto
market entry and exit are low, or a market is con-
testable, it is possible to have outcomes approx-
imating those of perfect competition even if the
number of actual competitorsis quite small or
concentration ishigh.

Geographicand product market
barriersto competition faced by banksand other
financia intermediariesadmittedlywere formid-
able prior to the 1980s. Price competition was
constrained by interest rate ceilings on deposits
and on some types of loansaswell. However,
thissituation has changed dramaticallyin the past
few years. Intrastate and interstate barriersto geo-
graphic expansion by commercia banksand by
savingsand loan institutions(S&Ls) have been
removed in alarge number of states. Remaining
barriers have been circumventedin variousways

..........................................

| S See Baumol, et al., op. cit
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(with loan production officesand nonbanking
holding company subsidiaries,for example). The
Monetary Control Ad of 1980 and the Garn-St
Germain Ad of 1982 essentialy allow S&Ls to
offer dl the financial productsand services of
commercial banks. Largely unregulated nonbank
financial companies also now compete aggres
svely for both loan and deposit customers of
banks. In addition, the increasing sophistication
and declining cost of computer and telecommu-
nicationstechnol ogy have made it possible for
financial institutionsto compete effectivelyin a
geographic areawithout an extensiveinvestment
in brick and mortar offices. Financia intermediar-
iesalso now are basically freeto compete on a
price aswell asa nonprice basis.

These developments have made it
much easier for banks and other types of
financial-servicesprovidersto compete for cus
tomersin any given local loan or deposit market.
The implicationisthat market structure may not
be the primary determinant of bank performance
in the current environment.

H. Review of Previous Empirical Studies
Comprehensive reviews of structure-performance
studiesin banking published prior to 1984 have
been done by Rhoades (1982) and Gilbert (1984).
Although the two authors reviewed many of the
same studies, their evaluation of the empirical
evidence differs considerably. The former con-
cluded that the results suggest that bank market
structure influencesboth profit and price perfor-
mance in the manner predicted by the structural-
ist paradigm. The latter concluded that the results
do not consistentlysupport or rgect the hypothe:
sisthat market concentration influencesbank per-
formance. Both concur that where a significant
positive concentrationimpact on pricesor profit-
ability wasfound, the magnitude of the impact
wastypically dight. Gilbert emphasizesthat the
positiveimpact does not necessarily imply that
collusion isthe cause.

More recent studiesof the structure-
performance relationship have been done by
Burke and Rhoades (1985), Smirlock (1985),
Smirlock and Brown (1986), and Whalen (1986).
Burke and Rhoadesexplore the relationship
between bank profitability averaged over the
1980-84 interval and the number of bank compet-
itorsfaced using a national sample of more than
7600 institutions. Fird, they calculateand com-
pare mean profit ratesfor sample banks operating
in 1-bank, 2-bank, 3-bank and 4-bank non-MSA
marketsand MSA marketsand find results con-
sistent with the traditional structuralistview. The
mean profitabilityof banksin 1-bank marketsis
significantlygreater than the means of the other
classifications.Consistent resultswere found for



the other non-MSA markets (that is, mean returns
in 2-bank marketsare above those in markets
with alarger number of competitors,and so on).
Burke and Rhoades also explore the relationship
between their profitabilityvariableand a binary
market structurevariable (equal to onefor MSA
banks, equal to zero otherwise) using regression
analysis. Additiona nonstructural control varia
blesare also employed in the regression. Again,
the resultsare in line with the traditional view.
The estimated coefficient on the market structure
variableis negative and significant,indicating
banks operating in urban marketswith large num-
bers of competitors are less profitablethan rural-
market banksfacing four or fewer competitors.

The authors conclude that the re
sultssuggest "...banksin monopoalistically or oli-
gopolisticaly structured marketslikely pay lower
rates on deposits, charge higher rateson loans
and services, or both... [suggesting] that out-of-
market and limited-purpose competitorsdo not
provide effective competition to banksin highly
concentrated markets. Such marketsare appar-
ently not contestabl e probably because barriersto
entry exist in real-world markets.”s

Although the resultswere inter-
preted by theauthors as support for the traditional
structure-performanceview, aternative explana
tionsfor the findingsexist. In particular, the sig-
nificant differencesin mean returnsmay belargely
duetotemporary regional differencesin economic
activity rather than differencesin the number of
competing banks faced in local markets. Mean
returns were calculatedfor each sample bank
over the 1980-84 interval. Over the firg three
yearsof this period, the energy and agricultural
sectorswere booming. As a result, banks located
in agricultura and energy-producing stateswere
highly profitable. Coincidentally, many of these
states have redtrictive geographic branching laws
and so have a relatively large number of local
marketswith few competing banks. Thus, it is
possible that loca economic conditions rather
than the number of competitors are responsible
for the observed differencesin mean bank profit-
ability in the sample.

In the regressionanalysis, the
authors attempt to control for other factors
thought to impact bank profitability. However,
several potentially important variableswere not
included and may have affected the reported
results. In particular, no thrift-presencevariable
was employed even though S&Ls possessed
much the same powers as banks after 1982. Also,
a bank-market-sharevariablewas not employed.

..........................................

| 6 Burke and Rhoades (1985). p. 11.
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As noted above, it has been argued by some that
the positive relationship between profitabilityand
market concentrationfound in empirical studies
isspurious and will not be evident if differences
in market share are taken into account.'

Findly, it isnot clear that the report-
ed results suggest that potential competition is
unimportant. The mean returns used in the t-tests
are computed for each market type using dl such
banks in the sample. That is, banksin each
classare pooled regardiess of differencesin state
branching laws. Since differencesin bank branch-
ing restrictionsshould have an important impact
on the intensity of potential competition, the
mean-profitability test results do not provideany
insight on the potency of thisforce. In fact, the
regression results do provide support for the
hypothesisthat potential competition isimpor-
tant. Specifically, the two state branching dum-
mies included in the estimated equation (for unit
banking and limited branching states) have posi-
tive sgnificant coefficients, indicatingthat bank
profitabilityis higher in stateswith branching
restrictions.

Smirlock (1985) usesregression
andysisto investigatethe profitability-
concentration relationship using a sample of
more than 2,700 banks drawn from unit-banking
statesin the Tenth Federal Resarve Didtrict. The
relationshipwas examined for asingle year, 1978.
In essence, the study represents an attempt to
determine if a positive concentration-profitability
relationship remainsevident when a bank-market-
share variable isalso included in the estimated
equation. If it does, it suggeststhat the traditiona
view isthe correct one. If not, and if the market-
sharevariableis sgnificant, it suggeststhat the
"efficient structure” hypothesisis correct. The
market structurevariable used wasthe three-bank-
concentration ratio. The market-sharevariableis
each bank's share of commercial bank market
deposits. Severd other additional common con-
trol variablesare al so employed.

Smirlock concludes that the regres
sion resultssupport the efficient structure rather
than the traditional concentration-collusionview.
Market share is pogitively and significantly related
to profitability even when concentration isinclud-
ed in the estimated equation. However, he finds
asignificant positive concentration-profitability
relationship only when the market-sharevariable
isomitted from the estimated equation. When
both are included, the coefficient on the concen-
tration variable becomes insignificant.

l 7 See the discussionin Smirlock, op. cit., pp. 70-71.



In the later Smirlock and Brown
(1986) paper,additiona empirica evidencein sup-
port o the efficient structure hypothesisis pre
sented. The same sampledf banksis used to esti-
mate severd variantsof a profit function. If the
traditiona concentration-collusionhypothesisis
valid, the expectation is that secondary or fringe
firmswill act as pricesetters. Conversdy, if the ef-
ficient structure hypothesisisvdid, thefringe
firmsshould act as pricetakers. Leading firms may
act as pricesetters under either hypothesis. The
profit function can be, and is, used to test whether
afirm isa pricesetter or pricetaker. The estima
tion resultsindicate that leading firms exhibit
pricesetting behavior, while secondary "fringe"
firmsact as pricetakers, regardiessdf market
concentration. Further, there is no evidencethat
collusion increaseswith market concentration.

The study by Whalen (1986) repre
sentsa smple attempt to examinethe relation
ship between the number of banks competing in
amarket and bank profitability for asample of
banks drawn from Ohio and Pennsylvaniaover
the 1976-85 interva. The study was designed to
provideinsght on whether potential competition
had become an effective disciplinary force over
the pagt decade. Both states liberalized their
bank-branchinglaws over the period of observa
tion. Further, thriftsare an important forcein
both states, and possessed essentidly dl the
powersd banks after 1982. Thus, barriersto
competition were presumably lower & the end of
the period than they were a the outset.

Following the approach of Burke
and Rhoades, sampl e banks were classfied
according to the number of competing banks
faced in the market. Three classeswere created
for non-MSA banks: 1-3 competing banks, 4-6
competing banks, and 7 or more competing
banks. A separate class was created for M3
banks. Meen returnswere calculatedfor the
banksin each classfor three subperiods: 1976-78,
1979-81, and 1982-85. If the traditiona
concentration-collusion hypothesisisvalid, the
meen profitability of banks operating in highly
concentrated markets should be sgnificantly
higher than for banks operating in markets with
larger numbersaof actua competitorsin each of
the threesubintervals.

Empiricd support for thetraditional
viewwasfound only in thefird time period, be
fore relaxation of either state's bank branching
lawsand the expansion of S&L asset and liability
powers. The findingssuggest thet the lowering of
barriersto actua and potential competition during
the lagt two subintervalslargdy eliminated any
concentration-rel atedimpact on bank profitability.

Thus, researchers have found sup-
port for the concentration-collusionhypothesisin
only one d thefour most recent empirical studies
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o the structure-performancerelationship in bank-
ing8 Further, it is not clear that the results o this
one supportive study demonstratethat the higher
profitability observed in concentrated marketsis
dueto collusion. A deficiency of dl of the studies
isthat the market presence o thrift ingtitutionsis
not taken into account.

II. Sample and M ethodology

The structure-performancerelationship is reex-
amined in thisstudy, using asampleof 191 non-
M3\ bankslocated in Ohio and Pennsylvania
NonMSA banks are studied because potential
competitionshould be rdatively wesk in such
aress, and so the sample islikdly to provide evi-
dencein favor of the concentration-collusion
hypothess—if it isin fact vaid.

The relationship isinvestigated
over the 1982-84 interval. This period was chosen
for severd reasons. Bank branching restrictionsin
both stateswere liberalized by early 1982.
Further, the 1982 Garn-St Germain Ad had given
S&Ls essentidly the same asset and liability pow-
ersas commercia banks. Bath of these develop-
ments should have intensified potential aswell as
actua competitionin loca banking marketsin
both states. Thus, the sample may indicate if
these devel opments, in conjunction with techno-
logicd changesin the fundsinformation transfer
area, have rendered rura banking markets
contestable.

The particular banks analyzed were
selected in the following way. In each State, dl
singlemarket banksin continuousoperation over
the 1976-85 interval headquartered in non-MSA
countieswereincluded. Singlemarket banks are
thosewith dl their offices located within their
home office county. The presumption isthat non-
M3\ counties approximate rural banking markets.
The sample must be restricted to singlemarket
banks so that market structure can be related to
profitsearned in that market.

The profitability measureemployed
isannual return on assets (net income efter taxes,
before securities transactions, divided by average
total assets) averaged over the 1982-84 interva.

Two other interesting studies provide evidence that market con-

centration need not result in anticompetitive bank performance.
Hannan (1979) finds a significant relationship between a potential
entrant variable and the rate paid on savings deposits in local markets in
Pennsylvania. Shaffer (1982) obtains estimates of the elasticity of bank
gross revenue with respect to input prices and concludes that the results
indicate that the banking markets he studied are neither perfectly com-
petitive nor monopolistic. He finds that the coefficient on a concentration
variable in his estimated equation is insignificantand concludes that the
competitive forces preventingmonopolistic conduct were primarily poten-
tial rather than actual or that the concentrationmeasure did not ade-
quately proxy actual competition.




Mean ROA by Market Concentration Level

(Banks only)

Maket concentration MenROA SD.ROA T-Stat
HHI < 1800 (N=62) 1.179 0.529 1.89
HHI > 1800 (N=129) 1.015 0.621

HHI < 2000 (N=71) 1171 0.512 195
HHI = 2000 (N=120) 1.001 0.635

HHI < 2500 (N=104) 1.116 0.599 1.22
HHI > 2500 (N=87) 1.011 0.591

HHI < 3000 (N=133) 1101 0591 1.15
HHI > 3000 (N=58) 0.992 0.606

HHI < 3500(N=155) 1.078 0.602 0.51
HHI = 3500 (N=36) 1.023 0.575

SOURCE: Author'scaaulaions besed an Repartsd Incomeand Condition,
Board d Govanarsd the Fedard Reserve Sydam;and 1 Summary @ De-

jposit Data, FDIC.

TABLE 1

The deposit datafor the sample banksand the

non-MSA markets comes from the FDIC Summary

of Depositstape.

The deposit datawere used to gen-

erate Herfindahl-Hirschmanindexes (HHI) of

market concentration for the sample banks, both
excluding and including S&Ls.? Others have used

L |
Mean ROA by Market Concentration Leve

(Banksand S&Ls)

Maket concentration MenROA SD.ROA T-Stat
HHI < 1800 (N=109) 1.094 0.594 0.70
HHI > 1800 (N=82) 1.033 0.600

HHI < 2000 (N=129) 1.100 0.598 1.09
HHI = 2000 (N=62) 1.001 0.590

HHI < 2500 (N=153) 1.087 0.599 0.90
HHI = 2500 (N=38) 0.991 0.585

HHI < 3000 (N=170) 1.055 0.618 -1.27
HHI = 3000 (N=21) 1173 0.368

HHI < 3500 (N=180) 1.061 0.607 -1.08
HHI > 3500 (N=11) 1.190 0.368

SOURCE: Author'scaculations, bessd an Repartsd Inoomeand Condition,
Board d Govamorsd the Federal Reserve Sy and an Summary Of De:

[pasit Data, FDIC.

TABLE 2

..........................................

The HHI index is the sum of the squared market shares of firms
competing in a market. The HHI takes on its maximum value of
10,000 in monopoly markets.

10 The three-firm-concentration ralio is typically employed.
Stated reasons for its use are ease of computation and

tendency to exhibit the significant positive relationship between concen-
tration and profitability predicted by structuralists.
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alternativeconcentration measuresfor various
reasons.®® The HHI was employed because thisis
the measure used by the Justice Department and
the bank regulatory agenciesin implementing
antitrust policy in banking.

The relationship between concen-
tration and bank profitability is investigated in
two ways. First, mean returns are cal cul ated for
the sample banks after the sample has been split
into two concentration categories— “high” and
"low"--that are defined in a variety of ways. If the
concentration-collusion hypothesisis correct, the
mean return of the high-concentration class
should be significantly greater than that of the
low-concentration class.

Since this approach does not con-
trol for other factorsthat may impact bank profit-
ability, regression equations similar to those
employed by others are also estimated. The defi-
nitions of the variablesemployed in the regres
sions appear in the appendix. Specificaly, the
bank profitability variable was regressed on a
measure of bank size, a multibank holding com-
pany (MBHC) filiation dummy, a market-size
variable, market deposit growth, and the S&L
share of total market deposits, in addition to bank
market share and market concentration.

Thetraditional view impliesthat the
estimated coefficient on the market-concentration
variable should be positive and significant when
other independent variablesare included in the
equation, including afirm market-sharevariable.

The bank-size variableisincluded
to determine if larger banks realize scale econo-
miesor have diversification opportunities not
availableto smaller competitors. If size does
confer advantages, the sign of the estimated coef-
ficient should be positive.

If MBHC affiliation allowssubsidiary
banksto realize performance advantagesrelative
to independent competitors, the estimated coeffi-
cient of the MBHC dummy should be positive.

The market-sizevariableisincluded
because rura marketsin thesamplevary greatly in
size. It has been suggested that this variable prox-
ies ease of market entry. If thisisthe case, the ex-
pected sign of the coefficient should be negative.

The market-growthvariable is em-
ployed to proxy the strength of demand for bank-
ing servicesin each market relativeto supply.
Rapid market growth suggestsrobust demand,
and so the estimated coefficient on thisvariable
is expected to be positive.

The &L variableis used to proxy
theintensity of nonbank competition in each mar-
ket. Presumably, the higher the S&L share of mar-
ket deposits, the greater their competitive impact
and the lower the level of bank profitability.
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. ________________________]
Regression Results
Independent variables

Equation HB MSB BSize Mkt MG SL9 MBHC Condant
(1) -.000007 -.00073 00027 -.00006 -.00815 1207 1.179
(-0.17) (-253) (1.65) (-0.51) (-2.71) (0.82) (7.20)

R2 F

025 1.80
2 .00798 -00341 00051 -.00005 -00791 .1438 1.012
(1.96) (-1.81) (2.75) (-0.44) (-2.65) (0.98) (7.68)

R2 F

045 247
3) -.000122 01682 -.00548 00054 -.00004 -00715 1732 1.221
(-221) (2.97) (-2.63) (2.93) (-031) (241 (1.19) (7.58)

R? F

064 2.87

'The dependent variablein each equation is bank return on assets averaged over the 1982-84 interval.
SOURCE: Author's calculations, based on Reports of Income and Condition, Board of Governorsof the Federal ReserveSystem; and on

Summary of Deposit Data, FDIC.
|

TABLE 3

IV. Results
Mean returnsfor the sample banks, broken down
by concentration class, appear in table 1. The
concentrationmeasuresin table 1 arecalculated usng
only the commercial banks operating in the mar-
ket. The firg dichotomy, using HHI equal to 1800
asthe breakpoint, reflectstheJustice Department's
definitionof a highly concentrated banking mar-
ket, presumably proneto collusion.The other bregk-
downs represent an attempt to determine if there
issome higher level of market concentration a
which supranormal bank profits become evident.

The resultsdo not support the
concentration-collusionhypothesis. In particular,
for al breakdownsexamined, mean profitability
is higher for banksin the low-concentration class.
T-testsindicate that the observed differencesin
mean returns are statistically significant for the
HHI=1800 and HHI=2000 breakdowns.

The results differ somewhat if S&Ls
are considered. These results appear in table 2.
Onceagain,for HHI breakdownsup to 2500, mean
returnsare higher for the low-concentration class
than they arefor the more concentrated one.
When the HHI breakpoint is 3000, mean returns
are higher for banksin the more-concentrated
class. However, none of the differencesin mean
returnsare atisticaly significant. Thus, the
resultsdo not support the traditional view.

Theregressionresultsare presented
intables3and4.1* Onceagain,theconcentration-
collusion hypothesisis not supported. Instead,
the results mirror those of Smirlock and suggest
that the efficient structureview isthe correct one.
Specificaly, whether S&Ls are included in the
concentrationand market-sharecal culation or
not, the concentrationvariable has a negative,

insignificantcoefficient when the market-share
variableis excluded from the estimated equation.
When a market-sharevariableisalso employed,
the concentration-variabl ecoefficient remains
negative and becomessignificant. The estimated
coefficient on the market-sharevariableis con-
sistently positiveand significant in equations with
and without a concentration variable.

These resultsare not sengitive to
the concentration measure employed. When the
threefirm concentrationratio is used, similar
results are obtained, both when thriftsare
included and excluded.

The reasonsfor the negative, sig-
nificant coefficient on the concentration variable
in several of the estimated equations are unclear,
although asimilar result was reported in Smirlock
(1985). One possible explanation is that non-
price competition may be more intense in more
concentrated marketsand so bank profitabilityis
lower. Another isthat managersin more concen-
trated marketscan more easily engage in
expense-preference behavior and so bank costs
in such marketsare higher and profitabilityis
lower.2 Some researchershave suggested that
managersin concentrated marketswill limit the
amount of risksthey take (i.e., choose the " quiet
life") and so could earn lower returns.* Other

A formal test was conducted to determine if it was appro-
]. priate to pool the Ohio and Pennsylvania banks. The calcu-
lated F-statistic was roughly 0.50, which is well below the critical level,
and so pooling was deemed acceptable.

1 For a discussion of expense-preference behavior, see
Edwards (1977).

1 The possibility that managers might opt for the "quiet life" in
concentrated markets is explored in Heggestad (1977).
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]
Regresson Reaults*
Independent variables

Equation HS MSS BSize Mkt MG SLS MBHC Constant
¢} -.000001 -00078 00028 -00006  -.00816 1205 1.156
( 0.02) (-0.58) (1.71) (-0.52) (-2.60) (0.82) (6.18)
R? F
025 179
€3] .00893 -00288 00050 -00005  -.00627 1423 0.979
(1.89) (-1.66) (2.70) (-042) (-1.99) (0.97) 6.77)
R?2 F
043 2.42
(3) -000175  .02063 - 00489 00052 -00003  -.00666 1559 1.234
(-2.17) (2:88) (-251) (2.85) (-0.26) (-2.14) (1.08) (6.66)
R? F
062 279

*The dependent variablein each equation is bank return on assets averaged over the 1982-84 interval.
SOURCE: Author'scalculations, based on Reports of Income and Condition, Board of Governorsof the Federal Reserve System; and on
Summary of Deposit Data, FDIC.

TABLE 4

explanationsexist. Additiona research appears
necessary to explain this findingand is beyond
the scope o the present paper.

V. Summary and Condusions

The empirical results obtained using thissample
o nonMSA banksdo not support the
concentration-collusionhypothesis. That is, a
gtrong postive relationship between market con-
centration and bank profitability was not detected
using either type of statistica andysis. Ingtead,
thefindingsarein line with those reportedin
Smirlock (1985). That is, bank market sharewas
found to be postively and significantly related to
bank profitability both when concentration was
included in the estimated regressionsand when
it was not. In fact, in equationsthat included both
variables, the concentration variable had a nega
tive, sgnificant coefficient, rather than the
expected postive one. The fact that the results
closely mirror those of Smirlock, despitethe
much smaller samplesize and different time
period, with S&Ls excluded and included, lends
credenceto the view that the efficient structure
hypothesisisthe correct one.

..........................................

I 14 See Smirlock (1985), p. 78, footnote 18.

The resultssuggest that high
market concentrationis unlikely to lead to collu-
sion and monopoly profits, & least in statesthat
dlow banks some freedom to branch. The impli-
cationisthat a purely sructurdist antitrust policy
should be tempered with judgment, particularly
in the determinationd critica tolerable concen
tretion levels.



APPENDIX

DEFINITION OF VARIABLES

HB: Herfindahl-Hirschman Index of market con-
centration, defined using commercial banks only.
HS Herfindahl-Hirschman Index of market con-
centration, defined using both commercial banks
and S&Ls.

MSB: Bank share of commercial bank depositsin
the market.

MSS Bank share of total bank and thrift deposits
in the market.

BYZE: Bank total deposit size.

MKT: Tota bank and thrift depositsin the market.

MG:. Percentage change in total market deposits,
1980-84.

SIS S&L share of bank and thrift market deposits.

MBHC. Dummy variableequal toone if abank is
amember of a multibank holding company,
equal to zero otherwise.All variables, unlessother-
wise noted, are calculated using June 1984 data.
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The Effect of Regulation
on Ohio Electric Utilities

by Philip Israilevich
and K.J. Kowalewski

Introduction

During the pioneering days of the electric utility
industry, it was believed that utilities were natural
monopolies, meaning that one utility could ser-
vice a geographic area more cheaply than any
combination of smaller utilities. More recently,
the economic viahility of transferringor wheeling
electricity over long distances, the devel opment
of small-scale generators and efficient windmill
and solar power, and the increased use of cogen-
eration have undermined the view of electric util-
itiesas natural monopolies. Nevertheless, electric
utilitiescontinueto be monopolies because regu-
latory agencies, such as the Public UtilitiesCom:-
mission of Ohio (PUCO), give them exclusive
rightsto produce and distribute electricity in
designated markets.

These regulatory agencies also
attempt to impose profit ceilingson electric utili-
tiesin order to push the price and consumption
of electricity away from monopolistic levelsand
toward competitivelevels. Thisisaccomplished
by regulating the rate of return on capital of elec-
tric utilities. The regul ator determines a “fair” rate
o return that is sufficient to allow a utility to
cover itscapital costs. With production costs and
the demand for electricity, this"fair" rate deter-
minesthe price of electricity.

The impact of thistype of regulation

on the production decisionsof regulated utilities

wasfirst described by Averch and Johnson (1962).

They argued that thisregulation gives utilitiesthe
incentiveto overcapitaize, that is, to employ a

capital-laborratio that islarger than one that mini-

mizescostsfor agiven output level.! Thus, utili-
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ties operating under this constraint are not produc-
ing el ectricity ascheaply asthey could. Virtudly

al empirical tests of regulatory biasto date have
adopted the Averch and Johnson (A.]J) model,

and most have found an overcapitalization bias.?

The mgjor challenge to the A-J
model concerns the nature of the regulatory envi-
ronment. Implicit in the A-J model isa regulator
that constantly monitorscapita returnsand adjusts
electricity pricesto keep capital returnsat "fair"
levels. Joskow (1974) argues that regulatorsare
more concerned with nominal electricity prices
than with the rate of return on capital. Aslong as
nominal electricity pricesdo not increase, regula
torswill not actively enforce the rate-of-return
constraint, thereby eliminating the source of the
A-Jbias. Moreover, utilitiesface additional con-
straints, such as fuel-cost-adjustment clauses,
environmental regulations,strict rules about what
capitd isallowed in the rate base, and the
requirement to meet dl demand at given electric-
ity prices. When these additional constraintsare
taken into account, the net impact on a utility's
production decisionsis not clear.

Atkinson and Halvorsen (1984) de-
veloped ageneralized cost model that allowsfor
the impact of additional regulatory constraints
and found empirical evidence of their impact on

..........................................

This interpretationof the A-J result is attributed to Baumol and
Klevorick (1970).

Courville (1974), Spann (1974), Petersen (1975), Cowing (1978),

and Nelson and Wohar (1983), for example, test only for an over-
capitalizationbias against an alternative hypothesis of no bias. Of these
papers, only Nelson and Wohar do not find an overcapitalizationbias.



utility production decisions. However, no one has
formally tested the implications of Joskow's view.
The purpose of this paper isto fill thisgap by
estimatinga modified version of Atkinson and
Halvorsen'smodel . The modificationsare of two
sorts. The firgt allowsfor different regulatory
impacts over time as argued by Joskow. The
second permitsthe use of panel dataand the
estimation of total factor productivity and its
components to evaluate more accurately the
impact of regulation on the technical change
implemented by uitilities.

The Short-Run Effect of Regulation on Utility Prices

IS N NN NN N N SO SO |
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SOURCE: Authors

FIGURE 1

The dataare a panel sample of the
seven mgjor electric utilitiesin Ohio over the
period 1965 to 1982.3 Ohio utility datawere used
because of general interest to most residents of
the Fourth Federal Reserve Didtrict. Also, because
these utilitiesare dl privately owned, coal-
burning plantsthat are subject to the same regu-
lator, their technologies should be fairly similar.
Thus, the estimation of acommon cost structure
for these utilitiesshould yield a smaller potential
for specification biasthan istrue of adl previous
studies of electric utilities,whose samples
include utilitiesthat employ varying technologies
and/or facedifferent regulators.

.........................................

The seven major electric utilities in Ohio are Ohio Power; Cincin-
3 nati Gas and Electric; Cleveland Electric llluminating; Columbus
and Southern Ohio Electric; Dayton Power and Light; Ohio Edison; and
Toledo Edison. Over the 1965 to 1982 period, they accounted for about
90 percent of electric power sales in Ohio.
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We find considerable circumstantial
evidence consi stent withJoskow's more general
regul atory mechanism. However, the estimation
results suggest that the impact of regulationin
Ohio does not completely square with Joskow's
expectation. In opposition toJoskow's view, we
find that these utilities produce electricity with
their prevailing technologies more efficiently dur-
ing the years when Joskow expects regulatory
constraintsto be more binding. InJoskow'sfavor,
wefind that regulation retardsthe rate of techni-
ca change implemented by these utilitiesto a
greater extent during the yearswhen Joskow ex-
pectstighter regulatory constraints. To our knowl-
edge, thisisthe first paper to explicitly estimate a
regulatory impact on technical changein the
electric utility industry.4 Moreover, this type of
inefficiency is surprisingly large in magnitude.
Thus, the emphasis regulatorsand economists
place on efficient production using a given capi-
tal stock appears to be misplaced; the retardation
of technical change implemented by these utili-
tiesappearsto be an important source of bias.

Thefirg part of this paper reviews
the regulatory process and contraststhe A-Jand
Joskow views. Next, the rate hearing experience
in Ohio during the 1965 to 1982 period isdis
cussed and isfound to correspond quite well
with Joskow's view of the regulatory mechanism.
The third section describes the empirical results.

I. The Regulatory Process
It is useful to view the regulatory process in two
parts. 1) the mechanicsof setting a utility's elec-
tricity price structure, and 2) the eventsthat
initiatea rate hearing or a review of a utility's
electricity price structure. There islittle disagree-
ment among economists about the first part. Sim-
ply put, a regulatory agency such as PUCO
attempts to maintain acompetitive price for elec-
tricity by regulating the rate of return on a utility's
capital. It establishesa "fair" rate of return (#),
taking into account all of a utility's production
costsand the demand for its electricity, that is
consistent with a"'fair" level of profit and that is
dightly higher than the utility's cost of capital.
The "far" return or profit on capita isthen

m,= Br,
where Bisthe rate base or the book value of the
utility's net capital stock. The basisfor arate
change and, hence, a change in the price of elec-
tricity, isthe difference between this"far" return
on capital and the utility's accounting return on

..........................................

4 Nelson and Wohar (1983) estimated the impact of a rate-of-return
constraint on TFP and calculated its impact on technical change
as a residual. Israilevich and Kowalewski (1987) argue that this residual
is an incorrect estimate of the regulatory impact on technical change.
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capitd (), which isthe difference between the
utility's operating revenues (®) and its operating
costs (OC):5

T=R-0OC
Electricity pricesare set by the regulator to equate
m with 7, on the date of the hearing. If  isless
than =, eectricity pricesare raised, whileif  is
greater than 7, ectricity prices are decreased.

Thismechanism isshown in figure
1, assuming thereis only one utility serving the
market for eectricity. If therewere no regulation,
the utility would maximize profits (or minimize
costs) by equating margind revenueswith mar-
gina cogts, producing quantity Q,,and charginga
price P,,. Itsprofitswould be Q,,(P,,- AC,). If
the utility was acting like a perfectly competitive
firm, it would maximize profits (and minimizeso-
cid costs) by equating the market price, 2., toits
margind costs and to its average costs and would
produce the quantity Q... In thiscasg, its profits
would be zero. Note, however, that & both 2,
and P, productioniseéfficient in the sense that
input-factor margina productsare equated to
their market prices. A regulator pickssome price
P, that islessthan £,, but greater than £, giving
the utility a"far" profitof Q(P.- AC,) to cover
capita costs. At thispoint, productionisinefficient.

Thisisagenera descriptiondf the
price-adjustment mechanism of an electric utility
regulator. What bringsa utility to arate hearing
and what motivatesa regulator are questionsde
bated by economists. The predominant answersto
these questionswere influenced by Averch and
Johnson. They investigatedthe optimal response
of acost-minimizing utility in staticequilibrium
to a“fair” rate of return on capital regulatory con-
graint. They showed that when therate of return
on capital condraint is binding, and when the
"fair" rate of return is larger than the cost of capi-
td, a utility hasthe incentiveto overcapitaize;
that is, to employ acapita-labor ratio that islarger
than the one that minimizescostsfor the chosen
output level.¢ Thisiscalled the A bias.

Implicit in the A-J model isthe
assumption that the motivating factor behind
regulatory action isthe rate of return on capita.
In the A-Jmodel, the constraint on a utility's
profit-maximizationactionsisthat the actud reate
o return on capital earned by a utility is no
greater than the "far" rate. Another assumption is
that an active regulator continually monitors util-
ity returnsand pounds on a utility with a "visble
hand" to maintain the equality of a utility's profits

..........................................

5 Operating costs include all noncapital costs of production.

6 Actually, Baumol and Klevorick (1970) argue that Averch and
Johnson did not prove this as a general result. Note that if there

are additional production factors, then the amount of capital relative to

these other inputs also will be higher than for the cost-minimizing firm.
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with its"fair" profits. When a tility's profitsare
lessthan its"far” level of profits, the regulator
cdlsarate hearing to raise » and, hence, the utili-
ty's price of eectricity.When a utility’s profitsare
abovethe"far" level, the regulator cdlsarate
hearingto lower rand the price o dectricity.

With minor amendments, this view
of regulatory behavior predominatesin the eco-
nomics literature, especidly in empirica studies
o dectric utility behavior, with the exception of
Joskow (1974).7 Joskow agreesthat rate-of-return
regulation will give a utility the incentiveto
employ an inefficient mix of input factors, but he
arguesthat the A-J bias may not dwaysoccur. In
Joskow's view, regulatorsare politicd ingtitutions
whose objectiveisto minimize "conflict and crit-
icism," not to keep the rate of return on capita
egual to the"far" rate.

One important source df conflict
and criticism isan increase in the nominal price
of dectricity. Consumerswill agitate against
increases in eectricity prices because they typi-
caly view these increases as price-gouging. If
eectricity prices are not increasing, and especialy
if they arefdling, consumersare indifferent to
the profitsearned by a utility. Thus, Joskow
arguesthat if utilitiesare able to adjust their pro-
duction and investment decisionsto raisetheir
earned rates of return without raising éectricity
prices, they will not be thwarted by the regulator.
In this case, there may be little AJbias. On the
other hand, Joskow argues that regulatorsdo not
initiate any actionsto raise the rate of return on a
utility's capitd when it isbelow the "fair” rate
unless requested to do so by the utility. Beforea
rate increase is granted, the utility will earn a
return on capital below the "far” return. In this
case, an A-J bias may appear.

Thus, in contrast to the active A-J
regulator, theJoskow regulator is passive, adjust-
ing the rate of return on a utility'scapita only
when regquested to do so by a utility or by acon-
sumer advocate. As time passes, earned profits
may deviate from "fair" profitsif input prices,
eectricity demand, and other factors change, but
the regulator does not initiatea price change to
re-equateearned profitswith "fair" profits until
the next rate hearing. In the meantime, a utility
can dter its production and investment decisions
in ways opposite to those predicted by the A-J
model. The"far" rate of return isameansto an
end (uncontroversia dectricity prices), not an
end in itsdf, in Joskow'sview. After reviewing the
regulatory experience acrossthe U.S. between the
1950s and early 1970s, Joskow concludes that:

Contrary to the popular view, it does#ot ap-

..........................................

duction of a "regulatory lag"; see, for example, Bailey and

‘ A slight modification to the A-J regulatory process was the intro-
Coleman (1971) and Baumol and Klevorick (1970).



The Relationshipof Electricity Prices
and Sales to the Frequency of Rate Hearings
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FIGURE 2

pear that regulatory agencieshave been con-
cerned with regulating ratesof return per
se. The primary concern of regulatory com:
missions has been to keep nominalprices
from increasing.Firmswhich can increase
their earned rates of return without raisng
pricesor by lowering prices (depending
on changing cogt and demand characteris
tics) have been permitted to earn virtudly
any rate o return that they can. Formal
regulatoy action in the form of rate of
return review és primarily triggered by firms
attemptingto raisethelevel of their ratesor
to make major changesin the structure of
ther rates. The rate of return is then used
to establish anew set of celling prices
which the firm must livewith until another
regulatory heering istriggered. Generd
price reductionsdo not trigger regulatory
review, but are routinely approved without
formd rate of return review.
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This regulatory processis therefore ex-
tremely passve. Regulatorstake no action
regarding prices unless mgor increasesor
gructura changesare initiated by the firms
under its jurisdiction. In short, it isthe
firms themsel veswhich trigger a regulatory
rate of return review. Thereis no "dlowed"
rate of return that regulatory commissions
are continually monitoring and a some
specified point enforcing. (p. 298)

Because they work in a palitical en-
vironment, public utility commissionsface other
sourcesof conflict and criticism, which havere
sulted in two additional constraintson utility
behavior. Frgt, when energy costs increased rapid-
ly in the mid-1970s, utilitiesrequested rate hear-
ings in grester numbersthan in the past. Thisin-
creased caseload put alarge burden on regulatory
agencies, who were accustomed to only afew
hearings per year. The time lag between the
request for arate hearing and achangein elec:
tricity pricesincreased, and many utilitieswere
forced to request another rate hearing immediately
dter their previoushearing. In order toshorten
thislag and to appease utilities, regulatorsinsti-
tuted fuel-cost-adjustment clausesthat permitted
utilitiesto pass on higher fuel coststo consumers
without the need for aforma rate hearing.

Second, the fossil-fuel generators
operating before the mid-1970semitted a consid-
erableamount of pollutionintothe atmosphere.
Successful agitation by environmental advocates
forced public utility commissionsto establish
limitson the amount of pollutionthat utilities
could emit. These additional constraintscompli-
cate the andysisof the impact of arate-of-return
congraint on utility behavior.

II. Rate Hearingsand Average Cogts

of Ohio Utilities: 1965 to 1982

Some evidence cong stent with Joskow’s view of
the regulatory mechanismisfound in the history
of rate hearingsin Ohio between 1965 and 1982.
To put thisevidenceinto perspective, firs con-
sider the behavior of the average price per
kilowatt-hour of eectricity charged, and the quan-
tity of kilowatt-hourssold, by the seven mgjor
Ohioéectric utilities(figure 2).

For the purposesdf thisdiscussion,
three distinct periods of different dectricity price
and consumption behavior can be seen: 1965 to
1968, 1969 to 1975, and 1976 t0 1982.8  Within

..........................................

Note that the average price shown in figure 2 is not the regulated

price, but the ratio of average total revenue for the seven utilities
to their average total sales. In general, different consumers face different
regulated price schedules, and utilities serving different geographic
markets may be allowed to charge different prices for the same category
of consumer.
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each period, the directions of changein priceand
quantity were the sasmefor each utility in the sam-
ple. During the 1965 to 1968 period, the average
price of ectricity changed very little and electric:
ity salesrose considerably. During the 1969 to
1975 period, the average annual growth rate of
dectricity salesslowed, while that of prices
increased greetly. Between 1976 and 1982, the
dectricity salesdeclined for the firg timein
Ohio's higtory, while pricesincreased a their fas-
est averageannual percentage rate.

It isimportant to notethat the
average price shown in figure 2 isalso the aver-
age cog of dectricity. Al regulators, includingthe
PUCO, definethe price of capital to be 7 divided
by B, hence equating operating revenueswith
operating costs. The neoclassica economist's
measure o average cost usesa market price of
capita and, hence, the neoclassical measure of
average cods can differ from the PUCO’s defini-
tion. Bemdt and Fuss (1986) argue thet a capita
price measure such asthat used by the PUCO is
more appropriatebecause it isarental price or
user cost of capital and because it controlsfor
changesin capacity utilization. For these reasons,
and because it is the measure the FUCO usesand
towhich utilitiesrespond, the renta price of cap
ital isemployed in this paper.

Figure 2 al so showsthe percentage
of the seven utilitiesrequesting rate hearings in
each year. In thefird period, utilitiesrardy re

quested rate hearings, and their average costswere

faling. This behavior correspondswithJoskow's

firs proposition: "' During periods o faling average

cost we expect to observevirtudly no regulatory
rate of return reviews' (p. 299). Theaverage price
of electricitywasa sofalling during this period,

congistent with Joskow's second proposition: "Dur-

ing periodsof falingaverage costswe expect to
observe constant or falling prices charged by reg-
ulated firms' (p. 299). Given that there were few
rate hearingsin this period, it is plausiblethat
utility returns on capita were greater than or
equal to the "far" returnsthe FUCO would have
defined had they been requestedto do so® Ac
cording toJoskow, if actua returnswere lower
than the "far" return, then the utilitieswould
have asked for price increases. HenceJoskow's
third proposition: "During periods of faling aver-
age costswe expect to observerising or constant
(profit maximizing) rates of return” (p. 299).
During the 1969 to 1975 period,
average cods increased dightly, triggeringa
modest increasein the frequency o hearings,
while during the 1976 to 1982 period, average

It can never be known whether eamed returns were greater than
"fair" returns because there were no rate hearings for all firms
during these years.
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cogts increased tremendoudly. Production cogtsin-
creased in the late 1960s because of inflation stimu-
lated by economic policies; they increased very
quickly and unexpectedlyin the mid-1970sbe
cause of inflationengendered by worldwidefood
shortagesand by the Areb oil embargo. For agiven
dectricity price, such increasesin operating costs
drove utility profitsbelow their "far" levels. Utili-
ties promptly responded to these cost increases
by requesting dectricity price increasesthat, in
most cases, were granted by the PUCO. Thefre
quency of hearings increased sharply as utilities
had trouble keeping up with the effects of the
rapid risein cogts. Viewing the 1969 to 1975
period as a transition from a period of faling
average coststo one o rising average costs, the
modest increasein rate hearings during this period
isconsi stentwith Joskow'sfifth proposition:
Thetransition from a period of fdling
average coststo one of rising averagecosts
for a particular regulated industry will at
fird yield no observableincrease in the
number of rate of return reviewsfiled by
the regulatory agency, but as cost increases
continue more and more rate of return
reviews are triggered as firms seek price
increases to keep their earned rates of
return a leest a theleved that they expect
the commissionwill dlow in aformal reg
ulaory hearing. (p. 300)
For estimation purposes, the 1965to
1982 interva was divided into two periods: 1965
t0 1973 and 1974 to 1982. Testable hypothesesof
the A-J and Joskow views deal with the absolute
and relative production inefficienciesdf the utili-
tiesin these two periods. The near absence of
regulatory hearingsin the firg period would sug-
gest, to both Joskow and A-J, that earned rates of
return of these utilitieswere & leest asgreet as
"fair" rates of return. Averch and Johnson would
argue that earned ratesof return were lower than
monopoly rates o return and, hence, that the A-J
biasshould exist in the fird period. On the other
hand,Joskow would argue that earned rates of
return may have been closeto monopoly rates. If
thiswere true, then because monopoly ratesare
consistent with efficient production, there may
have been very little A-J biasin thefirst period.
Indeed, asJoskow arguesin his seventh proposi-
tion, production may have been very efficientin
thefirg period because reducing costswould
have contributedto higher earned rates of return
that were not taken avay by regulators:
During periods of faling or constant nom-
ind average costsfirms have an incentive
to produce efficiently since dl profits may
be kept aslong as pricesgay below the
levd established by the regulatory com-
mission in thelag formd rate of return
review. (p. 303)



The high frequency of hearingsin
the 1974 to 1982 period suggeststhat earned
rates of return for these utilitieswere lower than
"fair" rates of return for most of the period; that
is, m < . Becausethese earned rateswere even
further away from monopolistic ratesof return,
Joskow would argue that it is more likely there
are inefficiencies of the A-Jtypein the second
period. His proposition eight says. "' During peri-
ods of rising average costs A-] type biases may
begin to become important” (p. 304). He does
not exclude the possihility that firms may con-
tinueto try to be as efficient as they were in the
first period in order to earn greater than "fair"
rates of return. However, he argues:

Unlessthe direction of the cost path can
be changed, however, the continuous inter-
action of firmsand regulatorsin formal regu-
latory hearings, resulting from the necessity
to raise output prices, is exactly the situa
tion for which the A-J type model (with
some modifications) would hold. | would
therefore expect that it is under this situa:
tion of continuously rising output prices,
triggering rate of return reviewsthat the A-J
type models and the associated resultsare
most useful. (p. 304)

Thus, Joskow would argue that
utilitieswould try to organize their production
more efficientlyin thefirst period than in the
second period. His concept of production effi-
ciency includesthe static notion of employing
currently available production inputs in the least-
cost way for any given level of output (that is,
employing the least-cost combination of inputs
along agiven isoquant) and the dynamic notion
of investing in more productivecapital over time
(that is, investing in productivecapital to push
the family of isoquantstoward the origin). Averch
andJohnson deal only with the static notion of
productiveinefficiency because their model ana
lyzes a static equilibrium. They would argue that
the amounts of this static inefficiency are the
same in both periods because they assume a reg-
ulator who maintainsthe earned rate of return on
capitd a its"far" rate.

The distinction between the static
and dynamic notions of production efficiencyis
important. When a public utility commission
conducts arate hearing, it pays attention only to
the static notion of production efficiency. Indeed,
most models of regulatory impact deal only with
the static notion. However, it is conceivable that
regulation also affectsthe rate of technical change
implemented by utilities; if regulation biasesthe
amount of capital employed by a utility, it may
also biasthe type of capita employed. Regulatory
impactson overal inefficiency and on the rate of
technical change are estimated below.
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III. Empirical Evidence About

the A-J and JoskowViews

The A-Jand Joskow views are examined using a
modified version of the Atkinson and Halvorsen
(1984) generalized long-run cost-function ap-
proach with capital (K), labor (L), andfud (F)
asinputs.’® Atkinson and Halvorsen argued that
the long-run neoclassical cost-function approach
isincorrect for a regulated firm because it
assumes the firm is minimizing costsin a per-
fectly competitiveworld constrained only to pro-
duce agiven level of output. When afirmis
subject to a number of regulatory constraints,as
isgeneraly true today, firmsview al input prices
differently from their market or rental prices. The
exact specification of these nonmarket or
"shadow" pricesdepends on the exact form of
the additional constraints. Atkinson and Hal-
vorsen approximated these shadow prices by
simple proportional relationshipswith market
prices,; that is, the shadow price of input i: P}=
kP, where P, isits market price and &, isacon-
stant. Thus, the generalized cost function is
simply the neoclassical cost function with £/
substituted for £,. Instead of minimizing long-
run actual costs, a utility isassumed to minimize
long-run shadow costs by equating the shadow
marginal cost of each input with the amount of
the input used.

The modificationsmade to the
Atkinson and Halvorsenapproach are 1) the
inclusion of time variablesto accommodate panel
dataand to permit the estimation of total factor
productivity (7FP) and itsreturnsto scaleand
pure technical change components, and 2) the
distinction between the 1965 to 1973 and 1974 to
1982 time periods.

THP is measured asthe changein
the cost of production not due to changesin in-
put prices, and reflects the overall productivity of
al inputs rather than the productivity of asingle
input such as labor. The neoclassical approach to
the measurement of THP assumes an optimal dis
tribution of production resourcesin afirm, which
isan inappropriate assumption for regulated
electric utilities. The generalized-cost-function
approach yieldsan estimate of TFP that is con-
sistent with regul ated behavior. The most impor-
tant variable for examiningJoskow's view on
productivity behavior is the pure technical
change component of TFP Gollop and Roberts
(1981), among others, argue that this component
isa better measure of productivity than TFP

1 See Israilevichand Kowalewski (1987) for complete details
about the data, the specificationand estimation of the
shadow-cost model, and the results.

11

utilities.

Nevertheless, some authors, for example Gollop and Roberts
(1981, 1983), use the neoclassical approach o study electric
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The digtinction between the two
periodsis made by estimating separate coeffi-
cientsfor them. Thisadlows the production deci-
sions, aswell asthe degree of regulatory con-
graint, to differ between the two periods."

The &, coefficients measurethe
degreeto which the neoclassical first-order con-
ditionsare not satisfied and, hence, serveto test
for productioninput biases. If dl &, equal one,
then shadow prices equal market and rental prices,
and regulation does not affect production deci-
sions; actual, not shadow, long-run costs are min-
imized. If the &, for al inputs except capital
egual one, then there is only an overcapitaliza
tion bias. If any other %, do not equal one,
regardiessaf the &, valuefor capital, then the A-J
view isrejected.

Theresultsdof estimating the
model over the 1965 to 1982 period show that
both %, and %, are separately and jointly statisti-
cdly different from one a better than a5 percent
sgnificancelevd in both periods.’* Thus, pro-
duction efficiency is rejected,and the neoclassical
cost-functionapproach for regulated firms
employed by Gollop and Roberts (1981) and
othersisinappropriatefor this sample. Moreover,
these resultsrgject the A-Jview over thewhole
sample; regulation affects the efficient utilization
o dl production inputs by these utilities.

Ancther test of the AJ view,and a
test of the implicationsof Joskow's view, is
whether productioninefficienciesresulting from
regulation differ in the 1965to 1973 and 1974 to
1982 periods. TheAJ view isthat the inefficiencies
should be the same in each period, while the
Joskow view isthat there should be greater ineffi-
cienciesin the second period than in the fird.
Two approachesare taken here. In thefirg, the
differencesin &, and k. are examined. TheA-J
view is not rejected if the differencein &,
between the two periodsiis insignificantlydiffer-
ent from zeroand both &, equal one. If the
k, suggest greater inefficienciesin the second
period than in the firgt, then the Joskow view is
not rejected.

Thetest resultsshow that the A-J
view isrejected a better than 0.5 percent, and the
differencesin the &, and k. coefficientsbetween
the two periodsare sgnificantly different from
zeroa better than 5 percent. However, the Jos-
kow view is also rejected, because the differences
inthe %, and &, coefficients,second period

1 A test of similar production behavior in the two periods was
convincinglyrejected.

For technical reasons, only two of the threek; can be esti-
1 3 mated. The k, coefficient on the price of labor is normalized
to one, and only kx and k¢, for capital and fuel, respectively, are
estimated.
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minusthe firgt, are significantly negative; to not
reject Joskow, this differenceshould have been
positive. Unfortunately, due to technica reasons
related to the specification of the cost function,
the sources df the differences in these coeffi-
cientscannot be identified.

The second approach examines
edimatesof the differencesin tota and dynamic
inefficiency due to regulation between the two
periods. Thefull cost of regulation and, hence,
the magnitude of the inefficienciescreated by
regulation, cannot be estimated becausethereis
no evidenceto suggest how the utilitieswould
have organized their production had regulation
not existed over the sample period. Of courseg, it
isimpossibleto know how these utilitieswould
have behaved without regulatory congtraints. For
example, the activities of production and distribu-
tion might have been separated, different
amounts of capita might have been employed,
and different technol ogies might have been
chosen.”* Hence, it isimpossibleto know what
these firms cost functionsand associated returns
to scaleand productivitieswould have been.

"Instantaneous" inefficiency esti-
mates can be computed, however. A total ineffi-
ciency measure comparesactua utility costs pre
dicted by the estimated mode with the actud
costs predicted by the model, but with &, and
k; set equa to onein both periods. Thet is, cur-
rent production costs for actud levelsof output,
which are generated by current capitd, labor, and
fuel inputs; production techniques;and regulatory
congtraints, are compared with the costsgenerated
with the sameinput levelsand production tech-
nigues and for the sameactual output levels, but
without the regulatory congtraints. Thisestimate,
a so examined by Atkinson and Halvorsen, mea
sures the shift in the cost curve due to regulation.

An estimatedf the dynamic notion
o inefficiency can be obtained by examining the
technical change experienced by these utilities
with and without regulation. Technical changeis
defined here asthe negative of the derivative of
total costswith respect to time, holdingdl other
factorsconstant. It isafunction of aconstant
term, shadow input prices, output (returnsto
scale), and time, and it shiftsthe position of a
firm's average cost curve over time. As above,
technical change with regulation isthat implied
by the estimated model; technical changewith
out regulation isthat implied by the estimated
model, but with &, and %, set equal to one.
The differencedoes not have a rea-world coun-

1 4 Under the current regulatory environment, the productionand

distribution of electricity must be handled by each utility.
Moreover, the transferal of electric power across state lines is also
impeded.



terpart or explanation, but it doesindicatethe
direction o regulaory bias.

These inefficiency estimates provide
mixed evidenceabout Joskow'sview. The differ-
ence in the total inefficiency measure between
the two periods is the opposite of Joskow's expec-
tation. Instead of greater totd inefficiency in the
second period, when Joskow expects regulaory
congraintsto be binding, our estimatesshow
greater totd inefficiency in thefirgt period, when

Joskow expects regulatory constraintsto be less

binding. In the fird period, the totd inefficiency
varies between 26 percent and 49 percent and
averages 36 percent. In the second period, it var-
ies between 16 percent and 19 percent and aver-
ages 17 percent. Thisdifference in totd ineffi-
ciency squareswith the differencesin &, and &,
between the two periods described earlier.

An interesting feature of these total
inefficiency estimatesis their large magnitudein
the firgt period. Atkinson and Havorsen find
much smaller inefficiency losses (9.0 percent) in

Edimated Technical Change

Technical change
in percentagepoints, average
Year ove firm
1965 03
1966 -0.1
1967 0.3
1968 -0.6
1969 -1.0
1970 -1.2
1971 -14
1972 -1.7
1973 -2.0
1974 -34
1975 -3.6
1976 -3.6
1977 -3.8
1978 -3.8
1979 -4.0
1980 4.2
1981 -4.4
1982 -4.6
Averageover year
1965-1973 -0.9
1974-1982 -3.9
SCQURCE: Authors.

TABLE 1

1 It is likely that our estimates are more accurate for Ohio
because our sample includes only Ohio firms, which are fairly
similar in a number of important respects, as mentioned earlier.
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their crosssection sampl e, which includestwo of
our firms.’> However, the Atkinson and Hal-
vorsen result capturesonly the static portion of
total inefficiency costs because the authorsdo not
usetime variablesin their cost equation. Our
estimatesinclude the dynamic inefficiency costs
and, hence, are more representative of the tota
costsof regulation.

The difference between the Atkin-
son and Halvorsen result and ours suggeststhat
the dynamic inefficiency may be quite large.
Indeed, wefind tha regulation retarded the
growth of technica change, on average, by 0.3
percentage point per year in the firg period and
by 04 percentage point per year in the second.
Thisisan important result, and one that has been
neglected by economistsand regulatorsalike.
Regulation not only affectsthe efficient utilization
o existing production inputs, but it also affects
the implementation of efficient capital and man
agement techniguesover time. Unlike our tota
inefficiency estimates, our dynamic inefficiency
estimatessupport Joskow's view.

The behavior of technica change
over time also confirmsJoskow's view. Teble 1
showsthe technical-changeestimatesover the
whole period, averaged over al firmsfor each
year. AsJoskow argues, the rate of technical
changeislower in the second period,when heex-
pects regulatory constraintsto be more binding.

The mogt notablecharacteritic
about these technical-changeestimatesis their
strong downward trend.’¢ Starting at 0.3 percent
in 1965, the annud averagerate of technica
changedrops seadily each year to -4.6 percent in
1982. Thisrather uniform decline, except around
1973 and 1974, when period one ends and
period two begins, is due to dominant estimated
timetrendsin each period. That shadow input
priceshave little influence on technical changeis
not surprising, because dectricity production
offerslittle opportunity for input substitution in
the short and medium runs. The timetrend cap-
turesthe effectsof puretechnica change embod-
ied in the capitd investments of these utilities
and may be additiona evidence in favor of Jos-
kow's seventh proposition. Althoughthisis not
conclusive proof of Joskow's seventh proposition,
becausewe do not know the nature of the capita
investmentsmade in these and earlier periods, it
a least does not contradict it.

16 A strong downward trend in the rates of technical change

experienced by utilities also was found by Nelson and Wohar
(1983), Gollop and Roberts (1981), and Goflop and Jorgenson (1980), all
of whom used samples that ended in the 1970s. Thus, the results report-
ed here confirm these earlier findings for the late 1970s and early 1980s.
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V. Summary and Conclusions

Electric utility regulatorsattempt to maintaina
competitive price for eectricity by adjusting the
rate of return on a utility's capital. At first blush,
this pricesetting scheme appearssensible. It
seems reasonably efficient to allow utilitiesto
pass along operating costsand cover their cost of
capital. However, potentially serious problems
with this type of regulation relate to consumer
reactionsto price increasesand to the typesof
incentivesgiven to utilities. First, price increases
may lower the consumption of eectricity, which
may reduce earned rates of return below "fair"
ratesand trigger a price increase, which in turn
may lower consumption and trigger another price
increase, and so on. That is, the proper response
tofaling utility profits because of lower demand
may not beto raise prices.

Second, utilities may be able to ef-
fect price increasesby overcapitalizing,which
inflatestheir rate base. Indeed, rate increases
lower the risk of capital investment below the
risk level of unregulated industries, clearly giving
utilitiesthe incentiveto overcapitalize. This poten-
tia biaswas recognized by Averch and Johnson,
and many empirical studies that adopted their
model found an overcapitalization bias.

Finaly,the ability to passalong
operating cost increasesthat originated from pro-
ductivity declines suggeststhat utilities may not
have the incentiveto raise productivity. This
dynamic source of inefficiency was recognized by
Joskow, who also argued that the regulatory
mechanism is more complicated than that
assumed by Averch and Johnson.

This paper is, to our knowledge,
the firg to test the A-J view against Joskow's more
general view. Using a modified version of the
generalized long-run cost function derived by
Atkinson and Halvorsen (1984) and asample of
the seven mgjor electric utilitiesin Ohio over the
1965 to 1982 period, substantial evidence is
found againgt the A-J view. However, the evi-
dence is not wholly in agreement with Joskow's
view, either. The circumstantia rate hearing evi-
dence is consistent with Joskow's view of the
regulatory mechanism, but our estimation results
do not wholly confirm the implicationsJoskow
draws fi-om his regulatory mechanism. Two sets
of resultsimply that regul atory constraintswere
more binding during the years in which Joskow
expects them to be less binding. Nevertheless, in
accordancewithJoskow's view, we find that regu-
lation substantially retardsthe rate of technical
change experienced by these utilities,and the
retardationis greater when Joskow expects regu-
lation to be more binding. Thisis the firs dem-
onstration of a regulatory impact on technical
change. It clearly suggeststhat regulators ought to
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pay closer attention to the incentivesthey give
utilitiesto innovate.™

A reconciliation of these findingsis
difficult. They may suggest that the circumstantia
rate hearing evidence is not closely correlated with
the degree of regulatory constraint. Utilities may
have been constrained in the 1965 to 1973 period
by the possihility or fear of a rate hearing that
would eliminate the above "fair" returnsthey were
currently earning. Another possibility isthat fre
quent rate hearingsin the 1974 to 1982 period pre-
vented utilitiesfrom artificidly fatteningtheir rate
bases. That is, given the incentiveto overcapita-
ize, utilitieswere prevented from taking advantage
of the regulatory system by frequent and accurate
regulatory review. In this case, the price of elec-
tricity may have remained close to competitive
levels, where production, though different fi-om
monopolistic levels, nonethelessis efficient. The
poor techni cal-change performance between 1974
and 1982 may be the primary cause of the greater
rate-hearing frequency, and not the reverse.

Or Joskow may be correct,and utili-
tieswere smply lax about maintaining efficient
production in the first period, or they anticipated
future regulatory constraintsand took actionsto
fatten their rate bases while they had the oppor-
tunity.’® Clearly, there is much to learn about the
impact of regulation on utility performance.

The poor technical-changeperformance also may be due to
1 7 increased investment in nuclear power plants. Many of these
plants were cancelled after the mid-1970s, but they diverted managerial
attentionand funds away from conventional power-generationcapital
investments.

measures are incorrect. As was mentioned earlier, it can
never be known how utilities would have behaved without regulation.
Without this knowledge, any inefficiency measure can be faulted. Never-
theless, the estimated change in k¢ and & between the two periods
is hard evidence against Joskow's view.

]_8 Joskow can also be defended by arguing that our inefficiency
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Views from the Ohio
Manufacturing Index

by Michael F. Bryan
and Ralph L. Day

A Preview

Economistsand other observersare closdly exanm:
ining the manufacturing sector these days, fearing
that Americasindustrial base is disappearing. Cer-
tainly, the steady declinein the proportion of

tota jobsin manufacturing,asshownin figurel,
supportsthisview. However,a more careful 1ook
reved sthat manufacturing's overal share o red
national output has remained essentialy
unchanged since 1950.!

Ohio and U.S. Manufacturing Employment
Thousands, seasonally adjusted
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A more reasonableworry, it would
seem, isthe uneven regional distribution of manu-
facturing growth that is obscured by nationdly
aggregated data. Unfortunately,the information
used by andyststo evduate regional manufactur-
ing output has been limited to quinquennial cen-
sus dataand, when available, annual survey data.

lack of timely regiond data
prompted the establishment of regionaly based
production indexesby the Federa Reserve Banks
of Atlanta, Boston, Ddlas, and San Francisco.2 The
Federa Resarve Bank of Cleveland has recently
devel oped a monthly manufacturing production
index for the state of Ohio—the Ohio Manufac:
turing Index (OMI).

The OMI isan experimental index
o red output by Ohio manufacturersthat is
derived from statelevel manufacturing employ-
ment and electric power consumption data. The
OMI tracks manufacturingoutput & the two-digit
gandard indudtrid classification (SIC) level o
aggregation, beginning inJanuary 1979 and end-
ing in December 1986. The methodol ogy and pro-
cedures used to developthe index are outlined
in the technica appendix that followsthisarticle.

..........................................

For an overview of developments in the U.S. manufacturing sec-
1 tor, see Michael F. Bryan. “is Manufacturing Disappearing?
Economic Commentary, Federal Reserve Bank of Cleveland, July 15,
1985; and Patricia E. Beeson and Michael F. Bryan, "The Emerging Ser-
vice Economy,” Economic Commenfary, Federal Reserve Bank of Cleve-
land, June 15, 1986.

Regional production indexes produced by the Federal Reserve
Banks of Boston and Atlanta have been discontinued, primarily
due to budget reductions.




In 1984, Ohio firmsrepresented 6.3
percent of the nation's manufacturing output,
making Ohio the third-largest manufacturing state,
trailing only Cdifornia(11.0 percent) and New
York (7.4 percent) in manufacturing prominence.3
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Despitethissize, the cyclicd pat-
ternsof Ohio's manufacturingoutput remain large:
ly unseen and are often thought to mirror national
manufacturingtrends. Y e, evidence from the
OMI suggeststhat important differencesexist
between U.S and Ohio manufacturers, particularly
within individua industries. In thisarticle, we

L]
Distribution of Manufacturing Output by State, 1984
(ten largest manufacturing states, nominal dollars)

Distribution
o Output
VaueAdded Shareof Durable  Nondurable
State (millions$)  Nation (%)" %)
United States 983,560 _ 576 424
1. Cdlifornia 108,373 110 68.1 319
2. NewYork 72,361 7.4 537 46.3
3. OHIO 62,346 6.3 68.3 3L7
4. Texas 55,556 56 499 50.1
5. lllinois 55,246 56 56.1 43.9
6. Michigan 53,069 54 75.8 242
7. Pennsylvania 51,725 53 56.2 43.8
8. N. Carolina 36,682 3.7 387 61.3
9. NewJersey 36,543 37 433 56.7
10. Indiana 33,762 34 70.3 29.7

'Durablegoods manufacturing is defined to includeSICs 24, 25, and 32-39.
SOURCE: 1984 Annual Survey of Manufactures, Bureau of the Census.

e
TABLE 1
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introduce the OMI and discussthe new perspec-
tive it provides of manufacturingtrends in Ohio.

I. A View of the Forest

Manufacturing employment in Ohio reached a
peak of 14 millionworkersin March 1979. A that
time, manufacturing industriesemployed more
than 30 percent of the state's workers. Since 1979,
however, manufacturing employment in Ohio
has fallen by more than 20 percent. In recent
months, it was roughly 1.1 millionworkers, or
about 20 percent of Ohio's civilian work force
(figure 1). Asin the nation, Ohio's manufacturing
sector hasfailed to register significant employ-
ment growth in nearly three years.

However, because the relationship
between employment and output is not constant
over time, due to changesin productivity and to
the substitution of capital for labor, inferences
about the manufacturing sector drawn exclusively
from alabor perspectivecan be misleading.

Unlike employment, real manufac-
turing output in Ohio, as measured by the OMI,
has been rising throughout most of the current
economic expansion (figure2). Between there-
cessionary trough occurring in the fourth quarter
of 1982 and the fourth quarter of 1986, real manu-
facturing output in the state rose 34.7 percent.
Manufacturing output at the national level grew at
aslower pace over the period, 304 percent.*

Differencesbetween U.S and Ohio
manufacturing output trends arise principally
from two related sources. Firg, the level of red
output per worker (labor productivity) and the
growth rate of labor productivityare greater in
Ohio than in the rest of the country. Furthermore,
the Ohio manufacturing businesscycle tendsto
be more sharp than the national cycle, a conse
guence of the state'sconcentration of durable-
goods manufacturing.

For example, 1984 ccnsus datashow
that Ohio workers produced roughly 8 percent
more red manufacturing output per worker than
isproduced nationally. Between 1982 and 1984,
the rate of growth in labor productivity for Ohio
manufacturerswas roughly 20 percent, compared
with only a 16 percent gain for the nation.> More:

21

..........................................

3 Output estimates are based on value added.

4 The U.S. and Ohio manufacturing indexes may not be perfectly
comparable because of differences in methodology. However,

many of the data sources and the fundamental structure of the indexes

are the same.

These productivity estimates are based on real value added per
5 worker. Value added and employment data come from the
Survey of Manufactures. Nominal value-added estimates were deflated
using national price deflators supplied by the U.8. Department of
Commerce.
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over, evidence from the OMI indicates that
Ohio's leading growth industriesgenerally have
aboveaverage labor productivity.As aresult,
dightly slower rates of growth in total manufac-
turing employment since 1982 generated some:
what greater real manufacturing output gainsfor
Ohio manufacturers than for U.S. manufacturers.

Distribution of the Ohio Manufacturing Sector by
Industry, 1984
(durable-goods industriesin CAPITALS)

Industry Importance opiq Share Rank in
Indugtry (SIC) Ta0hio(%)TallS (o) aflS (@) _theUS
1. TRANSFORTATION 17.8 11.6 9.7 3
EQUIPMENT (37)
2. FABRICATED 12.6 6.9 11.6 1
METALS (34)
3. NONELECTRICAL  11.5 114 6.4 3
MACHINERY (35)
4. RMARY 9.7 4.3 14.3 1
METALS (33)
5. Chemicalsand 8.9 9.6 5.9 5
Allied Products (28)
6. BLECTRICAL 8.8 11.2 49 5
MACHINERY (36)
7. Food and Kindred 7.7 10.0 49 6
Products (20)
8. Rubber and 55 35 10.0 1
Plastics(30)
9. Printingand 4.9 6.8 46 6
Publishing (27)
10. STONE, CLAY, 3.6 28 8.1 2
AND GLASS(32)
11. Paper and Allied 2.6 42 4.0 8
Products (26)
12, INSTRUMENTS 1.7 41 26 17
Remaining 4.7 136 22 —
Manufacturers

SOURCE: 1984 Annual Survey of Manufactures, Bureau of the Census

TABLE 2

Ohio's manufacturing recovery was
also preceded by a contraction that occurred ear-
lier and was more severe than that experienced
nationally. To illustrate, Ohio's last manufacturing
recession may be more accurately viewed asa
combination of two recessions. Between thefirg
quarter of 1979 and the third quarter of 1980,
manufacturing output in Ohio declined by
dightly over 15 percent—about three timesthe
percentagedrop felt a the national level (5.2
percent). Ohio's second manufacturing contrac:
tion began in the third quarter of 1981, and by
the fourth quarter of 1982, manufacturing produc-
tion had fallen 12.6 percent, compared with a
10.7 percent decline over the same period for dl
U.S manufacturers.
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The relatively sharp businesscycle
experienced by Ohio manufacturersreflectsthe
state'sindustrial composition (table 1). Inthe
latest survey year, 1984, durable-goods manufac:
turing represented 68.3 percent of the state's total
manufacturing output. Ohio is not the most
durable-goodsintensive state of the 10 largest
manufacturing states—Michigan'sdurable-goods
share was 75.8 percent in 1984 and Indiana's
share was 70.3 percent. However, the relativesize
of durablegoods manufacturing is considerably
greater in Ohio than is the case nationally,where
durable-goods manufacturing accounted for only
57.6 percent of the 1984 total.

Michigan's dependence on durable
goods production is primarily a conseguence of
the automobile industry'sdominance in that state
(representing about 36 percent of its manufactur-
ing output in 1984), while Ohio's durable-goods
sector is more broad-based. For example, in 1984,
Ohio's manufacturing output was distributed
among five important durable-goods and one
nondurable-goods industry (table 2). The state's
largest manufacturing industry was transportation
equipment, representing 17.8 percent of its over-
al manufacturing production, compared with a
contribution of only 11.6 percent & the national
level. Following transportation equipment were
the fabricated metals (12.6 percent), nonelectrical
machinery (11.5 percent), primary metals (9.7
percent), chemicals(8.9 percent), and electrical
machinery (8.8 percent) industries.

In 1984, Ohio led dl statesin out-
put for two durable-goods industries, fabricated
metalsand primary metals, and for one
nondurable-goods industry, rubber and plastics.
In addition, Ohio manufacturerswere the
second-leading producers of stone, clay, and glass
products and the third-leading producers of
transportation equipment and nonelectrical
machinery,al durablegoods industries.

Historicdly, durable-goods pro-
ducers have suffered more pronounced business
cycle swings than nondurable-goods producers; a
phenomenon, it would seem, that is not yet clearly
understood (figure3). Oneview isthat changes
in the economic climate, which are accompanied
by fluctuationsin income and interest rates, result
in intertemporal substitutionsby consumers.
Because durable goods, by definition, involve a
longer consumption horizon than nondurable
goods, these intertemporal substitutionsare more
keenly felt in the consumer durables market.

A possibly complementary view,
fi-om the perspective of thefirm, isthat changes
in the desired capita stock, such asthose arising
from changesin consumer demand, generate
exaggerated swingsin net investment. This
"acceleration principle” impliesthat the more
"durable" the capital stock, the more pronounced
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the production cycle for capital goods.

Beyond its business-cycleimplica
tions, Ohio's industrial mix probably makesthe
state's manufacturing sector more vulnerable to
pressure from foreign rivas, and implies that
Ohio's manufacturing economy is more sensitive
to international trade fluctuationsthan isthe
national manufacturingeconomy. A recent analy-
sisd the impact of exchangerate movementson
manufacturing revealed that a 10 percent increase
in thevalue of the dollar generates about a 0.8
percent decrease in U.S manufacturing output,
whereasin Ohio, a similar exchangerate increase
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generates roughly a 1.0 percent decrease in
manufacturing output.®

Indeed, the 6 percent plungein the
value of the dollar between June and September
1986 was probably welcomed by Ohio's manufac-
turers, asthe OMI showed five consecutivemonth-
ly advancesbetweenJuly and December 1986, and
increased 2.3 percent in the final quarter, com-
pared with only a 0.8 percent increase nationaly.

From the broad perspective, then,
Ohio's manufacturing economy seems to be char-
acterized by arather pronounced cycle, resulting
from the combined influence of alarge concentra
tion of durable-goods manufacturersand arelative
ly high and growing level of productivity.

II. A View of the Trees

At the industry level, differencesbetween the
Ohio and national manufacturingeconomies are
more striking. In some industries, the perfor-
mance of Ohio's manufacturers between 1979
and 1986 exceeded national growth rates, and in
afew cases, such as chemicalsand fabricated
metals, Ohio's growth has been impressive. Other
industries, including paper, printing, electrical
machinery, and stone, clay, and glass manufactur-
ing, have logt ground relativeto the rest of the
country since 1979.

It is not the intention of thisanaly-
sisto discusseach industry in detail, and only the
date's largest industrieshave been singled out for
comment. Industriesthat are not expressly consid-
ered in thissection are presented in figures 4h
through 40 &t the end of the article.

- Transportation Equipment

Transportation equipment manufacturing, tradi-
tionally a pivotal industry in the national business
cycle, was hit particularly hard by the recessions
of the 1980s. The ensuing expansions, however,
alowed transportation manufacturersin the US
and Ohio to surpassthe output peaks established
in 1979 (figure 4a).

Over the expansionary period span-
ning the fourth quarter of 1982 and the fourth
quarter of 1986, transportation equipment output
in the U.S. grew 48.2 percent. Over the same
period, thisindustry'sgrowth ratein Ohio was
50.4 percent, making transportation equi pment
production one of Ohio's fastest-growing man-
ufacturing industriesin recent years. Indeed, evi-
dence from the OMI suggeststhat transportation

6 See CBO Staff Working Paper, "The Dollar in Foreign Exchange
and U.S. Industrial Production," December 1985; and Amy Durrell,
Philip Israilevich,and K.J. Kowalewski, "Will the Dollar's Decline Help
Ohio Manufacturers?"Economic Gommentary, Federal Reserve Bank of
Cleveland, August 15, 1986.
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eguipment production hasgenerated about 25 per-
cent of the state's manufacturingoutput growth
since 1982 and may currently represent more
than 20 percent of its manufacturing economy.
Therearea number of reasonsthet
Ohio's trangportation equipment producers have
expanded rapidly since 1982. For one, motor ve
hicle production, the fastest-growingcomponent
in the transportationfield in this decade, repre
sentsalarger shared transportation equipment
output in Ohio (about 70 percent) than it does
nationdly (about 48 percent). It would seem that
motor vehicle production also contributed to
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Index, 1982 = 100
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Ohio's rdatively severedeclinein real trangporta
tion equipment output between 1979 and 1982.

Despite some strength since 1983,
production of aircraft, railroads,and ships
changed little between 1980 and 1985. These
industriesare sgnificantly less important to the
date's manufacturingeconomy than they are to
the national economy.

In addition, redl output per worker
in transportation equipment productionis
roughly 15 percent greater in Ohiothan in the
U.S,and the rate of growth in labor productivity
for transportation equipment workersbetween
1982 and 1984 was about 28 percent, compared
with 19 percent nationdly.

Another contributing factor to
Ohio's recovering transportation equipment
industry has been the establishment of aJapanese
auto plant, and its supporting suppliers, in the
date. Honda, which began producing in Ohioin
1982, currently assembles more than 145,000 cars
thereannualy, generating roughly $650 million
in annua manufacturing output?

- Fabricated Metals

Fabricated metds has been agrowth industry in
Ohio's manufacturingeconomy (figure 4b).
Although the state's fabricated metd's manufac
turers experienced approximately the same con-
traction as national manufacturersdid over the 16
quarters between 1979 firg quarter and 1982
fourth quarter (-25.6 percent versus-26.5 percent
nationdly), the recovery of fabricated metds pro-
duction in Ohio has been stronger than the pace
st nationdly (40.0 percent over the 16 quarters
ending in 1986 fourth quarter, compared with
32.3 percent for the nation).

Again,some d Ohio's improve
ment in fabricated metals production can be
traced to a decided productivity advantage for the
date. In 1984, red output per worker in fabri-
cated metadswas about 21 percent greater in
Ohiothan in the U.S,, and the Sate'sgrowth rate
o productivity in thisindustry exceeded the US
rate (roughly 22 percent versus 14 percent).

Industrial mix also appearsto bea
contributing factor to Ohio's successin the fabri-
cated metdsarea. About onetthird of the gate's
fabricated metals production occursin theforging
and stampings field, whereasnationally thisindus
try represents only about 18 percent of the fabri-

These estimates assume domestic content of 50.0 percent, on an

average 1985 new-car cost of $8,845. Not all of the U.S. content
is captured in Ohio, as some domestic suppliers are located outside the
state. See Michael F. Bryan and Michael W. Dvorak. "American Auto-
mobile Manufacturing:It's Tuming Japanese," Economic Commentary,
Federal Reserve Bank of Cleveland, March 1, 1986.
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cated metals output. The forging and stampings
industry generates much of itsdemand from pro-
duction of consumer durables, particularly motor
vehicleswhich, as stated earlier, have been
important contributorsto the current economic
expansion.

At the nationd level, the fabricated
metals industry has been dominated by the pro-
duction of structural metals, which are used
primarily in construction—anindustry that has
not fared aswell asconsumer durables during
the recovery to date.

+ Nonéectrical Machinery

Although the recovery in Ohio's nonelectrical
machinery industry has been dightly greater than
that experienced nationdly (figure 4c), produc-
tion of nonelectrical machinery in the state suf-
fered a sharper decline during the recessionsof
1980 to 1982. Between 1979 firg quarter and
1982 fourth quarter, Ohio nonelectrical machin-
ery production was off 27.8 percent versusa
decline of only 8.6 percent nationally.

In thisindustry, & least, differences
in productivity and productivity growth ratesare
not a mgjor factor in industrial growth rate differ-
ences between the U.S and Ohio. Here, the differ-
encesin national and Ohio industry performance
are probably related to the mix of industries
within the nonelectrical machinery category.

tion of metalworking machinery, an industry
dependent on durable-goods demand and one
that hasbeen under pressurein recent yearsfrom
foreign competition. Approximately 20 percent of
Ohio's nonelectrical machinery involvesthe pro-
duction of metalworking machinery, more than
twice the national incidence.

Surprisingly enough, the national
nonel ectrical machinery industry is heavily domi-
nated by computer manufacturing, which gener-
ates roughly 25 percent of the nation's nonelec-
trica machinery output, but which accounts for
only about 7 percent of the nonelectrical
machinery output in Ohio. Computer production,
which set a blistering pace early in this decade,
has slowed appreciably since 1984.

- Primary Meals

Ohio isthe largest producer of primary metasin
the nation, as a result of its heavy concentration
of steel and iron makers. And, asis true nation-
dly, the performancein Ohio's primary metals
industry hasfailed to regain the ground lost since
1979 (figure 4d). Daafrom the OMI indicate that
a year-end 1986, Ohio primary metals makers
were producing at only about 68 percent of their
average 1979 output.

Ohio's experience in the primary
metals area has been virtudly identical to the
nation's, even though red output per worker in
thisindustry isapparently greater in Ohio than in
the U.S (about 23 percent more in 1984).

29

- Chemicalsand Allied Products

In the U.S, the chemicalsand alied products
industry means drugs (more than 22 percent
compared with 5 percent in Ohio), but in Ohio it
means soaps (34 percent versus 18 percent
nationally). The patternsoutlined by the OMI
suggest that, despite similar performances
between 1979 and 1985, Ohio chemicalsproduc-
erssubstantialy outpaced the nation last year
(figure4e). During the current expansion (end-
ing in the fourth quarter of 1986), the growth rate
of the chemicalsindustry national ly was 28.5 per-
cent, whichiswell below the 45.2 percent
advance registered for Ohio.

Differencesin productivity
between Ohio and U.S manufacturersare also
influential in thisindustry; real output per worker
in Ohio was 19 percent greater than for workers
nationally,and the growth rate of productivity in
Ohio between 1982 and 1984 exceeded the
nation's (33 percent versus 25 percent).
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. Electrical Machinery
At the national level, electrical machinery produc-
tion enjoyed a boom between 1982 fourth quar-
ter and 1984 third quarter because of an enotr-
mous increase in the output of communications
equipment and el ectronic components (figure
4f). These industries manufacture products essen-
tid to the skyrocketing telecommunicationsfield.
But Ohio's experience in electronic equipment
manufacturing has been unimpressive, rising only
toitsprerecession levels.

At the nationd level, onethird of
the eectrica machinery industry involvesthe man-
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ufactureof communi cationsequipment. Thiscom-
pareswith only about a 12 percent sharein Ohio.
Moreover, electrical components used in the
production of computers, namely semiconduc-
tors, are much more important to national electri-
ca machinery manufacturing than to manufactur-
ing in Ohio (about 26 percent versus9 percent).

Ohio's electrical machinery manu-
facturing industry relies primarily on the manufac-
ture of appliances. Although the household appli-
ance industry has been relatively healthy in
recent years, itsgrowth pales in comparisonto
the gainsfdt in the communications and compu-
ter fields.

- Rubber and Plastics

Plastics has supplanted rubber asthe dominant
component of the rubber and plasticsindustry in
Ohio, and the OMI appears to reflect thistrang-
tion (figure 4g).

The rubber and plasticsindustry
has enjoyed growth in both Ohio and the nation
over the present expansion, but Ohio's expe:
rience has been more volatile. The sharp cyde
here is probably a result of Ohio's rubber-makers,
whose production followsthe often-turbulent for-
tunes of the transportation equipment industry.

Ohio seemsto be shedding its
dependence on rubber production. In 1977,
Ohio's rubber and plasticsindustry was domi-
nated by rubber-makers (54 percent versus 46
percent in plastics). Y et, within six yearsthe roles
were reversed, as rubber-makers accounted for
only 39 percent of the state's output in the rubber
and plasticsindustry.

III. An Oveview

The OMI and itssubindexes are a product of
ongoing research at the Federal Reserve Bank of
Cleveland. It istherefore important to emphasize
that these indexes are experimental and may not
be wholly reliable from month to month, or
within some industries. The structure of the
indexes and the data used in their construction
are subject to revisions. Future revisions may be
especially large between 1984 and 1986, over
which period the productivity assumptionswere
intentionally conservative.

With these caveats noted, the pat-
ternstraced by the index make sense in light of
Ohio's manufacturing mix and differencesin pro-
ductivity levelsand growth rates. The state's manu-
facturing cycle tends to be sharper than that expe:
rienced & the national level.

Industry-level data show that Ohio
manufacturersare recovering the transportation
equipment output lost in the last recession, asa
result of the state's active motor vehiclesindustry.
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Indeed, the demand for consumer durablesin
this decade probably accountsfor much of the

growth experienced by Ohio manufacturerssince

1982, such as that experienced by Ohio's fabri-
cated metals producers.

In addition, many of these recover-

ing industriesare characterized by relatively high
and rising productivity levels, which in part
explainswhy the growth of Ohio manufacturing

production since 1982 exceeds the national expe-

rience, despite dightly more modest gainsin
manufacturing employment.

Unfortunately,not all manufactur-
ing industriesin the state have improved their
position relative to the rest of the country. Ohio
manufacturing growth in recent years appearsto
be most prominent in industrieswhose futures
are regarded by many as uncertain. However,

Ohio haslost ground in manufacturing fields that
are considered growth industries nationally, such

as printingand publishing, and electrica
machinery manufacturing.
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Technical Appendix —

M ethodology for the Ohio

Manufacturing Index (OMI)

A number of production index methodologies
have been proposed. The procedure chosen for
the construction of the Ohio Manufacturing I ndex
(OMI) involves a minimum of timeto produce
and has been shown to be rdatively accuratefor
the Texas economy (see Fomby [1986]). The
OMI isstructurally similar to the regional produc-
tion indexes produced at other Federal Reserve
Banksand isvirtually identical to that produced
by the Federal Reserve Bank of Atlanta (see
Stroebel [1978]).1

We begin by assumingthat Ohio
manufacturers are profit maximizerswho operate
in acompetitive market. If we further assume that
Ohio manufacturersare subject to a two-factor
(Iabor and capital) linear homogeneous produc-
tion function (constant returnsto scale), we can
use Euler'stheorem to show that:

(D VA= (BL) + (PK),

where VA is manufacturing output measured by
valueadded, 7, and P, are the unit price of labor
and capita inputs, respectively,and L and K are
the industry's employment of labor and capital.

Equation 1 can be algebraicaly
manipulated to yield the more complex, but eas
ily estimable, time series:

(2) VA, = (PL/VA) (VA/L), L, +
(P.K/VA) (VA/K), K,
= %(S,0,,i) fori = LK,
where §; are the factor sharesfor labor (Z) and
capital (K) inputs, O, , are the output ratios for
inputsin period £ and z, representsthe level of
inputsin period t.

The Ohio Manufacturing Index
uses fixed shares of labor and capital, but allows
for monthly productivity increases by a factor ¢,.
Specificaly, the output ratiosare adjusted
monthly such that:

3 0,=0,,0+CcC n),

where n representsthe number of months that
have el apsed since the lagt survey of Ohio manu-
facturers. The productivity factor is defined by:

@ ¢= VA, /i, |1/¢

VA /i, | 1
where m and o are two survey yearsand ¢ isthe
monthly interval separatingthe two surveys. Input
productivity factorssince 1984, for which datado

not yet exist, were assumed to be equal to the av-
erage productivity factor between 1978 and 1984.2

..........................................

The Sixth District Manufacturing Production Index uses man-hours

to measure labor inputs, while the OMI uses employment levels, In
addition, the Sixth District Index seasonally adjusts the computed indexes,
while the OMI seasonally adjusts the factor inputs prior to index
construction.

27
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The OMI was produced for 15 two-

Per centageShareof Labor and Capital For OhioManufacturers  digit SC industriesand for the durable-goods,

Labor Capital
Industry (SIC) (%) (%)

Manufacturing 40.3 59.7
Durable-Goods Manufacturing 44.0 56.0
Nondurable-Goods Manufacturing ~ 31.9 68.1
Food and Kindred Products(20) 249 75.1
Apparel and Other

Textile Products (23) 43.2 56.8
Lumber and Wood Products(24) 44.0 56.0
Furniture and Fixtures(25) 46.2 53.8
Paper and Allied Products (26) 46.1 53.9
Printingand Publishing (27) 415 58.5
Chemicalsand

Allied Products (28) 19.7 80.3
Rubber and Miscellaneous

Plastic Products (30) 45.2 549
Stone, Clay, and

Glass Products (32) 43.2 56.8
Primary Metds Industries (33) 43.8 56.2
Fabricated Meta Products(34) 45.5 54.5
Machinery, Except Electrical (35) 50.1 49.9
Electricand Electronic

Equipment (36) 38.0 62.0
Transportation Equipment (37) 40.9 59.1
Instrumentsand

Related Products (38) 44.6 554

SOURCE: 1984 Annual Survey of Manufactures, Bureau of the Census.

APPENDIX
TABLE 1

The fixed factor shares (S;) were
estimated using Ohio manufacturing data from
the 1984 Survey of Manufactures. The share of
labor (S,) wascalculatedastheratio of the total
manufacturing payroll to thevaueadded in
manufacturingin nominal dollars. The share of
capital (Sy) wasderived by:

(5) Sg=1-8,.
The factor sharesare reported in table 1 of this
technical appendix.

The output ratioswere calculated
for the survey years 1978, 1983, and 1984 and for
the census year 1982. The labor output ratio (O,)
isreal valueadded to total employment. The cap-
ital output ratio (O,) issimilarly constructed,
using electric power consumption as a proxy for
the employment of capitd.’

..........................................

In many industries. this period is associated with little or no growth
in factor productivity. Consequently, this assumption may be unrea-
listically low. Withoul firm data lo the contrary, however, a conservative

approach seemed appropriate.
Virtually all regional and national industrial production indexes
employ electric power data to approximate capital usage. See
Moody (1974) for a justification of this procedure.

nondurable-goods, and total manufacturing
aggregates (appendix table 1). Fve manufactur-
ing industriesare not reported because of con-
straints on the data: tobacco products (21), textile
mill products (22), petroleum and coal products
(29), leather and leather products (31), and other
miscellaneous manufacturing (39) . Fortunately,
thesefive industriesare rdatively small contribu-
torsto the Ohio economy, representing only about
2 percent of thisstate's value added in 1984.

The OMI and components are
availablemonthly (n = 96) and quarterly
(n = 32), both seasonally adjusted and nonsea-
sonally adjusted. Index valuesare reported on a
1982 = 100 basis.

Description of the Dataand Procedures

. The Ohio Manufacturing Index
and the durable- and nondurable-goods aggre:
gates represent a summation of the industry-level
indexes, weighted accordingto share of red
valueadded in 1984.

- Ohio manufacturing value
added and payroll data are availablefor the cen-
susyear 1982 and for the survey years 1978, 1983,
and 1984.

- Vdueadded was deflated using
national pricedeflatorsfor these two-digit indus
tries,supplied by the U.S. Department of
Commerce.

« Monthly employment datain
Ohio by two-digit industria classificationswere
supplied by the U.S Bureau of l1abor Satigicsand
the Ohio Bureau of Employment Services.

- Ohio eectric power, measured
in kilowatt-hours, is used as a proxy for capita
use. Electric power datawere collected by two-
digit SC codes by the Data Services Department
of the Federa Resarve Bank of Cleveland.* The
datainclude self-generated electric power. The
monthly timing of electric power consumption
datais not exact and tends to overlap between
months. For this reasd’n, electric power data are
entered into the OMI as a threemonth moving
average.

- Theinput series are indepen-
dently seasonally adjusted using the X-11 ARIMA
adjustment procedure.

..........................................

| 4

A short description of electrical consumption data sources used in
this study is available from the authors upon request.
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