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Metropolitan Wage
Differentials: Can Cleveland
Still Compete?

by Randall W. Eberts

and Joe A. Stone Randall W. Eberts is Associate Pro- ~ This paper was prepared for the

Introduction

Labor costsare often cited asone of the primary
reasonsfor the economic hardships plaguing
many older industrial cities, such as Cleveland. Of
course, other factors, such aslocal taxes, proxim-
ity to markets, product cycles,and energy costs
may also contribute to the area's diminished abil-
ity to compete with other regions in attracting
and retaining businesses. Nonetheless, since
[abor costs represent an important part of total
production costs, the initia presence of signifi-
cant wage differentialsamong metropolitan areas
may have been a mgjor factor in the economic
expansion of Sunbelt citiesand the relative
decline of Snowbelt cities. In turn, divergent pat-

terns of growth resulting partly from firms rel ocat-

ing in low-wage areas may have caused wage lev-
elsto converge.

With respect to the effect of differ-
ential labor costson firm location and on
regional employment growth, two aspects of
|abor costs must be considered. Fird, there is
more to examining labor cost differentialsacross
regionsthan simply looking at regional differen-
ces inwage rates. Firmsconsider not only the
amount they pay workers, but also the productiv-
ity of their workers. Stated simply, an employer is
willingto pay aworker in Cleveland a higher
hourly wage than aworker in Atlanta, for exam-
ple, if the Cleveland worker is more productive
than the Atlantaworker. Therefore, a comparison
of regional wage differentialsis much more
meaningful when these wages are adjusted for
differencesin worker skills.
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Second, the advantageto afirmin
searching for a low-wageareais directly propor-
tional to the degree of regional dispersion in
labor costs. A large regional variation in labor
costswould make it advantageousfor firmsto
search for low-wage areas, since the relativecost
savingswould be sizable. On the other hand, if
wage differentials, adjusted for worker sKills, are
observed to converge over time, then the competi-
tive disadvantage of relatively high-wage areas,
such as Cleveland, would diminish over time.

The purpose of this paper is three
fold: to provide estimates of variations across
metropolitan areasin the wage employers pay a
worker of given skillsand training, to compare
these " skill-adjusted wage differentialswith
observed differentials,and to examine how these
differentials may have changed over the past
decade. The Cleveland metropolitan labor market
is used as a point of comparison to highlight how
labor costsin amagjor industrial city in the Fourth
Federa Reserve Didtrict fare with respect to other
U. S cities.

I. Theoretical Framework

Metropolitan areas in the United States are charac:
terized by many firmsthat act as price-takers
when they sell to national marketsand that con-
sider the rentd pricesof capita to be fixed by ex-
ternal conditions (see Borts and Stein [1964];
and Muth [1968 and 1983] ). Thisdemand-side in-
terpretation of regional labor marketsfixes loca
nominal wages by the horizontal labor demand
curve of firmscompeting in national or interna-



tiona product markets. Longrun equilibrium
levels of loca wagesare determined by the
demand for labor, under the technical condition
that the level of output changesin constant pro-
portion to changes in labor and capital. Shiftsin
labor supply have no long-run effect on local
nominal wagesin this model, but supply changes
do cause changes in total employment and even-

Estimates of Wage Equationsfor 1974 and 1983

(CurrentPopulation Survey data)

Variable 1974 1983
Intercept 1.26 158
(39.08) (115.27)
Schooling 0.12 0.13
(9.15) (30.70)
Schooling squared 0.007 0.004
(2.17) (3.18)
Potentia experience 0.024 0.026
(31.39) (114.22)
Potentia experience squared -0.0004 -0.0004
(-25.05) (-86.03)
Employment status (full- 0.14 0.16
time=1) (14.25) (58.34)
Gender (femae=1) -0.31 -0.23
(-35.15) (-96.52)
Race (nonwhite=1) -0.05 -0.02
(-3.90) (-6.82)
Occupation dummy variadbles ——— -
(omitted for brevity)
R-square 0.49 0.49
Number of observations 13,733 175,268

NOTES Coefficientsare followed by t-gtatisticsin parentheses. The 1983 re
gression also contains quarterly dummy variables to control for variations
during 1983. See text for definition of variables and further explanation of
data. All coefficientsare satisticalysignificant at the 0.01 percent level,
except for schooling squared in 1974, which isstetisticallysignificant a the
0.05 percent level.

TABLE 1

tually in total population. Of course, other influ-
ences on local wagesare possiblein short-run dis
equilibrium and even in long-run equilibrium, if
local productsare relatively unique or sold in geo-
graphicaly limited markets, if local natura re-
sources are asignificant input into the production
of exportablegoods, or if any of the other condi-
tionsof thedemand-side model aboveareviolated.
Johnson (1983) providesan extensive theoretical
and empirical analysis of many of these factors,
including loca costsof living, environmental
amenities important to workers, taxes, income
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transfers, moving costs, unionization, transporta
tion costs, discrimination,and various human
capital and skill variables. Mot of the previous
studies of geographical wage differentialshave
alowed a dominant role for labor supply in
determining local wages (see Coelho and Ghali
[1971]; Bellante [1979]; Sahling and Smith
[1983]; Scully [1969]; and Johnson [1983]).

Without necessarily denying arole
for nondemand factors, the purpose of our study
isto obtain estimatesof metropolitanwage dif-
ferentials relevant for identifying demand-side
effectsand to explore the possible significance of
such effects over the past decade. To do this, we
first estimate the demand-side differentialsfor
1974 and 1983, and then examine the trendsin
the differentials between the two periods. Under
the demand-side model, the change in skill-
adjusted wage differentialsduring this period is
expected (all elsethe same) to beinversely
related to subsequent rates of economic growth
viafirm locations, expansions, and contractions.
We have found in Ebertsand Stone (1985), for
example, asignificantinverse relationship
between metropolitan wage differentialsin the
1970s and subsequent firm locations. Therefore,
one would expect wage differentialsmeasured in
1974 to narrow by 1983.

1. Dataand Empirical Results

The data used to estimatethe metropolitan wage
differentialsare obtained from 1974 and 1983
Current Population Surveys(CPS) compiled by
the Bureau of Labor Statistics. The 1974 data
come from the May survey, which containssup-
plementary questions regarding employment.
The 1983 information is derived from questions
asked of one-quarter of the individualsin each of
the 12 monthly surveys. Because of thisdiffer-
ence (and also because of other changesin the
CPS between 1974 and 1983), the total number of
workerswith sufficiently compl ete recordsfor
analysisis much smallerin 1974 than in 1983
(13,733workersin 1974 versus 175,268in 1983).
The sample alows us to identify 43 of the largest
metropolitan aress—Standard Metropolitan Statis
tical Areas (SMSAs)—for both years of data.

Our firg step in obtaining skill-
adjusted wage differentialsis to specify estimable
wage equations that reflect appropriate demand
determinants of the wages of individual workers.
This approach followsthe human capitd specifi-
cation of individual wages set forth by Hanoch
(1967) and Mincer (1974). Thus, we specify indi-
vidual wages (expressed in logarithms) as afunc
tion of observed determinantsof individual
productivity —educationleve (entered asa quad-
ratic), potential experience (age, minusyears of
education, minussix, also entered asa quad-
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ratic), a binary dummy variableindicatingfull-
time employment status, and 46 binary occupa
tion dummy variables(with one of these omitted
asaconstant). Binary dummy variablesare also

1974 Metropolitan Wage Differentials

(per centage differ encefrom national average)

Skitl-

Rank SMSA adjusted Actual
1 New York 186 216
2 Paterson 17.9 186
3 San Francisco 175 198
4 Detroit 171 23.6
5 Chicago 157 16.1
6 Nassau-Suffolk 155 24.8
7 Rochester 145 199
8 SanJose 134 237
9 Portland 13.3 16.8

10 Gary 129 105
11 San Diego 129 21.2
12 Anahem 12.2 273
13 Sedtle 9.1 24.4
14 Los Angeles 84 108
15 Albany 8.3 187
16 Akron 7.9 38
17 Cleveland 75 144
18 Atlanta 6.5 2.8
19 Denver 59 114
20 New Orleans 59 -0.8
21 Badtimore 58 54
22 Sacramento 57 9.0
23 Indianapolis 55 89
24 MinnegpolisSt. Paul 51 9.8
25 Milwaukee 49 8.0
26 Columbus 43 39
27 Boston 41 94
28 San Bemardino 39 50
29 Houston 38 104
30 Newark 3.7 36
31 Philadelphia 31 6.3
32 S Louis 14 17
33 Pittsburgh 0.6 -1.6
34 Cincinnati 0.5 0.3
35 Miami -0.6 0.2
% KansasCity 1.8 36
37 Dadlas 29 -0.9
38 H. Worth 4.4 -0.5
39 Birmingham -4.7 0.1
40 NonSMSAs and other SMSAs -5.8 -8.7
41 Buffalo -6.9 -4.9
42 Norfolk 7.1 -7.6
43 Greensboro -8.1 -8.6
44 Tampa -15.9 -17.9

NOTE Weae differentialsare derived from Current Population Survey files,
using the techniquedescdhed in the text.

TABLE 2
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entered to control for race and gender differences
in wages. Under the assumptionsof the demand
model, the separate wage regressionsfor 1974
and 1983 yield coefficientsthat reflect national
average margina productivitiesin specific occu-
pationsand for particular human capital compo-
nents. Industry dummy variablesand union mem-
bership status are not included, because these
variablesare not viewed as productiveattributes.
Detailed information on other components of
[abor compensation (pensions, health insurance,
and the like) is not availablein the data.

The predicted wage level for each
worker in the sample is obtained by multiplying
the estimated coefficients by each worker's char-
acterigtics. The predicted wage can be interpreted
as the compensation aworker could expect to
receive, given hisor her characteristics,regardiess
of geographiclocation. Subtracting the predicted
wage from the actua wage, then, netsout the
portion of the actua wagethat isrelated to the
worker's skills. The skill-adjusted metropolitan
wage differentialsare then obtained by averaging
the wage residual s (actual, minus predicted
wage) in each year for al workersin a particular
metropolitanarea. Averagewage differentialsare
calculated for each of the 43 SMSaAs for each year.
The nationa averagewage differentia is, of
course, equal to zero by the property of least-
squares regression. For purposes of comparison,
an additional averageiscalculated jointly for
nonSMSAs and other excluded SMSAs.

Wage regressions. The estimated (log) wage
equations for both 1974 and 1983 are presented
in table I, except that the 45 estimated coeffi-
cientsfor the occupation dummy variablesare
omitted for brevity. These equations are pres-
ented only to document the results of our
demand-oriented wage regressions. Except for
the absence of nondemand factors (for example,
controlsfor union membership), these are famil-
iar regressions(with minor variations) in the
labor literature.

The estimated coefficientsin table
1 are as expected in both years. Schooling (with
avaueequal to 1 for eight to 11 years, a value of
2for 12 to 15 years, avalue of 3for 16 to 17
years, and avalue of 4 for more than 18 years)
enters with asignificantly positive coefficient.’
Schooling squared also enterswith a significantly
positive coefficient; years of potential experience

This specification of education permits greater nonlinearity in

the effects of different education levels than the use of individ-
ual years of education, although the difference is trivial for our estimated
wage differentials.
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enters with a positive coefficient; experience for race (with nonwhite equal to 1) and gender
squared enters with a negative coefficient;a (with femaleequal to 1) enter with negative coef:
dummy variable for full-timeemployment enters  ficients. All listed coefficientsare significant at the
with a positive coefficient; and dummy variables 5 percent level.

With the exception of thedeclinein
absolute valuefor theraceand gender coefficients

1983 Metropolitan Wage Differentias in 1983, the 1974 and 1983 regressions are basic-
(per centagedifference from national average) aly the same. The similarity extends, by and
large, to the 45 occupation dummy variablesas
Skill- well, although a few of these coefficients do
Rank WA adjusted Adud change. Interceptsin thetwo equations, of course,
1 San Francisco 18.1 254 differ sgnificantly, due to both nominal and real
2 SanJose 18.1 28.4 wagegrowth between 1974 and 1983 for the Unit-
3 Anahém 155 23.0 ed States asawhol e. Both regressions explain 49
4 Sesdttle 14.9 221 percent of the variation in actual wages.
5 MinnegpolisSt. Paul 12.0 126
6 NassauSuffolk 11.3 16.0 . I
7 Houston 108 145 Metropolitan wage differentials. SKill-adjusted
8 LosAngeles 107 130 and actual metropolitan wage differentias
9 Chicago 104 145 (expressed as the percentage deviation from the
10 San Bemardino 10.0 71 national average) are presented in table2for
11 Detroit 9.3 9.1 1974 and in table3for 1983. The SMSAs are
12 Gary 8.4 36 rz_;\nked a_ccord| ngto thesize of _the sk_l II-ac_iJ usted
13 Ddlas 8.0 122 differential. Because of the semilogarithmicspeci-
14 Portland 7.9 97 fication of the wage equation, residualsare expo-
15 Paterson 7.8 135 nentiated to obtain percentage differentials.
16 Sacramento 7.8 7.0 The rankings offer a perspectiveon
17 Denver 76 127 how Cleveland'swages compare with regions
18 Newak 7.3 127 against which the area might compete for eco-
19 Milwaikee 71 79 nomic development. In 1974, Cleveland's skill-
20 New York 71 11.4 adjusted wagewas 7.5 percent above the national
21 San Diego 57 45 average,which put Cleveland in seventeenth place
22  Cleveland 51 70 among the citiesconsidered. A number of cities
23 Rochester 51 11.0 usualy associated with rapid growth, such asSan
24 New Orleans 4.8 88 Jose, San Diego, and Anaheim, had wage differen-
25 < Louis 3.9 4.0 tials that were higher than Cleveland's. On the
26 Ft.Worth 34 30 other hand, Cleveland's skill-adjusted wagesare
27 Pittsburgh 27 54 consistently higher than they are in southeastern
28 Atlata 27 6.2 cities. About one-quarter of the citieswith wage
29 Boston 292 57 rates below Cleveland's level were in the South-
30 KansasCity 21 45 east, and no southeastern city had a skill-adjusted
31 Baltimore 16 48 wage differential higher than Cleveland's. More'
32 Philadelphia 15 47 over, smal SVISAs and nonSMSA regionsshowed
33  Cincinnati 13 14 much lower skill-adjusted wage differentialsthan
34 Akron 13 14 Clevdand's—over 12 percent lower.
35 Greensboro -1.6 -35 [n 1983, Cleveland's ski II-acciJru%ed
36 Columbus 292 21 wage fdl to only dightly above 5 percent of the
37 Indianapolis 25 26 national average, which brought itsranking down
38 Buffdo 26 45 to twenty-second place. All the southern citiesin
39 NonSMSAs and other SMSAs 48 71 the sample still had wage differentialsbel ow
40 Albany 6.0 54 Cleveland's. A few additional cities, such asSan
41 Birmingham 6.9 51 Bemardino and Sacramento, were added to the
42 Miami 6.9 114 1974 ligt of west coast citiesthat surpassed Cleve-
43 Norfolk 73 73 land in the skill-adjustedwage differential.
44 Tampa 107 117 Wage differencesbetween metro-
politan areascan be broken down into two compo-
NOTE: Wage differ entialsare derived from Current Population Survey files, nents: differencesin the skill-adjusted wages and
using the techniquedesribed in the te. differencesin the value of skills (measured in

—————————————————————— (0] | 21'S). COnsider the differencein actua wages
TABLE 3 between two SMSAs (w1 and w, ). Recall that:



log (w,) = bS, . e,,
]og(w]) = bSl + €,

(D

where bisthe regression coefficient associated
with the skill-related variables ($), and edenotes
the residua or skill-adjusted wages (actual wage,
minus predicted wage). We assume that the
appropriate aggregation has been done, so that
each eguation represents wagesin a specific met-
ropolitanarea.

The differencein the actual (log)
wages between the two metropolitan areasis.

(2) log(w;) - log(w,) =

b(s, - S,) + (ere,)

The firs component on the right-hand side is the
differencein levelsof skills normalized in wage
units between the two areas. The second isthe
difference in skill-adjustedwages between the
two metropolitanareas. If, for example, the actual
wage differential isgreater than the skill-adjusted
differentia, then the skill level is necessarily
greater in area 1 than in area 0. Consider the
wage differentialsdisplayed for San Francisco in
1983. The actua wage in San Franciscois 17.2
percent higher than the actual wage in Cleveland,
but the skill-adjustedwage is only 12.4 percent
higher.2 The differenceof 4.8 percentage pointsis
dueto the higher ill levels of San Francisco
workers relative to Cleveland workers. Since
employersare willing to pay workersthe value of
their contribution to the production of each unit
of output, the higher wages associated with
higher productivity do not affect the relative
competitivenessof the two areas. Rather, it isthe
difference in wagesover and above the differen-
tid associated with higher labor productivity that
affectscompetitivenessamong regions. In the
case of San Francisco,a 12.4 percent wagediffer-
ential exists, which isnot accounted for by skill
differentials.On the other hand, Rochester's 3.2
percent wage differential relativeto Clevelandis
due entirely to higher skill levelsin Rochester.

The percentage difference in wages between any two metropol-
itan areas can be easily calculated from lables 1 and 2, by
using the following formula:

M- Wo - (WrWus - WO_W”S) (1 (WyWys) W)
Wo Wys Wys

where (w{- w,)/w,is the percentage difference in wages
between area 1 andarea 0 and (w ,-w,, )/w, is the percentage
deviation in wages in area / from the nation's (the differential dis-
played in tables 2 and 3).
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Although the resultsfor 1974 show
arough correspondence between skill-adjusted
and observed (actual) wage differentials, substan-
tid differencesare also clearly evident. Detroit,
Anaheim, Birmingham,San Diego, Cleveland,
Houston, and Boston, for example, al have
observed wage differential sthat exceed the sKill-
adjusted differential by at least 8 percentage
points, which is the approximate differentia
required for Satisticd significanced the 5 per-
cent level. Only Akron exhibitsthe opposite
phenomenon— a skill-adjusted differential that is
a least 8 percentage points higher than the
observed differential. The five SMSAswith the
highest skill-adjusted wages are New Y ork, Pater-
son, San Francisco, Detroit, and Chicago. The five
lowest SVISAs are Tampa, F. Worth, Greensboro,
Norfolk, and Buffdo.

The resultsfor 1983 show a
stronger correspondence between skill-adjusted
and observed wage differentials. By thisyear, no
IVISA except San Jose has an observed wage dif-
ferentia that differs from the skill-adjusted differ-
ential by at least 8 percentage points. Only one of
thefive highest-wage SMSAs in 1974 (San Francis
co) remainsin the top fivein 1983. The remain-
ing four in 1983 are SanJose, Anaheim, Sesttle,
and MinneapolisSt. Paul. Two of the lowest-wage
SMHAsin 1974 (Tampaand Norfolk) remainamong
the five lowest SISAs in 1983. The remaining
threein 1983 are Albany, Birmingham, and Miami.

The changesin the differentids
between 1974 and 1983 are presented in table 4.
MAswith the largest increases are Dallas, R.
Worth, Houston, MinnegpolisSt. Paul, and
Greensboro. VISAs with the largest decreases are
Albany, New Y ork, Paterson, Rochester, and
Akron. Mogt of the cities associated with rapid
growth during the last decade exhibit increasesin
both skill-adjusted and observed wage differen-
tids. In some instances, the skill-adjustedand
actua changesin wage differentia sdiffer sub-
gantidly. SMSAs that show increasesin the skill-
adjusted differentia, but a decline in the actua
wage differentials, are Houston, Anaheim, and
Sacramento. For these SVISAS the skill-adjusted
increaseis presumably offset by adecline in
averageskill level.

Cleveland's skill-adjusted and ob-
served wage differentialsfell between 1974 and
1983; the actual wage declined more rapidly than
the skill-adjustedwage. Since the relative decline
in the actual wage differential,with respect to the
skill-adjustedwage differential, has to be offset by
adecline in average kill leve of the area's work
force, thisindicatesthat Cleveland suffered a de-
clinein the average kill of the areds labor force.

New Orleans, Philadel phia (trivial-
ly), Atlanta, and Akron show decreasesin the
skill-adjusted wage differential, but an increasein



the actual wage differential. For these SMSAs, the
skill-adjusted decrease is presumably offset by an
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changes (even if the changesare in the same
direction) have similar interpretation. Other

SMSAs with large differences between the two
measuresare SanJose, Birmingham, Gary, San
Diego, Detroit, and Albany.

Based on the estimates above,
have skill-adjusted metropolitan wage differen-
tials converged since 1974? This question can be
answered by calculating the change in the coeff-
Skill- cient of variationfrom 1974 to 1983. The coeff-

increasein the average kill level. Large diver-
gences between the skill-adjusted and actua

2 R AR S g . s

hange in Wage Differentials from 1974 to 1983
(per centagepoint change)

Rank SMSA adjusted Actual cient of variation isthe standard deviation (com-
puted from the sample of SMSA-level wage
; Et‘f"'\}\‘jfmh “7)'3 12; differentials) divided by the mean; thus, it isan
3 Houston 7:0 41 mdex of the d_egr_ee of dispersi onin the sample.
4 Minneapolis-St. Pau 69 69 This measure i nd_l cates s_ubstantld convergence
5 Greensboro 65 51 for both sets of dlff_erennals, declln_l ng by 22 per-
6 S Bernardino 61 21 cent forthesklII-adJustedd|ff_erent|aI_sand by 46
7 Sedtle 58 23 percent for the actual_ wage c_il ff_erent| als. Because
8 Tampa 52 62 the ob_servgd wage dlffer_enn a is compose_d of
9 SanJose 47 62 t_he skill-adj ust_edwage dlf_ferentlal an_d adifferen-
10 Buffao 43 04 tid related to differences in actua skills, thef{_ﬂ
11 KansasCity 3.0 09 that observed wages converged more than twice
12 Newak 36 01 as r_nu_ch as skill-adj ustedvyagessugg_&ctsthat _
13 Anghem 33 -43 variationsacross metropol itanareasin actual skill
14 < Louis 25 23 levelsalso declined during the per|od.3_
15 Los Angeles 23 22 Wiy dowe observe rdlaively
16 Milwaukee 25 -01 strong wage convergence duri ng_the 1974-1983
17 Pittsburgh 21 20 period?Foll owing our demand-side approach,
18 Sacramento 21 20 one could attribute convergenceto the expand-
19 Denver 17 0.7 ing scope of most product markets (both dor_n_es
20 NonSMSAs and other SMSAs 10 16 tically and mternat_lonally), increased c_ompeU"uon
21 Cincinnati 0:8 17 faced by geographica choncentrated fi rms that
22 San Francisco 06 56 may_have he_\d some power to influence price, the
23 Norfolk 02 03 rel_atlve degl ine of industriesthat make products
24 New Orleans 11 96 using relatively large amounts of local natural_
25 Philadelphia 16 16 resources, and the emergence of manufacturing
26 Boston -19 37 industriesthat require smaller-scaleplants.
27 Birmingham -2.2 -52
28 Cleveland -24 -7.4 .
29 Atlanta -38 34 I Condusion o
30 NassaSuffolk 42 88 The objectlv_eqf this paper wasto prowde esti-
31 Baltimore 42 06 mates of variationsacross metropol itan areasin
32 Gary -45 69 thewage_employerspayaworkerof given sklll_s
33 Chicago } 5'3 _ 1' 6 and training, and then to compare how these dif-
34 Portland : 5: 4 _7:1 ferentials have changed over the past decade.
35 Miami -63 116 Based upon 1974 and 1983 datafrom the Current
36 Columbus -65 -60 Population Survey, Wefl nd substantial variations
37 San Diego -7 167 in sklll-aq ugi_ed wagesin both 1974 and 1983, as
38 Detroit _7‘ 3 -1 4'5 We_|| as significant deviations between skill- _
39 Indianapolis -8‘0 _11'5 adjusted and observed_wageleve_lsv_\lealso_fmd
40 AKron ) 9'2 i} 2' 4 that the Waged!f_ferennalsa_\nd sk!ll d|fferent|_als
41 Rochester ) 9' 4 ) 8.9 convergeds gl_’llfl ca_lntlydurl ng thissame period.
42 Paterson 1 0:1 _ 5:1 Cleveland's skill-adjusted and actual wage levels
43 New York -11.5 -10.2
44 Albany -14.3 5 R
NOTE: Wae differentialsare derived from Current Population Surveyfiles, ‘ 5 The changelin average skill Ieyel could be the result Of. changes
using the techniquedescribed in the text. in actual skills or of changes in the market compensationof the

skills between 1974 and 1983. The oeneral similaritv of the 1974 and
1983 wage regressions, however, suggests that most ot ihe change in
skill level reflects actual changes in skills.

TABLE 4



a so converged toward the national averages.
Over the last decade, Cleveland closed the gap by
2.4 percentage pointsfor skill-adjustedwagesand
by nearly 9 percentage pointsfor actual wages.

The reduction in Cleveland's wage
differentialsand the general convergencein
wagesand skillscould influence Cleveland's
economic futurein at least two ways. Fird, the
incentive for firmsto move out of Cleveland
might diminish, since convergence in wages
reduces the potential cost savingsof a move.
Second, the wage differential might not be as crit-
icd afactor in economic growth asit once was.
In fact, labor supply-side factors, such as labor
climate and local amenitiesand public services,
might become more important influences on
economic development.
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and
Productivity on
Metropolitan Labor
Cost Differentials

by Thomas F. Luce

Introduction

Regional variationsin labor costs attract a great
deal of attention because of their potential to
affect the regional distribution of economic activ-
ity. Because of the major role that labor costs play
in total production costs, regional differencesin
labor costs may trandate into drameatic regional
differencesin profitability. Profitability, in turn, is
amajor determinant of whether or not existing
firmswill expand and of whether or not new
firmsare likely to locate in agiven region.

Mog studies of regional variations
in labor costs are based solely on data for payroll
per employee or wages. However, the measure of
labor costs that is most relevant to the profitability
of afirm is the tota cost of the labor needed to
produce its output. There are at least two steps
involved in getting from simple wage daato
estimates of labor costs per unit of output.

First, nonwage income to workers
("supplemental income™) must be added to
wagesto get total labor costs per hour. In 1977,
the value of measurable supplemental income
paid to manufacturing workerswas, on average,
about 20 percent of the value of wagespaid to
those workers. This percentage showed consider-
able variation, however,among regions and
states. (See Garofalo and Fogarty [1984].) By
1982, supplemental income had increased to
nearly 25 percent of wages.

Second, labor costs per hour must
be scaled by the amount of output per hour that
is attributable to labor inputs, as opposed to
other inputs, if the objectiveis to measure labor
costs per unit of output. The amount of output

Thomas F. Luce is associate direc-
lor, Wharton Philadelphia Economic
Monitoring Project, University of
Pennsylvania.

The author would like lo thank
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generated by a unit of labor input variesfor dif-
ferent workers and for different production pro-
cesses. Labor productivity will be different among
workerspossessing different skillsor other per-
sonal characteristics. Similarly, productivity will
vary for asingle worker according to the amount
o other factors of production (machinery,
energy, or raw materials) used in a particular
production process.

The research described here has
been directed toward incorporating these two
correctionsto the raw wage rates to obtzin a
more accurate measure of labor costs per unit of
output. The supplemental income estimatesare a
direct extension of work done d the state level
by Garofalo and Fogarty.

The strategy employed to control
for labor productivity differssignificantly from
that used in most other studies. Researchers in-
terested in analyzing regiona labor productivity
patternsface hard decisions regarding the tech-
niques and data available to them One option is
to use indirect indicatorsof productivity that can
be measured reliably, but which may or may not
be reliable proxiesfor labor productivity. This op-
tion usesthe personal characteristics of workers
to measure productivity. The strength of the tech-
nique isthat it uses datathat are relatively access
ibleand reliable. It hastwo major weaknesses. (1)
Strong assumptionsare required about the rela
tionship between the indirect measures (personal
characteristics) and labor productivity. (2) The
method does not control for differences across
industriesor regionsin capita intensity.



The other choice—the one used in
this analysis—isto attempt to estimate labor pro-
ductivity directly from data that measure output
ancl input levels. The strength of this approach is
that the effectsof differences in the quality of
labor and of differences in the mix of inputs
(capital intensity) are both captured by the mea
sure. This approach also has two major weakness:
es: (1) Reliable data are not easily available at the
regional leve for some of the measures, especial-
ly capital inputs. Some variables must, therefore,
be estimated (with some error) from the data that
are available. (2) The option requires oneto make
fairly strong assumptions about the nature of pro-
duction processes across industriesand regions.

Neither approach is entirely satis-
factory since each requires strong assumptions. It
could be argued that the firgt approach (based on
characteristics of the labor force) provides the
more relevant measure for new firmsseeking a
location, because these kinds of firmsare not tied
to an existing technology or physica plant. On
the other hand, the seconcl approach, because it
controls for the effectson labor productivity of
existing capital intensities, may be the better
measure for capturing the potential of existing
firms to expand in their current location.

Indexesfor wage rates, supplement-
al income, and labor productivity have been gen-
erated for each of the 20 commonly reported Man
ufacturing subsectors (two-digit SC industries) in
the 20 largest (based on 1980 employment) Stan-
dard Metropolitan Statistical Areas (SMSAs).

1 Wages
The wage data collected for this research support
the finding by other researchersthat wage rates
vary significantly among metropolitan areas and
regionsin the United States. The first column of
table | shows 1982 Manufacturingwage indexes
for the 20 largest SVISAs The indexes represent
production worker hourly wages in the SMSA as a
percent of the national average. in order to con-
trol for the fact that different SMSAs have different
industrial structures, each SVISA'sindex compares
the cost of that SVISA's employment mix com-
puted from the SVISA's wage structure to the cost
of the same mix & national average wages. This
means that an artificially high index number will
not be produced simply because an SMSA has
greater-than-average concentrations of employ-
ment in industries that have wages that are higher
than the average for Manufacturing asawhole.
The firg thing that is clear from the
wage indexes is that, in 1982, there was agreat
deal of variation in Manufacturing wages among
these large SMSAs. Wages in the lowest-wage
GMSA (Nassau) were only 75 percent of those in
the highest-wage SVISA (Pittsburgh). Eight of the
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SMSAs showed wages less than the national aver-
age, but the weighted average wage for the 20
was 2 percent greater than the national average.

The most striking feature of the
regional averagesis that all of the SMSAs in the
North Central region showed Manufacturingwages
in 1982 that exceeded the national average.
Wages in Cleveland approximately matched the
regional average at about 8 percent above the
national average and were greater than in dl but
six of the 20 largest SVISAs Wages in the North-
east, South, and West were close to the national
average, but the indexes are far from being uni-
formly distributed within these regions. The
Northeast, for instance, shows the lowest regional
average despite the fact that it contains the
highest-wage SVISA in the sample (Pittsburgh).
Similarly, wages in the South and West range
from a low of 91 percent of the average (Dallas)
to a maximum of 115 percent (San Francisco).

These regional patterns, particu-
larly the finding that the Northeastern SMSAs
showed lower wages on average than those in
the South and West, are somewhat surprising. In
light of the often-citecl difference between wages
in the “Sunbelt” and the “Frostbelt,” one might
have expected greater regional differences than
those revealed by the data. One possible explana
tion for the patterns is that wages have converged
over time as the result of equilibrating forces a
work in the national economy. In regions where
Manufacturing employment is in decline, one
would expect downward pressure on relative
wages. Examination of column (7) of tabie |
provides some support for this view. Wages in
the slower-growing Northeast and North Central
regions have indeed declined relativeto thosein
the South and West. However, the decline was
significantly greater in the Northeast than the
North Central and there are some clear excep-
tions a the SMSA level —for example, relative
wages in Pittsburgh increased between 1777 and
1982 despite significant declines in Manufactur-
ing employment during the period.

Estimates of supplemental income for the 20
largest SMSAs showed even more variation than
the wage indexes, ranging from about 75 percent
of the national average to more than 130 percent
of the average. The supplemental income data
available in the Census of Manufacturesinclude
both mandatory supplements to wages like social
security and worker’s compensation, and voluntary
supplements like health and lifeinsurance. Other,
less easily measured fringe benefits, such as free
parking or subsidized cafeterias, are not included.
Unfortunately, the regional data are
reported at the state level only, with no detail



across industries. Industry detail is available only
in the national data. Estimates of supplemental
income for each of the 20 Manufacturing sectors
in the SMSAs have been generated by combining
wage data from the SMSAs with the information
about regiond variations in fringe benefits rates
contained in the state level data and with the
information about variations among industrial
sectors contained in the more detailed national
data. The procedure assumes supplementary in-
come in agiven industry and SVSA to be the
product of (1) the level of wages in that industry
and VISA, (2) the average supplemental income
rate (supplemental income divided by wages) for
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supplemental income rate in total Manufacturing
in the SMSA’s home state (controlling for the
Manufacturing employment mix in the state). The
supplemental income estimates for each industry
mn an VA are then combined in the same way
asthe wage estimates to get the mix-controlled
index for total Manufacturing in the SMSA.

The supplemental income indexes
in fable 1, column (2), compare the supplemen-
tal income cost of the SMSA’s employment mix to
the cost of the same mix at the national average
supplemental income rates. The estimates for
1982 show the differences among the SMSAs’
fringe benefits rates to be much more substantial

the industry in the nation, and (3) the average than for wages. The supplemental income rate in

Manufacturing Wage, Supplemental Income and Labor Productivity Indexes:
20 Largest SMSAs, 1982

United States = 100

(1) (2) (3 ) 5 (6) 7 (8)
Simple- - Supplemental Total Labor Corrected ' Column (5) - Column (1) Column (5)
wage income {abor cost. productivity. - labor cost minus change change
index index index index index column (1) from 1977 from 1977

Twenty largest SMSAs? 102.2 98:1 101:5 99:1 102:4 0.2 -0.8 =0.7
Northeast? 98.6 93.3 977 98:7 99.0 04 =2.6 =32
Boston 96.5 85.4 945 104.3 90.5 -6.0 -0.8 “3.3
Nassau 89.1 74.1 86.4 952 90.7 1.6 =2.2 -5.5
Newark 96.5 85.4 94.4 94.6 99.9 34 -2.0 -1.8
New York 95.5 838 93.5 105.0 89:1 -64 -3.6 =59
Philadelphia 1016 1102 103.3 98.0 1054 3.8 -2.8 =49
Pittsburgh 1189 1314 1216 85.3 1424 235 5.5 20.6
North Central?d 108.0 109.9 108.5 959 113.0 5.0 =09 - 3.4
Chicago 103.2 106.5 103.9 94.8 109.5 63 -0.1 74
Cleveland 1077 1149 109.2 94.1 116.0 8.3 =17 22
Detroit 1184 129.0 1206 92.0 131.1 12.7 =13 53
Minneapolis 109.0 93.2 106.1 1034 102.6 -6.4 3.9 1.8
St. Louis 104.8 97.2 103.2 104.8 98.5 -6.3 0.1 0.4
South4 1004 87.8 98.0 1016 96.4 =4.0 1.7 =01
Atlanta 93.8 77.9 90.7 102.6 884 =54 =24 0.2
Baltimore 111.3 1192 1129 99.3 1137 2.4 45 0.7
Dallas 91.3 74.3 88.0 103.9 84.7 -6.6 1.0 =3.2
Houston 109.1 88:8 1051 100.1 105.0 4.1 4.9 6.6
Washington, DCP 1014 1375 107.6 99.2 1085 7.1 45 -4.0
Westd 1011 96.7 100.3 1025 97.9 -3.2 2.5 0.2
Anaheim 99.1 94.8 98:3 98.4 99.9 0.8 4.0 4.2
Denver 105.7 92.0 103.1 101.0 1021 -3.6 48 22
Los Angeles 98.3 95.0 977 103.9 94.0 -4.3 24 -1.2
San Francisco 114.8 111.0 114.1 101.7 112.2 -2.6 1.5 2.5

SOURCE: Computed from Census of Manufactures, 1977 -and 1982, Bureau of the Census, U.S: Department of Commetce.

a. Aggregate indexes are weighted averages of the SMSA estimates with weights based on manufacturing employment in the 20 largest
SMSAs, :

b Supplemental income index for Washington; DC based on 1977 supplemental income data,

b
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result isa measure of how effectively the SMSA's
labor force iscombined with the existing capital
plant. By estimating productivity clirectly from
output data (albeit with some strong assump-
tions), it is not necessary to make any assump-
tions about how labor force characteristics, such
as education or age, affect productivity. If an
SMSA’s |abor force possesses productivity-
enhancing characteristics, the impact should be
captured in the estimate of output that is directly
attributable to labor inputs.

Labor productivity estimates
derived by using this procedure show much less
variation across the 20 largest SMSAs than either
the wage or supplemental income indexes
Column (4) o table 1 reports the labor produc-
tivity indexes for the 20 SMSAs. The index repre-
sents labor productivity in Manufacturingin the
SMSA as a percentage of national average labor
productivity in Manufacturing. Productivity in the
lowest-productivity SVMSA (Pittsburgh) is about 85
percent of the national average and about 8L per-
cent of the valuefor the highest-productivity
A in the group (New York).?

A primary reason for investigating
|abor productivity isto test whether higher-than-
average labor costs in an SVISA reflect higher-
than-average labor productivity. Comparisons of
the third and fourth columns of table | suggest
that thisis not the case in the 20 largest SMSAs.
Indeed, the simple correlation coefficient—a mea-
sure of how closely two variables move together—
between the labor productivity indexesand the
wage indexes is negative, indicating that, in these
SMSAs, higher-than-average wageindexesare asso-
ciated with lower-than-average labor productivity.?

The result of this negative relation-
ship isthat, when labor productivity is factored
into the labor-cost indexes, the spread among the
SMSas increases Column (5) shows the labor
cost per unit of output indexes. The lowest-cost
IMSA (Dallas) showed labor costs in 1982 that
were jus uncier 60 percent of those in the
highest-cost SVISA (Pittsburgh).

The very low index for Pitlsburgh is largely due lo Ihe index for

the SMSA's dominant sector — Primary Metals. Reported
value added in this sector for 1982 was less than total labor costs for
the seclor, a refationship which is conceptually troublesome and which is

I inconsistent with the labor productivity calculation. The difference

between reported value of shipmenis and cost of materials was there-
fore substituted for reported value added in the productivity eslimation
procedure. Consequently, the productivity measure for Pitisburgh should
be viewed with caution, since it 1s likely that the problems resulting from
the use of available value-added data (see fn. I)are particufarly acute in
Pittsburgh's case.

3 The correlation coefficient is 0.52

1. Combined Effects of Supplemental Income
and Labor Productivity

The supplemental income and labor productivity
adjustments to the simplewage index tend to op-
erate in the same direction. Thiswas true for 17
of the 20 largest SMSAs. In each of the seven
SMSAs wherethesupplemental income adjustment
increased the labor-cost index, the productivity
adjustment also increased it. Similarly, in 10 of
the 13 SVISAswhere the supplemental income cor-
rection decreased the labor-cost index, the pro-
ductivity correction also resulted in a decrease.

The net change in the |abor-cost
measure resulting from the two adjustments is
shown in column (6) of tablel.In 11 of the 20
SVISAS the net effect of the two adjustments was
to decrease the labor-cost index. In these SMSAs,
the simple wage index overstates relative labor
costs. In the other nine SMsas (including Cleve
land), the simple index understates costs relative
to the national average. The magnitude of the
under- or overstatement varied substantially from
IMSA to SVISA, with the understatement being the
greatest for Pittsburgh, and the overstatement
being the greatest for Dallas.

Overall, these results suggest that
simple wage measurements will tend to distort
regional labor-cost differentials. On average, the
wage indexes understate relative labor costsin
the higher-cost, North Central SMSAs, and over-
state them in the lower-cost SMSAs in the South
and West.

In addition, the productivity correc-
tion hasa very significant effect on the measured
change in labor costs between 1977 and 1982.
The increases in costsin the South and West re
flected in the simple wage indexes are largely off-
set by improving relative labor productivity during
the period (column [8], table 7). On the other
hand, the declinein relativewages in the North
Central region is overwhelmed by the declinein
the relative productivity measure. Only in the
Northeast does the productivity correction have
little effect on the measured change in |abor
costs. The net effect is that the competitive posi-
tion (as measured by the productivity-corrected
labor-cost indexes) of the Northeastern SMSAs im-
proved on average between 1977 ancl 1982, while
the North Central's position deteriorated, and
those of the South and West remained unchanged.

What are the implications of labor-
cost differentials of the magnitude found in table
1? Statistical analysis, relating employment growth
between 1977 and 1982 to relative labor costsin
1977 in the 20 largest SMSAs, suggests that they
have been significant in the past. (See Summers
and Luce [1985].)

The finding was that, after control-
ling for the effects of national employment
trends, unionization rates, right-to-work legisla-
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tion, energy costs, vulnerability to internationa
competition, state and local taxes, cost of living,
and loca amenities, a labor-cost differential of 50
percent in 1977, likethe one that existed
between Dallas and Detroit, was associated with a
subsequent employment growth differential of
amost 3 percent per year. The actud differential
for these two SMSAs for the period from 1977 to
1982 was about 10 percent per year, implying that
the labor-cost differential explained amost 30
percent of the totd differencein growth rates.

case. Manufacturing employment declined much
more quickly in these six VISAs between 1977
and 1982 than in the other 14, or in the nation as
awhole. In the six, total Manufacturingempl oy-
ment declined by more than 5 percent per year
over thistime period, compared to a decline of
lessthan 1 percent per year in the other 14.

V. Relative Labor Costsin Cleveland
In Manufacturingas awhole, Cleveland fell into

.|
ManufacturingWage Supplemental Incomeand Labor Productivity | ndexes: Clevdand SMSA, 1982

United States= 100

(1) (2) (3) (4) (5) ) €

Smple Supplemental  Total Labor Corrected Column(5) Column (5)

wage income labor cost  productivity labor cost minus change

index index index index index column (1) from 1977
Total manufacturing® 107.7 114.9 109.2 94.1 116.0 83 2.2
Durables? 109.0 1165 110.6 94.6 1169 7.9 24
Lumber products 108.2 115.5 109.4 102.3 107.0 -1.2 =27
Furniture and fixtures 110.8 1183 112.0 107.8 103.9 -6.9 -20.1
Stone, clay and glass 100.2 106.9 101.5 97.3 104.3 4.1 -0.5
Primary metals 111.3 1187 113.2 93.0 121.7 10.4 235
Fabricated metals 111.7 119.2 113.2 95.2 1189 7.2 2.8
Non-elec. machinery 106.2 113.3 107.5 86.9 123.8 17.6 11.9
Elec. machinery 117.0 124.9 1185 114.9 103.1 -13.9 -2.1
Trans. equipment 105.6 112.7 107.2 98.4 109.0 34 -29.3
Instruments 94.5 100.8 95.5 90.5 105.6 11.1 -2.8
Other durables 994 106.0 100.5 87.0 1155 16.1 -4.1
Nondurables? 102.7 107.5 103.5 927 111.7 9.0 1.8
Food and kindred 102.0 108.9 103.3 93.7 110.3 83 -22.1
Textiles 85.1 9.8 86.0 112.0 76.8 -8.3 -6.0
Apparel 161.6 172.4 163.1. 125.8 129.7 -31.9 135
Paper and allied 89.1 95.1 90.2 81.1 1113 22.2 14.9
Printing and publishing 110.3 117.7 111.4 87.1 128.0 17.7 119
Chemicals 95.7 1021 97.0 92,5 104.9 9.2 2.1
Petroleum products 74.2 79.2 75.2 94.0 80.0 5.8 -18.7
Rubber and plastics 91.6 97.7 92.8 91.9 101.0 9.4 -3.8

SOURCE: Computed from Censusd Manufactures, 1977 and 1982, Bureau of the Census, U.S. Department of Commerce.
a. Aggregateindexes control for industrial structure.

TABLE 2

For the SVISAs showing higher-
than-average labor costsand lower-than-average
productivityin 1982 (Philadel phia, Pittsburgh, Chi-
cago, Cleveland, Detroit, and Baltimore) theim-
plications of thisfinding are particularly sobering.
The datidtica analysisimpliesthat those SMISAs
would have had to possess very significant cost
advantagesfrom other sources, such asgreater-
than-average accessto input or output markets, to
have been competitivewith other areasin the Unit-
ed States. Thisdoes not appear to have been the

the group of IMSAsin 1982 (composed primarily
o the older SMSAs in the Noah and Eagt) with
higher-than-averagewages, higher-than-average
supplemental income, and lower-than-average
[abor productivity. It isof interest to examine
whether this pattern carriesover into the specific
industrial sectorsthat are of greatest importance
to the region. Table 2 showsthe 1982 labor-cost
measures, described above, broken out by the 18
sectorsfor which detaare availablefor Cleveland.




Some caution should be exercised
in evaluating the results presented in table 2 The
primary reason for thisisthe level of industria
disaggregation used in the analyss. In the same
way that total Manufacturing measuresthat do not
control for differentindustrial structuresacross
SVISAs may over- or understate |abor-cost differ-
ences, thetwo-digit SC breakdownsin table 2
may reflect differencesbetween Cleveland and
the nation in industria structureat afiner level of
disaggregation. This problem, in fact, appearsto
be afactor in &t least two of the sectorsshown in
table 2. It islikely that the very low wageindex
for Petroleum Products and the very high index
for Appard are largely the result of thisissue.
However, since these two sectors, together,
accounted for lessthan 5 percent of Manufactur-
ing employment in the region, they havevery lit-
tle impact on the overal indexes.

Nearly 70 percent of 1982 produc-
tion worker employment in Manufacturing in the
Cleveland SVISA was contained in the five sectors
beginningwith Primary Metdsin table2. Each of
these sectors showed higher wagesand supple-
mental income in Cleveland than in the nation as
awhole. In addition, only one of the five (Elec-
tric Machinery) showed labor productivity sgnifi-
cantly above the national average. Two others
(Fabricated Metdsand Transportation Equip-
ment) showed labor productivity within five per-
cent of the average. However, productivity advan-
tagesin none of these sectorswere large enough
to offset the significantly higher-than-average
wage and supplemental income rates.

Overall, productivity-correctedl abor
costs exceeded the national average in all but two
of the reported 18 sectors. In addition, the re
gion's competitiveposition deteriorated between
1977 and 1982 in eight of the 18 sectorsand in
three of the region'sfive largest sectors(Primary
and Fabricated Metals,and Nonelectric Machin-
ery). labor costs clearly cannot be viewed asa
factor enhancing the region's desirability to firms
competing in national and international markets.

What impact are differencesof the
magnitudefound in Cleveland likely to have on
future employment growth or decline in the
region?The researchcited in previous sections
suggeststhat the impact was very significant
between 1977 and 1982. The findingsimplied
that a labor-cost differential like the one found
for Clevelandin 1977 (14 percent) was associated
with subsequent employment growth in Manufac
turing, which was about 0.8 percent per year less
than it would have been if labor costs had been
equal to the national average. Thisrepresents
more than onefifth of the total difference
between the growth rate in the Cleveland SMSA
and that in the nation between 1977 and 1982
(when the average differencewas about 3.6 per-
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cent per year). Although other factorsworkingto
Cleveland's disadvantageexplain the magjority of
the region's slower-than-averageempl oyment
growth in the period, the effect of higher-than-
average labor costs cannot be ignored. A 0.8 per-
cent per year shortfall in growth represents about
7,000 Manufacturing jobsin the SVISA over the
fiveyear period from 1977 to 1982.

VI. Conclusions

Manufacturing labor costsvaried significantly
among large SMSAs in 1982. Mo of the variation
was attributable to differences in wage rates.
When supplemental income was added to wages
to get total labor costs per hour, the spread
among SMSAs increased, but not by a substantial
amount. Correcting for differences among SMSAs
in labor productivity tended to increasethe dif-
ferentials by more than the supplemental income
adjustment but by a magnitude that was lessthan
the original wage differentials. The data for the 20
largest SVISAs d o not support the proposition that
higher-than-averagewage rates are associated
with greater-than-averagelabor productivity.

Labor costsin 1982 for the Cleve
land SVISA were significantly greater than the na
tional average. Of the overal 16 percentage point
differential,about 50 percent (or eight percentage
points) wasdueto greater-than-averagevage rates.
Another 40 percent of the total differencewas
attributableto lower-than-averagel abor productiv-
ity, with the remaining 10 percent being due to
greater-than-averagesupplemental income rates.

The higher-than-averagel abor
costsin Cleveland are likely to have had a dam-
pening effect on employment growth in Manufac-
turing in the region. In thegroup of the 20 largest
SMSAs | abor-cost differential sof the magnitude
evident in Cleveland in 1977 were associated
with employment growth about 0.8 percent per,
year lessthan if labor costs had equaled the
national average. This representsabout onefifth
of thetota differencein Manufacturing employ-
ment growth rates between Cleveland and the
nation between 1977 and 1982.

The overal implicationof this
research for the Cleveland areais that, in order to
compete effectively with other areas of the coun-
try for Manufacturing jobs, other characteristicsof
the region must be sufficiently advantageousto
overcomethe region's relatively high labor costs.
Many of the same market forcesthat operated in
the past to create the higher-than-averagewages
in the region are likely to lead in the future to
some moderation, but thisisa slow and painful
process.Wages in Cleveland as a percent of
national average wages declined by only 2 per-
cent between 1977 and 1982 — a period when
Manufacturing employment in the region



decreased by 25 percent. In addition, the margi-
nal improvement in the region's competitive
position embodied in the relativewage decline
was more than offset by a decrease in relative
[abor productivity in the region.

Perhapsthe most important mes
sage from the analysisis that there isroom for
improvement in the SMSA in one component of
labor costs—labor productivity —that can be en-
hanced over a shorter time horizon by actors
withinthe region. Any improvementsin thisdirec-
tion will require both acommitment by labor to
productivity-enhancingchanges in work rulesand
incentivestructures, and by management to
invest in the region to maintain and improvethe
physical plant. Neither group, working alone, can
sgnificantly improve the region'sability to com-
pete in national and international markets.

ECONOMIC REVIEW
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Reducing Risk in Wire
Transfer Systems

by E J. Stevens

Introduction
Hundreds of billionsof dollarsin paymentsare
made each day in the United States. The system
that enables thisenormous sum to change hands
includessevera different mechanisms. Probably
the largest number of payments, but with the
smallest total dollar value, are made by using
coins and paper money. Another very large num-
ber of payments, with a daily totd valuein the
neighborhood of $75 billion, are made by using
checks, credit cards, and direct transfersthrough
automated clearinghouses. The smallest number
o payments, but representing by far the largest
total dollar value—frequently $500 billion a day—
are made using so-called wire transfersof funds.

Wire transfers move balances elec-
tronically at Federal Reserve Banksfrom one
bank's deposit account to another's on the same
day. Transferscan be carried out over any of sev-
era wire networks(large-dollar transfer systems)
connecting banks to one another and to the Fed-
eral Reserve Banks.! In thisway, banks make pay-
ments that handle their own short-term financing
transactionsaswell as paymentson behalf of
themselvesand their customers. These payments,
in turn, reflect much of the dollar-denominated
securitiesand foreign exchange market trading of
theworld.

March 27, 1986 was the effective

..........................................

The word "bank will be used here in a generic sense, and in-

cludes commercial banks, thrift institutions, Edge Act and Agree-
ment Corporations, U. S. Branches and Agencies of Foreign Banks, and
New York Article XIf Investment Companies.

EJ. Stevensis an assistant vice
president and economist at the
Federal Reserve Bank of Cleveland
The author would like to acknowl-
edge useful conversations with
David B. Humphrey.

date of a Federal Reserve Board of Governors
policy to control risksin large-dollar transfer sys
tems. Adjustment to that policy has been smooth,
as expected, for two reasons.2 Firg, consultation
and public comment on the need for and nature
of the program have been ongoing for a number
of years. The actual policy wasannounced in May
of lagt year. Since then, both the Federal Reserve
Banksand private consultants have been conduct-
ing informational meetingsfor banksacrossthe
nation. Second, the risk-control mechanism that
became effective on March 27 embodies only a
modest initia effort at risk reduction. With the
mechanismin place, however, futuresteps to re-
ducerisk become more feasible. How smoothly fu-
ture risk reduction can be assimilated will de-
pend on the ease with which financing practices
of banksand institutional arrangementsfor mak-
ing certain kinds of paymentscan adapt totheris
ing cost of risk implied by the risk-control policy.
Thisarticlebriefly describessources
of risk in large-dollar transfer systemsand dis
cusses mgjor features of the new mechanism for
risk control.? Then, examples of potential changes

This expectation was supported by a survey done just before
March. See "Findings: Survey on Implementation Status of
Reduction of Payment System Risk" Bank Administration Institute, Jan-

uary 23, 1986.

A full descriptionof the policy may be found in "Policy Statement
3 Regarding Risks on Large-Dollar Wire Transfer Systems" (Docket
No. R-0515), Board of Governors of the Federal Reserve System. Dis-
cussion of the risk problem is in: E. J. Stevens, "Risk in Large Dollar
Transfer Systems," FRB of Cleveland Economic Review, Fall 1984, pp.

2-16.
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in financingand payments practicesthat might
facilitatefuture risk reduction are examined.

|. Risk Exposure

The risk being controlled isthe threat that pay-
ments made over one of the largedollar transfer
systemscan't be settled. None of these systems
operates on a real time, cashrin-advance basis that
would continuously settle by deducting each pay-
ment, minute by minute, asit occurs, from the bal-
ancein an account. Instead, they are" batched" set-
tlement systemsthat update accountsonly & the
end of the day by the net of paymentsand receipts
during the day. It is possible, therefore, for ade-
pository institution to transfer large sums during
the day beforeit hasreceived al thefunds needed
to settle itsaccount at a Federal Reserve Bank. If
the needed funds can't be acquired, a settlement
failure occurs.

A settlement failureisarare event
in the United States. Many banks havefailed to
open in the morning, but few in modem history
havefailed to settle their accountsat a Federa
Reserve Bank the previous evening. Ultimately,
who standsto lose in the event of a settlement
failure depends in part on whether the large-
dollar transfer system involved isa net settlement
system, or Fedwire. The leading example of a net
settlement system is CHIPS (Clearing House
Interbank Payments System), a private telecom-
municationsclearinghouse payments network
operated by the NewY ork Clearing House. Partic-
ipantsexchange provisiona payments messages
during the day, but payments becomefina only
at the end of each day when the net position
(receipts, minus payments) of each participant is
settled through accounts at Federal Reserve
Banks.* Inability of a participantto settle in this
type of system suggests that one or more other
participants or their customers are a risk because
the Federd Reservewill not effect a net settle
ment order a day's end if one or more partici-
pants have insufficient balances. On the other
hand, Fedwire, awire transfer system operated by
the Federa Reserve, makes payments by transfer-
ring fundsdirectly from one depository's account
a a Federa ReserveBank to that of another.s
Inability of a Fedwire user to cover its payments
a the end of a day means that a Reserve Bank

4 This brief description simplifies a more complex settlement pro-
cess. Only 22 banks' accounts actually receive a debit or credit at
Federal Reserve Banks. Ten of these banks settle for the remaining 112
participants. A failure might reflect the inability of one of the 22 to settle
its own position, or of one of the associate banks to meet its settlement

obligation with a settling participant.
It is immaterial that the depositoriesmay hold accounts at differ-
ent Reserve Banks because the Federal Reserve Banks “settfe-
up" among themselves at the end of each day.
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takesthe loss, because funds received by a bank
over Fedwire during the day are irrevocableonce
notificationof a payment is received.

In both cases, risk arises because a
bank can send more funds before the end of a
day than are covered by itsinitia balance, plusits
receipts, to that point during the day. Such a prac-
ticeresultsin a"daylight overdraft.” For example,
consider abank continuously borrowing overnight
inthefederal fundsmarket: each morning it returns
the previous day's borrowing over Fedwire, but
can't actually cover that return of funds until later
in the day when new borrowing has been arranged
and received. Therisk is that a bank might be
unable to arrange sufficient new borrowing and
therefore fal to repay itsdaylight overdraft.

Daylight overdraftsreflect daylight
credit provided to the overdrafting bank either by
the Federal Reserve on Fedwire, or by other
banks on a net settlement system. The practice of
relying on daylight credit createscredit risk for
banksvisavistheir customers, for Federal
Reserve BanksvisavisFedwire users, and for par-
ticipantsin net settlement systemsvisavisone
another. Systemicrisk isalso created in the last
case because the unexpected failure of one bank
to settle might have a ripple effect as that failure
makesit impossible for other banksto settle. In
such a case, there isthe potential for causinga
classic banking crisisthat could disrupt financia
markets worldwide.¢ Rapid growth of large-dollar
transfersrelative to reserve deposit balances sug-
geststhat banks commonly resort to daylight
credit to finance paymentsduring the day.”

The Federal Reserve does not con-
done daylight overdraftsand, until relatively re
cently, they were probably rare. It was not until
1979 that the firs measurement of daylight over-
draftswas taken. Therefore, aggregateval ues of
transfersrelative to banks deposit balances at
Federa Reserve Banksis only suggestiveof the
likely growth of daylight overdrafts. Transfers
were only about 20 percent of balancesin 1950,
150 percent in 1970, but approaching 3000 percent
in the past few years. Now, with use of powerful
computerized accounting systems, it is possible
for a bank to maintainan on-line monitor of its
own and customers' daylight overdrafts. The Fed-
eral Reserveisable to monitor the daylight over-
draftsof a bank acrossdl largedollar networks, at
least after the fact. In the future, large-dollar trans

6 A thorough analysis of systemic risk is in David B. Humphrey,
"Payments Finality and Risk of Settlement Failure: Implications

for Financial Markets.” Paper prepared for Conference on Technology

and the Regulation of Financial Markets, New York University, May

1985.

Marcia L. Stigum cites the example of a large money center bank
7 with daily payments 2% times its fotal assets. The Money
Market, Homewood, Illinois, Dow Jones, I-win, 1983. p. 585-6.




fer systems conceivably could operate on-line
rea time monitorsthat would prevent the use of
daylight credit completely, thus requiring that
cash be availablein advance of each payment.

Daylight credit exposure isnot a
unique indicator of risk. Risk depends on the
probability that institutionswill not cover their
daylight overdrafts by the end of a day, aswell as,
in the event of an actual failure to settle, the
probability that claimantswon't recover some or
dl of their lossin theliquidation of afailed insti-
tution. Payment system risk then depends jointly
on the amount of daylight credit, on the sound-
nessof ingtitutions in daylight overdraft positions,
and on the ahility of depository institutionsto
control theamount of paymentsrelated credit
extended to other depository ingtitutionsduring a
day. Systemic risk—the risk that otherwise sound
institutionswill be swept up in acascade of set-
tlement failures— dependsaswell on the interre
latedness of ingtitutionsin the paymentssystem.
Thisisinfluenced heavily by the ability of the
central bank, in itsrole as |ender-of-last-resort,to
prevent or isolatea settlement failure by provid-
ing overnight credit a the end of a day.

Reliance on daylight credit is not
troubling in itsdlf. Rather, it isthe uncontrolled
and unrationed provision of daylight credit that is
troubling. As long as daylight credit is unrationed,
risk creation is subsidized and daylight credit
becomes overused. Fedwire has no explicit price
for providingdaylight credit and, because there is
no well-devel oped private market for daylight
credit, hasllittle basisfor setting such a price.

Until the current risk-control policy began to be
developed, Fedwire also did not have an effective
limit on daylight overdraftsfor any but visible
problem banks.

It can be argued that there isim-
plicit pricing of daylight credit in net settlement
systems.8 Receiversof fundstransfers (suppliers of
daylight credit) faceacost in theform of some pro-
bability of loss. They therefore havean incentive
to limit the amount of daylight credit they extend
to each other participant. However, thisargument
isweak, unlessthe computerized net settlement
system providesa feature that both allows partic-
ipantsto set such limits, and enforcesthem by
preventingtransfersthat would breach a limit.
Moreover, the whole argument breaks down
when, as appearsto have been the case, there isa
widespread presumption among banksthat the
Federal Reserve, as the lender-of-last-resort,
would lend to a participant that is otherwise
unable to settle rather than let a settlement failure
take placeand risk a systemic wave of failures.

Overdrafts and Payment System Risks," Economic Review Fed-

| 8 For discussion of risk and pricing, see David L. Mengle, "Daylight
eral Reserve Bank of Richmond, May/June 1985 pp. 14-27.
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II. The Mechanismfor Risk Control

The risk-control policy establishesthree require-
ments for every net settlement system: 1) each
participant should be able to set a bilatera limit
on the net amount of daylight overdraft credit it is
willing to extend to each other participant; 2)
each participant should be subject to alimit on
the amount of daylight overdraft credit it uses; 3)
the net settlement system should include an on-
line monitor to reject or hold payments that
would breach either limit.?

In the case of Fedwire, bankswill
be subject to a daylight overdraft limit in the form
of adua "cap."” One part of the cap limitsa
bank's average daylight overdraft position during
atwo-week required reserve maintenance period.
The other part limitsa bank's overdraft during
any single day of that two-week period.

A potential problem with inde-
pendent daylight overdraft capsfor each large-
dollar system isthat they would not distinguish
ingtitutionsusing only one system from those
using two or more systems. Conseguently, each
net settlement system must providedatato the
Federal Reserveso that it can monitor the risk
exposure each bank createssimultaneously over
al systemsrelativeto that bank's daylight over-
draft cap on Fedwire. If a bank's overdraftsacross
al systemsexceed thislimit, the Federal Reserve
Bank could counsel the bank and/or advisethe
appropriate examiner about the situation, or the
Federa Reservecould reject a bank's Fedwire
transfers that exceed its overdraft limit.

A bank seeking permissionto run
daylight overdraftsmust undertakea self-
evaluation of its creditworthiness, credit policies,
and operational controlsand procedures. Thisself-
evaluation must includeareview by itsown board
of directors, and the bank must maintain records
asa basisfor examiner inspectionand comment
to the directors. The bank thereby will establish
its own overdraft limitations, but these must lie
within Federal Reserve guidelines. The guidelines
are expressed in terms of a multipleof the insti-
tution'scapital. (See box.) Should thisvolunatry
processnot be taken serioudly,”...theBoard (of
Governors) will reconsider its options, including
the adoption of regulationsdesigned to impose
explicit limitson daylight credit exposure.”10

In summary, each depository ingti-
tution, including each Federal Reserve Bank, can
now manage the net amount of daylight credit it
extends to each other institution; each institution
must undergo self-eval uationnecessary to obtain

This was a feature of the Board's interim risk-reduction policy

adopted in 1982.
Policy Statement Regarding Risks on Large-Dollar Wire

10 Transfer Systems, p. 10.
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he i -Cap' T e

At the heart of the new risk-control policy isa crosssystem
sender net debit cap. The sender isa bank, making pay-
ments over Fedwire. A net debit cap isadollar limit on the
amount of daylight credit a bank may draw by sending pay-
ments in excess of the sum of its opening balanceand pay-
ments received up to any point during the day on Fedwire.
Thelimit is"crosssystem’ in that, for banks that participate
in net settlement systemssuch as CHIPS the amount of day-
light credit allowed under the limit set on Fedwire will be
reduced by the net amount of daylight credit the bank has
drawn on those net settlement systems.?

Clearly, a bank's cross-system daylight credit
use, or net debit position, must vary over a day, beginning
and ending a zero, but rising above zero whenever the
opening balance, plus payments received, fal short of pay-
ments made. The crosssystem net debit cap hastwo forms.
Oneisalimit on the two-week average of a bank's maximum
daily net debit position, with the average taken over each
twoweek required reserve maintenance period. Averaging
providesflexibilityfor banksto operate within the unpredic-
table ebb and flow of payments traffic, while abiding by the
intent of the risk-control policy. The other form of the cap is
alimit on a bank's maximum net debit during each day of
the two-week period. Thiscap is higher than the two-week
averagecap, but effectively puts alimit on the flexibility built
into the averaging process. If a bank isat the one-day limit
for one or more days of the period, then it must be below
the two-week averagefor one or more days in order to stay
within the average.

Dua Cap
Multipleof Adjusted Primary Capital

Cgp Class Two-Week Average Plus Single Day
High 20 3.0
Above Average 15 25
Average 10 15
No Cap 0 0

The Board's Policy Statement includes a discussion of the
cap-setting procedure banks should employ and how self-
judgementsof creditworthiness,credit policies, and opera
tional controlsand procedures might be combined into the
single summary self-classificationrequired to obtain a cap
higher than zero.”

a. The Fedwire limit will not be raised if a bank has been a net supplier of
credit on a net settlement system.

b. Other detailsof the procedure aso are included in the Statement, includ-
ing a definition of adjusted primary capital; treatment of Edge Ad and
Agreement Corporations,U. S Branchesand Agenciesof Foreign Banks, and
New York ArticleXII Investment Companies; and implications for Book-
entry Securities Transfers, Automated Clearinghouses, Net Settlement Ser-
vices, and additional matters.

ECONOMIC REVIEW

anonzero limit on the aggregate net amount of
daylight credit it drawsfrom dl systemsduring an
interval; the Federa Reserve Bankswill monitor
the daylight overdraft positions of institutionson
Fedwire relativeto their self-imposed caps, nor-
mally after the fact, but net of any daylight credit
obtained on other funds transfer networks.

III. Ingtitutional Adjustmentsfor Risk Reduction
Incredulitywas a common reaction to early dis
cussions of reducing risk on large-dollar transfer
systems.!! How could half-atrilliondollarsor more
of daily payments possibly be resequenced so
that, with only $20-30 billion of cash deposits,
those paymentscould ill be made, but with less
reliance on daylight overdrafts?Each sender might
wait until enough paymentswere received before
paymentswere sent, but every delayed send would,
of course, mean a delayed receipt for someone
else. Given the small cash baseand limited time
during which transfer networksare open (the
working day sometimes extended into the even-
ing), the result seemed more likely to be "grid
lock” than smoothly functioningtransfersof funds.
Theemphasi son creatingarisk-control mechanism
firgt, with high overdraft limits based on self-
evaluation,seems to have submerged thiskind of
reaction. But when future steps are taken to use
the mechanism to reduce risk, how will smoothly
operating paymentsbe maintai ned consi stent with
reduced daylight overdraftsand reduced risk?
Two kindsof changes, induced by
market incentives, should take place that could
achievethe desired result. One kind would pur-
chase reduced risk directly, as individua banks
reallocatetheir operating and portfolio resources
to livewithin overdraft limits. The other kind
would result from innovationsin standardarrange:
mentsfor interbank paymentsand financing.
Direct Risk Reduction: Banks may
reduce the amount of daylight credit they extend
aswell as reduce their own use of daylight credit
simply because nationwideattention hasfocused
on the problem. Heightened awarenessand bet-
ter information may bring more prudent behav-
ior. While many banks have monitored and man-
aged their own and their customers' daylight
overdraft positionsfor many years, others appar-
ently have not. Asa result of the educational pro-
gram and preparation accompanying implemen-
tation of the Board of Governors risk policy,
banks now may be lessgenerous in accommodat-
ing other banks and customers' use of daylight
credit, thereby reducing their own need for day-
light credit. Setting more prudent limits, or col-

| 1 1 See for example Stigum.



lecting feesfor scheduled extensionsaf daylight
credit to customers, would have this effect. Smt
ilarly, with the ability to specify binding bilateral
net credit limitsin net settlement networks,
banks mey be lessgenerousin accommodating
other banks use d daylight credit. Risk reduction
will then result both from reduced daylight over-
draftsand from improved credit quality resulting
from continuous, explicit risk management.

Banks a so might delay making
some payments until later in the day in order to
reducether reliance on daylight credit. Of
course, the resulting delayed receiptsmight in-
crease reliance on daylight credit at other banks.
However, many depositoriesand customersnever
use daylight credit and, in fact, maintain positive
balancesthroughout the day. Thus, someoverdl re
duction in daylight credit is possiblethrough more
careful management of the timing of payments.

Banks could elect to hold larger
overnight balancesat Federd Reserve Banks from
which to make payments during the day. This
might seem to be an expensive adjustment cost-
ingabank theforegone earningson those extrare
sarves. However, abank can el ect to hold addition-
d sumsasaclearing baance on which earnings
creditscan be used to pay for priced services. In
either case, banks might makethisa part o aleast-
cosily method of reducing daylight overdrafts.

Risk declinesas bank capital
grows, providing more room for ingtitutionsto
operatewithin capsset on a"timescapitd” badis.
Maintaining a higher capitd position might also
seem to be an expensive adjustment, but may be
worth the price. Moreover, many banksare
dready adding, or planning to add, to capitd as
they adjug to potentia loan quality problemsand
comply with regulatory guidelinesfor safety and
soundness. Even without any changein daylight
overdraft practices, more highly capitalized ingti-
tutions might present lower risk.

Ancther fertilefield for reducing
daylight overdraftsliesin the liability manage
ment of depository ingtitutions. About two-thirds
O Fedwire transfersreflect federal funds transac
tions, as borrowing banks repay the previous
day's borrowing and then, typicaly, replace that
with fresh borrowing for the current day. Extend
ing the maturity of bank financing could yield
substantia dividends in reduced Fedwire treffic
and reduced daylight overdraftsof Federa
Reserve Bank accounts. Risk exposureof the
Federd Resarve Banks certainlywould decline,
but risk exposured others might grow. Longer-
term financingwould add to lenders risk of illigr
uidity (that is, of using costly methodsto meet
unexpected needsfor cash) and, dl else
unchanged, add to lenders and borrowers inter-
ed raterisk (that is, of unexpected changesin
maturity rate spreads). Uninsured lenders, replac-
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ing overnight with longer maturity loans, would
asofaceadightly different credit risk. No longer
could they rely on Federd Reserve Banksto
assume credit risk each morning, asthey had
when overnight loans had been returned. The
"musica chairs' of repayment thuswould be
spaced further apart.

Moving the bearer of risk from
Federd Reserve Banksto private market lenders
does not represent evason o risk-reduction pol-
icy. Widening the scope of market scrutiny and
the opportunityfor risk pricing should be
expected to encourage more conservative behav-
ior by borrowing banks.

Innovations: Substantia reductions
in daylight overdraftsat individua bankscould
emerge from innovations-in some long-standing
market practices. Some of theseinnovations
might only evade the risk-control mechanism by
shifting risks outside the monitor, and will not be
acceptable.2 Otherswould, in fact, reduce risk
and are to be encouraged. Digtinguishing
between the innovationswill require careful
investigation. The three examples of suggested
changes discussed here might be acceptabl e if
carefully ructured and are offered to indicate
the range o ideas being devel oped in the market
in responseto the risk-control policy.

An alternativeto replacing over-
night financing with longer-term borrowing
would beto developarollover” practicein
overnight credit markets. Borrower and lender
might agree that, unless either wished to termi-
nate the entire credit, dl or part would be rolled
over & therdevant daily rate each day. A single
daily trandfer could cover interest,plusany agreed
changein the outstandingamount of the [oan.
Thiswould eliminatethe need to transfer the full
amount o borrowing both back and forth each
day. Credit risk from overnight lending would
remain, but would not becomea daily daylight
payment risk either for the Federal Reserve or for
participants in net settlement systems.

Accessto arollover loan, aswell as
itsprice, presumablywould depend on the credit-
worthinessd the borrower as viewed with more
intenselender scrutiny than for atypica over-
night loan today. In thisway, the transfer of risk
fromFederd Reserve Banksand participantsin
net settlement systemsshoul d generateincentives
for more consarvative behavior by borrowers.

Another substantial portion of the
traffic on largedollar transfer systemsflows
among banksthat, for themselvesor for deder
customers, are settling securities or foreign

1 2 The Policy Statement (pp. 30-31) specifically, "reaffirms its
(earlier) policy that institutionsmay not use Fedwire or other
payments networks as a method of avoiding risk-reduction measures."
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exchange transactions. Current practice typically
involvesgross next-day settlement of securities
transactions, meaning that bankssend one
another paymentsfor each transaction. Each day,
two banksactivein handling security market
operations typicaly will send each other multi-
million dollar paymentsthat are more or less
offsetting. These payments are initiated and
received in automated systemson the basis of
trades known in advance because they were done
on the previousday.

The alternativewould be for two
banksto offset the payments due to one another,
replacing those two paymentswith asingle trans
fer of the net difference dueto one or the other
institution. Daylight credit risk would be reduced
if the banksadopted new legal agreements defin-
ing obligationsto be for this net position rather
than for gross positions.’* Heretofore, the incen-
tivefor this kind of economizing on payments
traffic was primarily the cost of a funds transfer—
a most afew dollars per transfer. The additional
incentiveof avoiding more costly means of day-
light overdraft reduction might provide the impe-
tusfor devising offset arrangements. As in the
case of federal funds rollover, offset payments
would not eliminate al risk. Bankswould be ex-
posed to risk of afailureto settle the net amount
due, but the amount at risk would be much
smaller than the gross amounts now exposed.

Development of a day-loan market
isanother ingtitutional change frequently cited as
promising daylight overdraft relief. The Federd
Funds market is the source of one-day maturity
loans of cash in the form of deposit balancesat a
Federal Reserve Bank. Similarly, a day-loan
market would be the source of loans of cash, but
with sameday maturity.Just as banks may charge
afee to customers who daylight overdraft their
accounts, so too, for afee, banks might be able to
borrow and lend cash for repayment later in the
day. Such a procedure seems technol ogicallyfeas
ible, especialyif it were encouraged by provision
for priority-fundstransfer messagesthat would
bypassa queue of payment orderson large-dollar
transfer systems. Some banks will always have
positive balancesthat might be loaned to others
who want to make payments but who are at their
daylight overdraft limits.

A day-loan market is not an institu-
tional development that would directly reduce
risk. Rather, it would transfer risk from the Fed-
eral Reserve Banksand the whole set of partici-
pantsin net settlement networkstothe institutions

..........................................

Such an arrangement, said to be the first of its kind, is
1 3 expected to start operating soon in London, involving settfe-
ment of foreign exchange transactions among major international banks.
See "International Financing Review," Issue 622, May 17, 1986, pp.
1436-7.
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making day loans. However, it may indirectly
reduce risk by making exposures morevisibleso
that market discipline would ration credit to risky
institutionswith increased certainty.

These three examples of institu-
tional changes—rollover, offset,and day loans—
have not happened yet, but they, and others like
them, suggest promising ways in which market
practicesmight be expected to adjust to future
effortsto use the new risk-control mechanism to
reduce risk in large-dollar transfer systems.

IV. Conduding Remarks

An important result of the risk-control policy now
in placeisthat each depository institution's cross-
system use of daylight credit can be monitored
relativeto caps that are themselvesrelated to the
institution'sself-eval uated creditworthiness. Initial
capsare not expected to result in any significant
disruption in large-dollar fundstransfer service.
Nonethel ess, some depository institutionsare
having to adjust their operations to meet the pol-
icy limitations. This, plus the adjustments of other
institutionsrecently sensitized to the risks, should
at least dampen the growth of daylight overdraft
risk exposures. However, conclusions must await
experience under the new limitationsbecause
payments patterns may change in response to
these initiad adjustments, perhaps creating day-
light overdraft problemsfor institutions that had
not previously experienced them.

Once the situation settles down,
the Federd ReserveBoard of Governorsfully
expectsto move further toward reducing risk,
perhaps, for example, by ratchetingdown “times-
capitd” cross-system daylight overdraft limits. In
the meantime, banks can devel op operationa and
institutional changes that will reduce and redirect
risk without disrupting the paymentssystem. In
return, Federal Reserve Banks risk exposure on
Fedwire should diminish and market discipline
should play a larger role in controlling risk.



