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The Impact of Regional
Difference in Unionism
on Employment

by Edward Montgomery

Introduction
Almost 20 percent of the people in thework
force are union members. Just in terms of
numbers, trade unions are an important influence
in the labor market and in the U.S economy.
Further, unionsarewidely believed to play a
major role in determining workers standard of
living and how work is done and in affecting
firms’ profitability. Freeman and Medoff (1984)
recently presented evidence suggestingthat
unions affect |abor marketsin avariety of ways.
The beneficial effectsof unionsinclude protec-
tion for older workers, reduced quit rates,
reduced earningsinequality,and increased pro-
ductivity. Unions might adversely affect profits
and stock prices and might increase the number
of workerslaid off in cydicd downturns, aswell.
Although the impact of unionson
these measuresof economic performance has
been studied, the mgority of research on unions
concerns how they affect compensation. Freeman
and Medoff (1984) show that unionsincrease
Mnge benefits, and there isa large body of
empirica evidencethat suggests unions raise the
relativewages of their members.' In addition,
unions have been found to affect the wages of
nonunion members, although the direction and
magnitude of thiseffect isambiguous. Despite
the attention focused on how unions affect
wages, little attention has been paid to how this
change in the relative cost of unionized labor af-

..........................................

| 1 See Parsley (1980) for a review of this voluminous literature.
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fectsemployment — clearlyan important part of
assessing the welfarecosts and benefits of union-
ism.* (By "welfare cogts," we mean social or
aggregate costs and not simply private costsand
benefitsto union members.) If unions succeed in
raisingwagesonly at the cost of massive employ-
ment reductions,as some analystsbelieve isthe
case, thewelfareimplicationsare radicaly differ-
ent than if wageincreasescould be achieved with
little or no impact on aggregate empl oyment.

Thisstudy examines whether
changesin unionismaffect the aggregate level of
employment in the economy, and in particular,
whether an individual who lives in a standard
metropolitan statistical area (SMSA) where unions
arerare or weak ismore likely to be employed
than an individual who livesin an areawhere
unions are strong.

Whether or not unions havea
harmful effect on employment isalso important
to analysts of regiona unemployment differences.
Murphy (1985), found that differencesin sensitiv-
ity to demand conditionsin the product market
and inwage differentialsare vitd in determining
regional differencesin unemployment rates. Since
unions have been found to affect both of these
variables, differencesin the extent or impact of
unionism could be important in understanding
regional unemployment rate differentials.

I There have been studies of the relative wage effect of unions
across industries, occupations, and race and gender groups.



In fact, Freeman and Medoff's
study (1984) suggeststhat unemployment rates
are 1.0 percent higher in areas with a high degree
of unionism relativeto low unionism areas.
However,since they aso fal to find any correla
tion between the degree of unionism and the
employment rate, a further, more explicitanalysis
of this question seems to be necessary to deter-
mine what effect, if any, unions have on aggre
gate and regional employment rates.

|. PreviousLiterature

Mog studies of the employment effects of unions
have been on the industry level.?> Industry or firm
studies, however, may overestimate the disem-
ployment effect of unions, because they ignore
the fact that some or dl of the displaced workers
may become reemployed in other industries or
firms. Consequently, these studies cannot provide
estimates of the net or aggregate employment
effect of unions.

Lewis (1963 and 1964) provided
the firg andysis of the relative wage and
employment effects of unions on an aggregate
basis. Lewisdividesthe economy into a union
and a nonunion sector. Industrieswith arela
tively high degree of unionism, like manufactur-
ing and mining, are part of the unionized sector,
while those with alow degree of unionism are
part of the nonunion sector.* Using time series
data, Lewis estimateswhether changes in relative
employment levelsacrossthese two sectorscan
be attributed to differencesin the average union/
nonunion wage premium and to the average per-
cent unionized. His resultssuggest that unions
have a Sgnificant negative effect on relative
employment levels and man-hoursworked.

Pencavel and Hartsog (1984)
recently updated and extended this semina
work. They failed, however, to find any consistent
negative impact of unionism on man-hours. In
fact, they conclude that the hypothesisthat union-
ism depresses man-hours can be accepted only
for the late 1920s and early 1930s. Thisbasic
result is not sensitiveto whether the employment
and wage effects of unions are estimated with
Lewis’ reduced form model or with a structural
model that they developed.s

These results might be ambiguous
because aggregate data are not suited to testing
the employment effects of unionism. Aggregating

3 See Lewis (1963) lor a review of some of these industry studies.
4 The union sector was made up of mining, construction,
manufacturing, transportation, communication, and public utilities;

the nonunion sector was made up of all others, except military and
government relief.
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industriesinto two sectors ignores the effects of
unions Wt hi n these sectors and, thus, may not
yield good estimates of the overall effect of
unions on employment and wages. Further, the
absence of controls for changesin labor quality
across sectors means that these studies might
overestimate the impact of unions on wages and
underestimate the effects on employment. In
other words, if firmsrespond to the union wage
demands by hiring for higher-quality labor, then
"quality-adjusted wageswill not rise as much as
measured wages.¢ Sincefirms may substitute
skilled for unskilled workers, the effect on totd
demand for labor could differ from the effect on
a particular type of labor.”

Kahn (1978), Kahn and Morim-
une (1979), and Holzer (1982) provide cross-
section estimates of the effects of variations in
the extent of union membership across SMSAs
on employment, hoursworked, and unem-
ployment stability. In these crosssection stu-
dies, the fraction of employed workers in an
SMSA who are union membersis used asa mea
sure of union strength, because it is believed
that unionism affectsall workers in the same
labor market, not jugt thosein the same indus:
try. Workerswho may be displaced because of
union wage demands are likely to seek
employment not jud in that industry, but
throughout the local labor market. Studieswith
detailed cross-section data, either from the Cur-
rent Population Survey (CPS) or the Survey of
Economic Opportunity (SEO), offer better con-
trol for individual characteristicsand for labor
market variables that affect employment. These
cross-section studies avoid some of the aggrega:
tion problemsthat crop up in aggregate time
series studies, and thus, are preferable.

Nevertheless, results of these
cross-section studies are somewhat inconclu-
sive. Kahn (1978) finds that annual hours
worked are significantly reduced for nonunion
females, but not for nonunion males; these
effects did not differ by race. Holzer (1982),

The structural model of the labor market that is used by Peccavel

5 and Hartsog (1984) was developed to test for the wage and

mployment effects of unions without assuming that employment is uni-
laterally set by employers or that the union wage premium is exogenous.
It should also be noted that their model also differs from that estimated
by Lewis (1964) in that they use only the percent organized variable to
capture the effect of unionism and not the estimated union wage
premium.

6 The potential importance of these biases can be seen by the fact
that the estimates of the quality-adjusted union relative wage
effect differ substantially from those derived in cross-section studies.

See Pencavel and Hartsog (1984, p. 216) for a further discussion
of these limitations.



however, finds a consistently significant nega
tive employment effect for young white males
and a negative but insignificant effect for older
white males and black males. Hisresults are
sensitive to the sample year and to the specifica
tion of the estimated equation.

The difference in these results
may be due to differences in sample yearsor
the fact that Kahn (1978) examines annual
hours worked, while Holzer (1982) looks at
employment levels. Given this, it may be useful
to examine in greater detail whether the disem-
ployment effect of unionism occurs primarily
through employment levels or through the
number of hoursworked by those who remain
employed. Further, since Pencavel and Hartsog
(1984) also found that the employment effect of
unionism varies across time, it would seem that
an analysis using recent datawould be avalua
ble contribution to the literature.

1I. Theory

The simple one-sector neoclassical model yields
fairly straightforward predictions about the
effects of unionism.8 Asseen in figure 1, if
unions increase wages above the competitive
wage level W, to W, , employment (or hours

!

worked) falsfrom E, to E, . Thereduction in

Employment Effects on Unions

FIGURE 1

employment in this simple model results from
profit-maximizing firms moving up their labor-
demand curves in response to union wage de-
mands.® The size of the reduction in employ-

Much of the theory used in this section was developed in the

minimum wage literature by Welch (1974), Gramlich (1976), and
Mincer (1976). These models provide a useful framework for analyzing
the employment and unemployment consequences of the imposition of a
wage rate that is above the market-clearingvalue.
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ment depends on the elasticity of labor demand
and on the size of the union wage premium.
With afixed labor force, or inelas-
tically supplied labor, thisreduction in
employment translatesinto an equal increase in
the level of involuntary unemployment. In this
case, E,-E,workers would like to work, but are
unable to gain employment at the new union
wage rate. Thus, in the context of asimple one-
sector model with afixed labor force, the
employment and unemployment effects of
unions are of equal magnitude. If labor is elasti-
cally supplied however, the effect on measured
unemployment of an increase in union wagesis
somewhat more ambiguous. Inthiscase £, - E,,
workerswant employment, but cannot get it at
the union wage. These workersshow up as
unemployed only if they continue to engagein
search for the rationed E,, jobs. AsWelch (1974)
points out, determining how many of these
workerswill remain on the labor force requires
a model of probabilistic search behavior. Con-
sequently, thissimple model yields ambiguous
predictions about the effect of unions on the
measured unemployment, but predicts unambig-
uously that employmentwill fall. The effect on
total employment, E,, in thismodel depends
upon the impact of unions on wages and the
elagticity of labor demand in the economy.

(1) oE,.= nw
E,
where
W = the percentagechangesin wages,
17 = the dadticity of labor demand.

A fundamental problem with this
simple one-sector anaysisisthat it does not
allow for the possibility that there are nonunion
workersin the economy. Consequently, this
simple model may be useful in analyzing the

It should be noted that this result depends on the assumption that
9 in the face of union wage demands, employers remain on their
labor-demand curves when setting employment. Although this model of
employment determination is in widespread use, recent work by Mc-
Donald and Solow (1981) and Pencavel and Hartsog (1984) has called
its validity into question. An employment rule that allows firms to set
employment after the wage is given may not be Pareto-optimal,because
it leaves workers and firms off the contract curve. An optimal employ-
ment rule would involve the joint determinationof employment and
wages by labor and management. Under such a rule, movements in
union wages need not be associated with movements along the labor
demand curve and may, in fact, imply a positive association between
wage increases and the level of employment. Clearly, if bargaining takes
this form, there will be no aggregate employment loss resulting from
unionism.




employment effectsof unionswithin afirm, but
will be of limited valuein studying the industry-
wide or aggregate consequences. Multi-sector
models that allow for the presence of a nonun-
ion sector have been developed by Johnson and
Mieszkowski (1970) and Diewert (1974).

These general equilibrium mod-
els examine the impact of unions on nonunion
wagesin aworld with varying factor intensities.
Within the minimum wage literature, Welch
(1974), Mincer (1976), and Gramlich (1976)
have also devel oped multi-sector models to
study the employment and unemployment
effects of legislated wage floors, but they have
typically assumed that factor intensities do not
vary across sectors.

In a multi-sector model, an
increase in wagesin the union sector again
leadsto areduction in employment in the
unionized sector, as employers move up their
labor demand schedules. The higher wage W, ,
creates an excess supply of workerswho are
now willing to work in the nonunion sector if
the nonunion wageisalso W,,. The addition of
these workersto the nonunion sector shifts out
the supply curvein that sector.® Thisincrease in
the supply of labor in the nonunion sector will
alter either wages or employment in the nonun-
ion sector, and most likely both.!?

Effect of Unions on Nonunion Employment

FIGURE 2

As seen in figure 2, the increased
supply of workersto the nonunion sector tends
to depresswages in that sector. Unlessthe elas
ticity of labor supply is zero, nonunion wages

..........................................

Gramlich (1976) has noted that if union jobs go to workers
10 with the lowest reservationwage, then the supply curve for
workers in the nonunion sector shifts out only in that region above the
reservationwages of the displaced workers. If jobs are assigned ran-
domly, then a parallel shift in the labor supply curve occurs.
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will not fal enough to prevent total employ-
ment from falling. Falling wages in the nonun-
ion sector cause workers with high reservation
wages to withdraw from the labor force, thus
causing total employment to decline. Only if the
supply of labor isinelastic, will total employ-
ment remain fixed.

In the two-sector model, the
effect of unions on total employment still
depends upon their impact on average wages in
the economy. The change in averagewagesisa
weighted average of the percentage changein
the wagesin the union and nonunion sectors:

@ w=kw, + 1k w,
where

k = percent of employment that is
unionized,

W, = percentagechangeinwagesin
sector 1.

Given this, the effect on aggregate
employment of an increase in union wages (or
in the percent of the work force that is organ-
ized) will depend on the impact of such a
change on nonunion wages. Unless the increase
in union wagesis offset by a reduction in non-
union wages such that:

3) w,#* kw,,

1-k

averagewages, and hence employment, will
change. Asseen in figure 2, the actual change in
nonunion wages depends, in part, upon the
number of workers displaced from the union
sector (the shift in the supply curveto the non-
union sector) asa result of the increased union
wage. Given this increased supply, equilibrium
is reestablished by falling wages, which increase
demand and cause some workers to withdraw
from the labor force. Consequently, the aggre-
gate employment effect of unions depends
upon the amount of increased demand and

Mincer's (1976) analysis implies that the existence of a
1 1 union premium may cause some workers to prefer being
unemployed but in the queue for union jobs to being employed in the
nonunion sector. Consequently, a union wage premium may cause labor
to flow from the nonunion to union sector. He has shown that a net flow
of lahor from the union to nonunion sector occurs if the elasticity of
demandlor labor exceeds the turnover rate in the union sector. As noted
by Holzer (1982), given the low turnover rates in the unionized sector,

this conditionwill, in general, be met.



reduction in supply in the nonunion sector that
resultsfrom the drop in wages.

It can be shown that in atwo-
sector model with constant factor intensities, the
changes in nonunion wages will be afunction
of the eladticity of labor supply, e, the elasticities
of labor demand in the union, 7,,, and
nonunion sectors, n,,, the percent unionized, k,
and the change in union wages, w,,.22  Thus:

4) w, = -k (n,-¢ wu

(n,-¢) [(1-k) + ew,]

+ ke (n,-m,) w,

From equation (4) we see that
unless the elasticity of labor supply iszero (e =
0), nonunion wageswill not fal enough to pre-
vent average wages from rising and total
employment from falling. Fallingwagesin the
nonunion sector cause workers with high reser-
vation wages to withdraw from the labor force,
thus causing total employment to decline.’
Since previous research hasfound that unions
tend to organize industries where the elasticity
of labor demand islow, it isinteresting to note
that the greater the elasticity of labor demand in
the nonunion sector relative to the union sector,
the smaller thedrop in nonunion wages, and
the smaller the aggregate employment loss.™
Using equations (1), (2), and (4), we can
express the change in total employment asa
function of the union wage change:

(5) OE;

E,

= Ak b4
A .
nake 1, (n, - 1}

where
A= (n,-¢[l-k+ew,]
+ kt (M, - Mp)W,.

..........................................

1 See Welch (1974, p. 304, equation [6]), for derivation of a
similar result under the assumption that demand elasticities

do not vary across sectors.

It is possible that the existence of a union wage premium
1 3 may actually draw more workers into the labor force than exit
because of the depressed nonunion wage rate. This will occur, however,
only if the turnoverrate exceeds the elasticity of demand for labor. As
noted earlier, this condition is unlikely to hold in the union sector.

14 See Freeman and Medoff (1984)
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The higher the elasticity of
supply, t, or elasticity of demand in the union
sector, 17, or the greater the percent organized,
k, the greater the disemployment effect asso-
ciated with an increase in union wages. As the
percent organized rises, more workersare in the
union sector, and hence, are affected by the
increase in union wages. However, if labor
supply isinelastic, total employment will
remain fixed.

In ageneral equilibrium model
with variable factor intensities, the effect of
unions on wages in the nonunion sector, and
hence total employment, isambiguous. If the
unionized sector isthe intensive sector then, as
shown inJohnson and Mieszkowski (1979),
both the substitution and the scale effect will
result in a reduced capital/labor ratio in the
nonunion sector, and hence, areduction in the
marginal product of labor and wages.

However, with a capital-intensive
unionized sector, nonunion workerswill get
higher wages if the scale effect isgreater than
the substitution effect and lower wages if the
converseistrue. In either case, increases in
union wages or in the percent of the labor force
that is unionized tendsto be associated with an
increase in averagewagesand adrop in tota
employment, as long as labor supply is not
completely inelastic.

The theoretical models discussed
in this section imply that increase in either the
percent unionized or in the union/nonunion
wage differential can lead to areduction in
aggregate employment. The size of the disem-
ployment effect will depend, in part, upon the
eladticity of labor supply, where the more elastic
the supply, the greater the reduction in
employment. As seen in equation (5), the
employment effect of unionism depends upon
the extent of union strength, which isafunction
of both the union wage premium and the per-
cent of thework force receivingit. Based on this
theory, wewould expect an inverse relationship
between union strength and employment. We
would also expect this effect to be small, if the
elasticity of labor supply is near zero.

III. Empirical Results

To test for the employment and unemployment
effectsof unions, we used datafrom the 1983
Current Population Survey (CPS) EarningsFile
and Census data on SVISA characteristics. This
data set was chosen, in part, because it contains
detailed personal characteristicsfor each
respondent, which allow usto control for dif-
ferences in worker quality. In addition, it con-
tains earnings and union membership data
across individualsin each SVISA. To ensure a



sufficient sample sizein each of the 44 SMSAs in
our sample, we combined the survey responses
for each month over theyear, yielding a sample
of 104,409 observations.!5

To examine the disemployment
effect of unions, we initially looked at the effect
of unionism on the probability of an individua
in the population being employed. Because
displaced workers from the unionized sector
may either become unemployed or withdraw
from the labor force, the employment and
unemployment effects of unionism need not be
the same. Since the distinction between unem-
ployed and not-in-the-labor-force may not be
pronounced, and since some of those displaced
by unions may withdraw from the labor force,
the probability of being employed might be a
better measure of the "true” disemployment
effect of unionism than the probability of being
counted as unemployed. An additional benefit
from focusing on employment status is that we
can examine whether unionism hasa different
effect on the likelihood of getting part-time
work than on getting full-time work. These
effects may differ substantialyif unionism
affectsthe length of the workweek for those
who remain employed.

Asshown in section 11, the effect
of unionism on employment isafunction of
both the percent organized and the union wage
premium. Consequently, the measure of the
effect of unionism that we used isthe product
of the percent of employment in an SVSA that is
unionized and the union/nonunion wage dif-
ferential.*é Thisindex issimilar to the Kaitz
index, which iswidely used to examine poten-
tia disemployment effects of a legislated min-
imum wage increase. It appears that unions
impact aggregate employment viatheir effect on
the average cost of labor. The distortion in labor
costs due to unionism is the change in wages—
that is, the union wage premium timesthe
number of workers who receive that wage.!?

Previous cross-section work by
Holzer (1982), Kahn and Morimune (1979), and
Kahn (1978) hasimplicitly limited the effect of
unions on employment to differencesin the per-
cent organized from SVSA to SMSA . Thisislike
constraining the union relativewage effect to be

Beginning in 1981, the CPS reduced the number of surveyed
]. 5 individuals and asked detailed employment questions of only
one-quarter of the sample each month. As a result, there were fewer
than 30 union members in many of the SMSAs in any given month.

16 We restrict our sample to the nonfarm economy when
calculating both the union wage premium and the percent of
employed who are union members. The sample was restricted to civili-
ans age 16 to 65, working for wages and salary.
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the same across SMSAs, which may be inapprop-
riate for theoretical and econometric reasons.

Recent theoretical work by Lazear
(1983) suggests that the percent unionized in
an industry or region isnot agood measure of
union power. He shows that to the degree the
cost of running a union differsacrossindustries,
different wage/employment packagesare nego-
tiated by unions facing the same opportunity
locus or having the same strength. That is,
unions in industries where costs are high tend
to prefer higher wage/lower employment share
packagesthan unionsin relatively low-cost
markets. Consequently, the percent of employ-
ment that is unionized or the union wage pre-
mium varies across industries or regions, even
though union power isthe same.

Greater union strength isindi-
cated by a better wage/employment share pack-
age, not jus a higher percent unionized. Con-
sequently, it is necessary to control for both the
wage premium and the percent unionized to
get ameasure of union strength across markets.
To the degree the union relative wage effect dif-
fersacross SMSAs, failureto control for differences
in the wage premium will yield inefficient and
potentially biased estimates. Sincethe union
wage premium may be determined by many of
the same exogenous variablesthat determine
employment, thisterm islikely to be correlated
with the independent variablesin the model.
The result may indicate that the estimated coef-
ficientsin previous studies are biased.

To construct our measure of
union strength, it wasfirst necessary to derive
an estimate of the union/nonunion wage differ-
ential in each SMSA. Todo this, we estimated
separate wage equations for union and non-
union members in each SVISA:

(6) In Wik = B X’ik + ei

where W, isaverage hourly earnings of indi-
vidua, £ in SMSA, k, X, isavector of individual
characteristicsthat determine wages, and e, is an
error term. In estimating these wage equations,
we included controls for schooling, experience,

Because the multiplicative form places strong restrictions on
1 how the percent organized, k, and the union wage premium,
z, affect employment, we also estimated our employment equations
using several other constructions of the union strength variable. In par-
ticular, we estimated an eauation where these terms were entered
separatelyand equations with multiplicative indexes that rise more than
proportionately with changes in the percent unionized (zk /(1 - K)) or
with the union wage premium (k). Because of their qualitative nature,
our results were not sensitive to the use of these other indexes.




experience squared, occupation, industry, race,
gender and full-time, veterans, and marital sta-
tus.’® From equation (6) the union/nonunion
wage differential for each VA, z, , was calcu-
lated as:

(7) 2z, = exp{(B, - B,) X} - 1,

where B, representsthe estimated coefficients
from the union or nonunion wage regression
and Xisthe mean value of the individual char-
acteristicsin each SVISA.

This procedure treats union status
as exogenous when estimating the union wage
premium. Work by Heckman (1978), Duncan
and Leigh (1985), and others suggests that this
may yield biased estimates of the "true" union
wage effect because it ignores the selectivity
problem associated with the joint determination
of union membership and the union wage pre-
mium. Work by Freeman and Medoff (1981)
and Freeman (1984), however, suggests that
current econometric techniques for addressing
this problem suffer from extreme sensitivity to
changesin sample period or model specifica
tion. Consequently, they have argued against
using such corrections as the inverse of the
Millsratio in estimating this differential and,
instead, advocate using Ordinary Least Squares
(OLS) estimates, which do not appear to suffer
from these problems.

Becausewe are only interested in
the effect of variationsin the size of this pre-
mium on employment and not in itslevel per
se, we have chosen to use the estimates from
these OLS regressions. Although a sel ectivity
bias may mean that the estimated wage differen-
tialsare biased upwards, unless the selectivity
bias varies across SMSAs in away that iscorre
lated with the error term in our employment
eguation, the employment equations should
yield unbiased estimates of the effect of union
strength on employment.’®

In examining potential disem-
ployment effects of unions, we attempted to
control for other factors besides unionism that

..........................................

Since the respondents were only asked their union status
and the earnings questionsin the last month of their rotation
in the CPS sample, we also includedmonthly dummies to control for

seasonal variations.

1 Obviously, to the degree this is not true, the selectivity bias
from the wage equation will be canied into the employment

equation biasing these coefficients. Thus, it may be that our estimates

provide an upper boundary on the size of the employment effect of

unions.
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may shift either the supply or demand for labor,
and hence, affect the likelihood of an individual
being employed. Included in the model are
controlsfor shiftsin local demand or supply of
labor, such asthe unemployment rate in the
SMISA, the size of the population, and the pro-
portion of the population receiving AFDC.

The effect of differencesin the
level of human capital are captured by controls
for the number of years of schooling and labor
market experience, while race and sex dummies
are included to capture the effect of differences
in tastes or discrimination. Finaly, nine regional
dummiesare included to control for omitted
factorsthat potentialy vary across regions of the
country.?* The resultant employment equation
can bewritten as:

(8) Eij = B Y’ij + 6 UN] + ei]',

where E,;isadummy indicating employment
status of the ith individual in thejth SVSA,

Y,; isavector of personal and SMSA-specific
characteristicsthat affect the probability of being
employed; UN;isthe product of the percent
organized in an VA and the union/nonunion
wage differential in that SMSA.

The results of estimating these
linear probability employment equations for the
employed workers and for part-time and full-
time employed workers separately are pres
ented in table 1.2! The signs of the variablesthat
control for local labor market conditons and
individual characteristicsare generally consist-
ent with theoretical predictions. Increasesin
human capital (schooling and experience) and
local demand (lower unemployment) lead to
increasesin thelikelihood that an individual
will be employed. Conversely,increasesin the
fraction of the population receiving AFDC hasa
negative, abeit insignificant, effect on the like
lihood of being employed. Asseen in regres
sion (1), intable 1, increases in union strength
have a negative and significant impact on the
probability of being employed.

20 We alsc included monthly dummies to control for seasonal
variationsin employment.

2 There are several well-known problems with the linear

probability model having o do with heteroskedasticily and
prediction that lie outside the 0-1 interval. Because of the cost of esti-
mating logit equations with a data set this large however, we have not
attempted to estimate this model using maximum likelihood techniques.
Nonetheless, the estimates from the linear probability model should be
consistent.




Thus, the fraction of the popula
tion employed in an SVIA isinversely related to
the extent of unionism and to the union wage
premium. The magnitude of this effect can be
captured by calculating the change in the prob-
ability of being employed for a base case or
averageworker when the value of the union
strength variablechanges by one standard devia
tion from its mean value.22 The expected
probability of being employed declines from
0.8291t0 0.825with thisincrease in union
strength. On the other hand, the probability of
the averageworker in the SVSA where union
strength is highest (San Bernardino, CA) being
employed isonly about 2 percent lessthan it is
if that worker lived in the SVISA where union
strength isthe least (Atlanta, GA).% Thus, it
would appear that changes in the extent of
union strength have only a very limited impact
on aggregate employment.

Given this reduction in the prob-
ability of gaining employment due to unionism,
it isof interest to see if unionism also affectsthe
length of the workweek for those who remain
employed. If unionism has no effect on hours
worked, then the effect on the probability of
working full time should be the same asit ison
the likelihood of working part time. Conversely,
if employers cut their employees' hours, then
the union variable should be positivein a
regression where the dependent variableisthe
probability of working part time regression and
negativein aregression where the dependent
variableis probability of working full time. In
regression (2) the dependent variableequals 1
if an individual is employed full timeand zero
otherwise; in regression (3) the dependent var-
iable equals 1 if an individual is employed part
time and zero otherwise.

We found that the union variable
was negativeand significant in the full-time
employment equation, while it was positive but
insignificant in the part-time employment equa
tion. In addition, both the point estimate and
the degree of significance of the union strength
variableare higher in the full-time equation
than in the total employment equation. Using
these estimated coefficients, a standard devia-

..........................................

2 The base-case worker is a single white male with 126 years
of schooling, 18.5 years of experience who lives in the East-
North-Central region of the United States in an SMSA with an unem-
ployment rate of 9.4 percent in March, a population of 3,479,000 where
5.5 percent of the populationreceives AFDC, and the union strength var-

iable equals 0.031.

2 The union strength variable equals 0.0367 in Cleveland and
5 0.0016 in Atlanta. In Cleveland, the probability of being

employed is 0.827, while it is 0.837 in Atlanta.
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tion increase in union strength leadstoa 0.7
percent reduction in the probability of being
employed full time and a 1.5 percent increase in
the probability of being employed part time.2 If
our base-case worker lived in Cleveland, he
would be approximately 2 percent less likely to
be working full time, and 4 percent more likely
to beworking part time than if helived in the
lowest union strength SMSA. Thus, these results
suggest that part of the disemployment effect of
unions comes through reducing the number of
hoursworked on that job.

Asafurther test of this hypothesis,
we re-estimated the employment equation with
the probability of working part time if an indi-
vidual was employed as the dependent variable.
Unions may reduce the workweek by increasing
the relative frequency of part-time jobs. As seen
in regression (4), increases in union strength
increase the fraction of employment that is part
time. A standard deviation increase in union
strength increases the likelihood of working
part time for the base-case worker by about 3
percent.2s Given these estimates, the conditional
probability that an averageworker has afull-
time job (as opposed to a part-time job) is
about 8 percent lessin the Cleveland SVISA than
in the lowest union strength SVISA. Thus, these
estimates suggest that increasesin union wages
(or the percent organized) might have a bigger
effect on hours worked per week or on the mix
of full-time and part-time jobs than on the level
of total employment. Thisshift toward more
part-time jobs may occur because unionized
workers are more likely to work full time than
nonunion workers, and because unionized
workers are more likely to accept layoffsthan
reduced hours.2 Thus, an increase in the cost of
union labor will primarily cause a reduction in
the number of full-time jobsin the union sector,
because unionized workers tend not to engage
in work-sharing arrangements to reduce hours
worked. Some of the displaced workers, how-
ever, will find employment in the nonunion
sector where there are more part-time jobs.
Employment will thus tend to fdl by less than
the drop in the number of full-time jobs.

In section 1I, it wasshown that the
disemployment effect of unions was a function
of the elasticity of labor supply. The greater the
elasticity of supply, the greater the disemploy-
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The probability of being employed full time and part time for
our base-case workers is 0.707 and 0.104, respectively.

The probability that the job a worker has is a part-time one
for the base-case worker is 0.1429.

See Freeman and Medoff (1984) for a discussion of this
issue.



ment effect. Given this, we might expect that
the disemployment effect would be largest for
groups with aweak labor force attachment or a
high elasticity of labor supply. Teen-agers or
young people may be more adversely affected
than older workers, and femal es may suffer more
than males. To test for differencesin the disem-
ployment effect across groups, we estimated
separate employment equations for part-time
and full-time workers by gender and age group.
These results are presented in appendix L

The basic predictions of our the-
ory seem to hold. Based on the point estimates
from these regressions, we see that the disem-
ployment effect of unionsissmaller for prime-
age males than for teen-agersor 20-to 24-year-
old males. In fact, prime-age males do not
appear to be adversely affected by changesin
union strength at all. This probably reflectstheir
strong labor force attachment or the low elastic-
ity of labor supply. Interestingly, the evidence
does not support the hypothesis that teen-agers
are more adversely affected than 20-to 24-year-
olds. As expected, the disemployment effect of
unionism isgreater for prime-age femalesthan
for prime age males.?” In general, increasesin
either the union wage premium or the percent
organized affect theworkweek, or the likeli-
hood of being employed part time, more for
females than for males.

IV. Conclusions and Implications

Resultsof estimates of the effect of changesin
union strength on the likelihood of being em-
ployed are presented here. They suggest that in
areaswhere the unionized percent of the labor
forceislarge, or where the union/nonunion
wage premium islarge, workers are less likely
to be employed. Besides affecting the number of
workers employed, unions reduce the likelihood
of an individual having afull-time job by altering
the mix of part-timeand full-time jobsin the
economy. Thus, unions appear to adversely affect
the averageworkweek for those who remained
employed. These disemployment effectsare felt
mainly by females and young men, with little, if
any, negative impact on prime-age males.

This disemployment effect was
quite small, however. Unionism hasa larger
effect on the mix of part-timeand full-time
employment (and hence the workweek) than
on the number of jobs. All of these effectsare

2 The adverse effect of unionism increases with age for
females. Whether this reflects a greater attachment to the
labor force is a question for further research.
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dwarfed in importance by other factors: the state
of thelocal labor market and the level of the
individual's human capital, or skills. Changesin
schooling, experience, and local l1abor market
conditions have a much greater impact on the
likelihood of being employed than does union-
ism. For instance, a standard deviation increase
in the number of years of schooling increases
thelikelihood of being employed for the base-
case worker about 10.6 percent, whilea stan-
dard deviation increase in the number of years
of potential labor market experience increases it
by 36.6 percent.z Thus, a standard deviation
changein these measures of human capital is
approximately 10 to 30 times more important
than a similar change in union strength. This
result impliesthat differencesin union wage
differentials, or the percent organized, are not
the primary cause of regional differencesin
employment rates.

Data Appendix

The datafor thisstudy come from the Current
Population Survey 1983 and from the Bureau of
Census, County and City Data Book, 1982.

UNisthe product of the percent unionized
and the union wage premium in each SVISA.

Unemployment Rateistheloca unemploy-
ment rate for all workersin the SVISA.
Population isthe number of people livingin the
SMSA

AFDCisthe proportion of the population in
the SVISA receiving AFDC payments.

Schooling is the number of years of schooling
completed by the individual.

Experience is calculated as Age -Schooling -6.

Raceisa dummy that equals 1 if theindivid-
ual iswhite.

Sex isadummy that equals 1 if theindividual
isamale.

In addition to these variables, each regression
contains a dummy term that equals 1 if the indi-
vidua is married, nine regional dummieswhere
the omitted catagory isthe East-North-Central
region and 11 monthly dummies to control for
the month the individual was surveyed. The
complete regression results are avail able from
the author upon request.

l 2 8 The standard deviationis 29 years for schoolingand 14.4
years for experience.
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The Changing Nature of
Regional Wage Differentials
From 1975 to 1983

by Lorie D. Jackson
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Introduction

Over the pagt 30 years, agreat deal of research
has been done on regiona wage differentids.
The subject has received considerabl e attention
for avariety o reasons, notably because of its
implicationsfor understanding the degreeto
which competitive market forceslead to the
equilibrationof returnsto labor, and also because
of the possible effectsof labor cost differentias
on regional economic growth.

For the most part, thework on
regiona wage differentialshas had threegoals:
(1) to edimatethe size of regional wage differen
tidsa aparticular date or over time, (2) to iden-
tify their sources,and (3) to provide a theoretica
explanation for their existence.

Edimatesof regional wage differ-
entials vary considerably asaresult of variations
in data sources, in measuresof regiona wage dif-
ferentials,in measures of paymentsto workers, in
geographic divisons, in time periods considered,
and in methodol ogiesused. Despitetheseinconss
tenciesacross studies, most of the empirical work
doneconfirmstheview that, whilesome intermit-
tent convergence has occurred over time, money
wagesin the northern United States have tended
to be sgnificantly greater than those in the South,
& least since the beginning of thiscentury.'

A different conclusion is reached in the study of real regional
wage differentials Recent studies that have adjusted for
regional cost-of-living differences (Sahling and Smith [1983]) have found
the real wage differential between the North and the South has not only
been converging over time, but has been reversed in recent years.

Lorie Jackson is a public affairs The author would like to give
advisor in the public information special thanks to Edward
department at the Federal Reserve Montgomery for offering valuable
Bank of Cleveland. An earlier comments throughout the
version of this paper was presented  preparation of this article, and would
at a conference on lahor costs also like to thank Ralph Day for
sponsored by the Federal Reserve excellent research assistance, and
Bank of Cleveland and by the Mark Sniderman, Sharon P. Smith,
Regional Economic Issues program.  and Michael S. Fogarty for helpful
comments.

Mad of the recent work on
regional wage differentialsdefinesthe regional
wage differential as the differencein wagesthat
exigs after controllingfor differencesin worker
characterigtics Thisis becausewhat isof interest
to most researchersof regional wage differentials
is not why workerswith different characteristics
are pad differently, but rather why workerswith
dmilar characteristicsare paid differently across
regions. Evidence of regiond wege differentialsis
consstently found in the literature even after
adjustingfor the compositional mix of the work
force. These differencesreflect differencesin the
way particular worker characteristicsare remun-
erated acrossregionsdue to variationsin culture,
tradition, degreesof discrimination, the bargain
ing strength of local unions, amenities,and pub-
lic goods, aswell asto tempora variationsin
supply and demand pressures. The differencesin
theway worker characteristicsare remunerated
acrossregionsare referred to as differencesin
wage structures.

Severd studies have separated the
overdl regional wage differentia into the portion
that can be explained by the compostiona mix
of thework forceand into the portion that can-
not. This separation makesit possibleto isolate
the regionally-specificsource of the wege differ-
entid, and to determinewhich work force charac-
terigtics account for most of the difference in
wage structures across regions.

Studies by Sahlingand Smith
(1983) and by Kiefer and Smith (1977) discuss
theimportance of differencesin race and sex dis
crimination, and the effectsof unionization in the



wage structurecomponent of the regiona wage
differential. To the author's knowledge, however,
no study has been done on the changing impor-
tance of differencesin the compositional mix of
thework force and differencesin regional wage
structureson the overdl size of regional wage dif-
ferentials over time.

The purpose of thisarticleisto
estimate wage differentialsbetween the East
North Central region and two Southern regionsin
1975 and 1983, and to discussthe changing
nature of the differential over thisperiod. The
Southern regions considered are the Eag South
Centra and the South Atlantic. They were chosen
to examine the widely held view that wagesin
the Eagt North Centrd region arefar out of line
with wagesin the Southern regions,and that this
has been a mgor reason for the relative decline
in manufacturing employment in the Eag North
Centra region over the past 20 years.

The Bt North Centra area
includes Ohio, Indiana, lllinois, Michigan, and
Wisconsin. The South Atlantic region includes
Delaware, Florida, Georgia, Virginia, West Virgi-
nia, North Caroling, and South Carolina. The East
South Central areaincludes Kentucky, Tennessee,
Mississippi,and Alabama

Weighted Mean of Hourly Wageby Division, 1983 (in dollars)

1983 1975,
New England 8.92 4.80
Mid-Atlantic 9.39 5.63
Eadt North Central 9.11 5.49
West North Central 8.56 4.87
South Atlantic 7.76 4.49
Eagt South Central 7.69 4.47
West South Central 8.64 4.85
Mountain 9.02 5.36
Pacific 9.98 5.80

SOURCE: Data from 1983 and 1975 Current Popzrlation Sur-
veys, Department of Commerce, Bureau of the Census.

TABLE 1

Two different regions of the South
are considered in order to investigatethe differ-
ences in the nature of the wage differentialsbe-
tween each of the two Southern regionsand the
Eagt North Central region. In order to anayze
their changing size and character over time, the
differentialsin two time periods are considered.
Theyear 1983was chosen because it wasthe most
recent year for which the datawere available. The
year 1975 was chosen because the national econ-
omy wasthen a a point in the businesscycle
farly smilar towhere it wasin 1983, afact that
eliminatessome of the differencesin the magni-
tude of the differential over time dueto cyclic
variation in the demand for and supply of |abor.
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I. The Magnitude of Regionad

Wage Differentias

In the two periods considered, 1975 and 1983,
the Eagt North Central region had the third-
highest average wage level of the nine census
regions, while the South Atlantic and Eas South
Central areas had the two lowest. The average
hourly wage of a nonfarm worker between the
agesof 25and 64 in 1975was $5.49 in the Eagt
North Central, compared to $4.47 in the Eagt
South Central, and to $4.49 in the South Atlantic.
In 1983 the average hourly wage had risen to
$9.11in the East North Central,t0 $7.69in the
Eagt South Central, and to $7.76 in the South
Atlantic (see table 1) .While money wagesin the
Southern regionswere well below those in the
Ead North Centrd region in both 1975 and 1983,
the absolute percentagedifferentials declined by
3 percentage points over this period. The abso-
lute wage differential between the East North
Centra and the South Atlantic regions went from
about 18 percent in 1975 to 15 percent in 1983,
while the differential between the Eas North
Central and the Eag South Central regions went
from 19 percent to 16 percent.

II. Theoretical Framework

Two basic theories of wage determination are
posited to explain the existence of regiona wage
differentials: the neoclassical theory and the insti-
tutional theory. (Unless otherwise stated, the
term "wage" will be used throughout thisarticle
to represent tota labor compensation—wages
plus supplemental benefits.)

The simple neoclassical model
predictsthat wageswill be equalized across
regions. This prediction restson the assumption
that labor and capital will moveto where they
can maximizetheir respectiverates of return. Dif-
ferencesin wagelevelsacross regionsare
expected to exist only in the short run when
regional labor marketsare out of equilibrium:
both capital and labor take time to adjust to
changing market sgnals. Sinceit isthe purchas
ing power of thewagethat isimportant to indi-
viduals, it isgenerally understood that it isthe
real, rather than the nominal, wage that neoclas
sical theory predictswould be equalized across
regions (Sahling and Smith [1983]).

Elaborationshave been made
upon thissimple model to bring into the fold
nonwage factors affecting the | ocation decision of
labor and capital. Workers attempt to maximize
their overal utility rather than simply their real
wage. Similarly, firms attempt to maximize profits
that are affected by more than jug labor costs.
Examples of nonwagefactorsaffecting an individ-
ual's location decision are family considerations,
such as employment opportunitiesfor the spouse
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in atwo-income household, amenity levels, and
the qudity of publicly provided services. Workers
may require higher-than-averagewagesto locate
in areas generally considered to have negative
characteristics,such asair pollution, high popul &
tion density, severe climate, and poor public ser-
vices. Individuals may find that they can max-
imize their utility in a rdatively low-wageregion
because of compensating nonwage considera
tionssuch as mild climateand good schools.

Similarly, firmstake many factors
into account when making location decisions.
Among these factorsare differencesin the quality
of the |abor force, access to raw materialsand
markets, and proximity to the center of industry
innovation. A firm may find that it can maximize
profitsby locating in a high-wage area because of
cost and market advantages.

Sinceindividualsand firms takeinto
account nonwage factorswhen making location
decisions, even if wageswere driven by competi-
tive forces, the movement of labor and capital
would not necessarily equalize wagesacross
regions. Rather, neoclassical theory would predict
an equalizationof utility and profits, which are
composed of some mixture of wages, cost-of-
living, amenities, etc. across regions. Because of
the importance of nonwage factors, some differ-
ence in wages across regionswould be expected
to exist even in the long run and even after tek-
ing into account differences in worker and indus
try characteristicsacross regions.?

Many economistsand industria
relationsspeciaists believe that a satisfactory
explanationfor large and persistent regiona
wage differentialsmust go beyond the neoclassi-
cal model discussed above. Over the past 10
years, there has been a growing body of work on
the importance of ingtitutional forceson the wage
adjustment process. Ingtitutional factorsinclude
unions, racid and sexual discrimination, market
concentration,and other noncompetitive forces
that have a strong bearing on wages.

One common view within this
literatureis that wage changes, to a certain extent,
are transmitted across regionsasworkers,and in
some cases employers, attempt to maintain the
wage standing of one group of workersreativeto
another acrossregions. These forcesoccur, both
formally through collective bargaining,and
informally through custom and convention.

Within a competitive madel, in order for industries to be com-

I petitive over time in regions where workers require wage pre-
miums, there must be compensatingcost factors associated with locating
in those regions, such as nearness to raw materials, markets, and suppliers.
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Some researchersarguethat one
outcome of the existence of ingtitutional factorsis
that regional wage differentialsare decreased
through comparisonsand parity-bargaining
between different groups of workersacross
regions (Martin [1981] ). In some cases, workers
adjust their wage expectationsto maintain pay
positionsrdative to other worker groups. This
processisfacilitated by the fact that unionsand
other labor groups are often organized on an
industry-widebasis, or are represented in severa
industriesor firms. While thereiscurrently dis
agreement among labor economists about
whether ingtitutional factorshave along-term or
merely a short-term effect on wages, their impor-
tance in the short run iswidely recognized.

One often-cited institutional factor
affectingwagedifferential sis unionization. Union-
ization affectsan area'swage leve to the extent
that union workers, and perhaps some share of
nonunion workers, can earn awage that is differ-
ent from what it would be without unionization.
The actua effect of unionizationon aregion's
wageleve isthe differencebetween aregion's
wage level, given the existence of unionization,
and thewage leve that would exist if there were
no unionization. Thus a complete measure of the
effect of unionizationon regiona wage levels
should consider not only the difference between
thewagesof unionized and nonunionized
workers, but also the amount of spillover from
union wages on the determination of nonunion
wages.> Capturing the spillover effect of unioniza
tion on nonunion wages, however, isa difficult
and slippery processthat isavoided in most stud-
ies of regional wage differentials.4 I nstead, many
studies measurethe effects of unionizationon
regional wage differentialsas the proportionate
union/nonunion wage advantage multiplied by
the proportion of thework forcethat is unionized
(Johnson [1983]; and Kiefer and Smith [1977]).

Most of the literature emphasizes the positive spillover effects
3 of unions on nonunion workers when nonunion firms must com-
pete with unionized firms or workers. Positive spilloversare assumed to
be most acute for skilled nonunion workers who are costly to locate,
hire, and train. Some researchershave also argued that a high degree of
unionization in an area may lower the nonunion wage if workers are will-
ling to accept a lower wage (a reservation wage) in a nonunion job in
anticipation of future union employment and higher lifetime eamings
(Johnson [1983]). Another possibility is that the existence of unions may
have little or no effect on the nonunion wage. This may be the case if
there is little competition between union and nonunion workers resulting
from a low degree of local unionization, from a slack local labor market,
or from workers waiting in the queue for union employment choosing
unemployment over nonunion employment.

For further discussion of measuring thie union-nonunion wage
differential, see Moore, Newman, and Cunningham (1985).




III. Methods of Approach
As stated earlier, the regiona wage differential
can be separated into a portion that can be ex-
plained by differencesin work forcecharacteristics
across regions, and a portion that cannot be so
explained. The latter portion may reflect more
regionally-specific differences, notably differences
in the remuneration of particular characteristics.
While both portions of the differential are poten-
tidly interesting subjectsfor investigation, the lat-
ter portion of the differentia particularly concerns
those who expect wagesfor similar workersin
different regions to become equalized over time.
The methodology used in thisstudy permitsa
breakdown in the overall differential. It isthe
same methodol ogy popularized by Oaxacas 1973
study of the male/female pay differential and has
become a standard decompositional approach.
The percentage wage differentia
between two regions (call them Region 1 and
Region 2) can be decomposed into its composi-
tiona and wage structure components.® In order
to decompose the differential, one must deter-
mine each region'swage structure. Thisisdone
by estimating separate wage equations using mul-
tiple regression analysiswith the log of thewage
asthe dependent variable.Worker characteristics
areincluded asthe independent variables. The
resulting regression coefficients indicate how par-
ticular characteristicsare rewarded in that region.
In order to determine the portion of the differen-
tid dueto compositional differences, the average
wage of Region 1 workerscan be compared with

Many studies of regional wage differentials estimate a national
5 wage equation that includes regional dummy variables The co-
efficients on the locational variables are interpretedas the estimated pro-
portionate difference between the wage rate in the region and its value
in the nation for comparable workers. One major presumption behind the
use of this approach is that regional wage structures are similar to the
national wage structure, in other words, that the eamings of persons
with the same attributes do not differ among the regions in any system-
atic way. This view is based on the premise that the United States is,
geographically speaking, a single economy, operating within a single set
of institutions, consisting of people of different ages, sexes, races, skills,
and attachments to the labor market and engaged in a variety of occu-
pations and industries. Regional divisions are presumed to have no sig-
nificance in and of themselves, but merely to represent different group-
ings of human and material resources (Hanna [1951]). Hence, regional
differences in the composition of these groupings are presumed to be
the primary reason for differences in eamings across regions.

The assumptionof similar wage equations across
regions was questionedby Denison as far back as 1951. Hanushek
(1973) performed Chow tests for the equality of coefficients for regions,
and homogeneity within broad regions was consistently rejectedat the
one percent level of significance. In other words, Hanushek found that
worker characteristics were compensated differently across regions. With
a nationally estimated equation, differences in the way worker character-
istics are remunerated are lost in the intercept term.

For further discussion of the appropriate approach for
measuring regional wage differentials, see Kiefer and Smith (1977).
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the estimated wage of Region 2 workersin the
absence of wage structuredifferences.To deter-
minewhat portion of the overal differentia can
be explained by differencesin the wage structure,
the estimated wage of Region 2 workers,in the
absence of wage structuredifferences can be
compared with the actual averagewage of
workersin Region 2

Sincethe actua earningsstructure
in the absence of regional differentialsis not
known, it is necessary to make some assumptions
about what wage structurewould exist if al
regional wage structureswere aike. There are
two extreme possibilities:one isthat the struc-
ture would be that estimated for Region 1, and
the other isthat the structurewould be that esti-
mated for Region 2. The fact that there is more
than one possible estimate of the regiona wage
differential resultsin an index number problem.
To deal with this problem, some researchers,
such as Sahling and Smith (1983), averaged the
estimated differentialsresulting from using the
bases of the two regionsbeing compared. The
exact meaning of the average, however, is diffi-
cult to interpret. Since the primary concern of this
study isthe effect of the Eag North Central'swage
structure on regiona wage differentias, the
results using the Eag North Centra asthe base
region are emphasized. Thisavoids the difficul-
ties of interpreting the averagesof the two
extreme results. The results using the Southern
baseswill be discussed briefly to providethe
reader with an idea of the rangein the measures
of the regional wage differentials.¢ The procedure
isillustrated below:

If the Ezt South Central (ESC) had
the same wage structure as the Eag North Central
(ENC), workersin the Eag South Central would
receive:

A —
In Wesc = fenve (Xesc),

A .
Wesc = the estimated wage for ESC workers
given the ENC wage structure,

fenc = the wage structure coefficients esti-
mated for the ENC,

Xzsc = vector of the mean values of the inde
pendent variables for ESC workers.

The portion of the percentage
wage differentia attributable to differencesin
worker characteristicsis measured by:

..........................................
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Decomposition results using the Southern regions wage struc-
tures as the base are available on request from the author.
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In Wene- In Wesc

where.  Wavc= the averagewage of ENC
workers, and

A .

Wesc = the estimated wage of ESC
workers, given the ENC
wage structure,

while that portion attributable to differences
in the wage structure is measured by:

A _
In Wesc- In Wesc,

A
where:  Wasc= The estimated wage for ESC
workers,given the ENC wage
structure, and,

Wisc= the averagewage of ESC
workers.

IV. Modd

In keeping with most studies on wagedifferen-
tids, astandard human capital earningsmodel
developed by Becker (1975) and Mincer (1970)
is estimated. According to thismodel, individuas
attempt to maximizetheir income through
investment in schooling and on-the;job training.
Thisstandard human capital earningsmodel is
specified asfollows:

In W= By + ByS + BaS®> + B3E+ u

where:

W = average hourly wage,

S = years of schooling completed,

E = potential years of work experience, and
# = random error term.

The model isaso specifiedto include a squared
term for years of schooling to take into account
diminishing returnsto additional years of
schooling.

Other work force characteristics
associated with different wage levelsare also
included in the wage equation. They include a
worker's sex, race, facility with the English lan-
guage, marital status, union status, public or pri-
vate employment status, full-timeor part-time sta
tus, and occupation and industry affiliation?
Including these variablesin the earnings model
provides some adjustment for productivity and
Kill differences, for the existence of discrimina
tion in the labor market, and for the wage effect
of unions.

Some studies have attempted to
adjust for compensating nonwage factors in indi-
vidual location decisions, such as cost of living
and amenities. Daa limitations, however, make
it difficult to construct measuresof many of these
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compensating factors, particularlyamenity levels.
Studies have been done that estimatethe wage
differential across regionsafter adjusting for
regiona differencesin the cost of living. Up until
1981, the Bureau of Iabor Statistics published
family budget indexes by three income categories
for about 20 large metropolitanareasin the Unit-
ed States. Because no such data have been pub-
lished on a census region basis, the data restrict
analysisto alimited group of mgjor SMSAs. Stud-
iesthat have looked at red regiona wage differ-
entials have grouped the metropolitan areasfor
which data isavailableinto broad regional groups
(Sahling and Smith [1983]). These studies have
thus considered only the real wage differentia
between regional groupings of large metropolitan
areas. Cost-of-livingdata are not used in this
study because they are not availableon the
desired geographical basis.

V. Data

The data sources used for thisstudy are the 1975
and 1983 Current Population Surveys that contain
information on worker characteristicsand earn-
ingsfrom wages, salaries, commissions,and tips.
Subsamples from each year were created to con-
sist only of civilian, non-agricultural,private sec-
tor, and government workers between the ages of
25 and 65 yearswho worked either full time or
part time (10 hoursaweek or more). The sub-
samplesare limited to so-called prime age
workers,in order to avoid addressing the unique
characteristicsof teen-age and elderly worker
employment. Only workerswho were recorded
asworking 10 hoursor more per week were
included because studies havefound alarge

..........................................

7 The dummy variables are defined as follows:

Sex: Dummy variable = 1 if the individualis male, and 0 if
female;
Race: Dummy variables for white, black, and other, with

white individualsas the reference group;

Spanish origin: Dummy variable = 1 if the individualis
of Hispanic origin, and 0 otherwise. Serves as a proxy
for not having English as a first language;

Dummy variable = 1 if the individual is married with
spouse present, and 0 otherwise;

Dummy variable =1 if the individualis a full-time
employee, and 0 otherwise;

Dummy variables for individuals working in the private
sector, the federal government, the state government,
and the local government, with private sector workers
as the reference group;

Dummy variable = 1 if the individual is either a union
member or covered under a union contract, and 0
otherwise;

Marital status:
Full time:

Class of worker:

Union coverage:

Occupation: Dummy variables for U.S. Census one-digit occupa-
tions, with operators as the reference group;
Industry: Dummy variables for U.S. Census one-digit industries,

with durable manufacturing as the reference group.



chance of response errorsfor those registering
fewer hours (Sahling and Smith [1983]). The
hourly wage rate is estimated using information
on usual weekly earningsand usual hours
worked per week. The data series does not
include information on years of work experience,
S0 the conventional proxy (age, minus years of
schooling, minussix) is used instead. Also,
because data are not available on aworker's facil-
ity with the English language, Hispanic origin is
used as avery rough proxy for English language
difficulties. While the type of information con-
tained in the 1975 and 1983 surveysis not identi-
cal, some general comparisonsof the resultsfor
the two years can be made.

Decomposition of Regional Wage Differentials
(East North Central base)
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V1. Decomposition of Wage
Differentialsfor the 1983 Sample
In 1983, the overd| logarithmicwage differentia
between the Eag North Central and the South
Atlantic was 20 percent, while that between the
Ead North Central and Eagt South Central was 18
percent (see table 2). Using the Eag North Cen-
trd asthe base wage structure, we find that dif-
ferencesin compositional mix made up only 30
percent of the wage differential between the Eat
North Centra and the South Atlantic,and only
about 20 percent between the Eag North Central
and Ead South Central.

The decomposition indicated that
70 percent of the wage differential between the

1983 1975
Eag North Central/ Eag North Central/ Eag North Central/ Eag North Central/
Eag South Central South Atlantic Eag South Central South Atlantic
(S=ESC) (5=54) (S=ESC) (8=5A)
Absolute differential
(Wave - Ws) $1.36 $1.50 $0.89 $0.98
Logarithmicdifferential
(In Wene - In W) 0.18 0.20 0.20 0.23
Portion explained by
different characteristics
— A
(In Wave- N W) 0.04 0.06 0.06 0.09
Percent contribution to
total logarithmic differentia 23% 29% 29% 39%
Portion explained by
different wage structures
A R
(ln Ws-In Ws) 0.14 0.14 0.14 0.14
Percent contributionto
total logarithmic differentia 77% 71% 71% 61%
where in 1983: . wherein 1975: _
Wene = $8.27 In Wend'= 2.11 Wenve = $4.91 In Wene = 1.60
WEesc = $6.91 In Wesc = 1.93 Wese = $4.02 in Wesc = 1.39
Wsa = $6.77 In Wsa = 191 Wsa = $3.93 In Wsa = 1.37

In /‘V\ES‘C = 2.07
/\
In Wesa = 2.05

TABLE 2

An important limitation of the
wage information reported isthat it does not
include supplemental benefits. Studies have
found that supplemental benefitstend to be posi-
tively correlated with wages, so the estimated
regional differential using wage data alone prob-
ably understatesthe actud differentia in total
[abor compensation across regions.

/N

In Wesc = 1.53
2\

In Wesa = 1.51

Ead North Centrd and South Atlantic and close
to 80 percent of the differential between the Eat
North Central and Eagt South Centrd are attribu-
table to differencesin wage structures. A Chow
test verified that the wage structuresof the South-
ern regionsare significantlydifferent from that of
the Eag North Centrd region.

17



18

After taking into account differences
in work force characterigtics,the wage differential
between the Eag North Central and both the South
ern regionsisthe same, namely,about 14 percent.
If theSouthern regionsare used asthe base, there
maining differentia between the Ea North Cen-
tral and the two Southern regionsafter adjusting
for compositional mix both fdl dightly from 14
percent to 13 percent. Regardiessof the base used,
differencesin regiona wagestructuresappearto ac
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count for the lion'sshare of thewage differential.

Whilethisisan interesting result
in and of itsdlf, it would also be useful to know
the variablesresponsiblefor differencesin wage
structure.Mog of the differencesin wage struc-
ture, however, appear to be buried in the inter-
cept term. This result may be partly explained by
theomission of controlsfor regional differences
in the cost of living, in amenities,and in supple
mental benefits.

Wage Rate Equations, 1983
(estimated gandard errorsin par entheses)
Dependent Ead Ead South
variable in W North Central South Central Atlantic
Constant 0.9883 0.8019 0.8513
(0.0245) (0.0377) (0.0255)
Education 0.0397 0.0458 0.0413
(0.0015) (0.0022) (0.0015)
Experience 0.0153 0.0149 0.0128
(0.0010) (0.0017) (0.0011)
Experience squared -0.0002 -0.0002 -0.0002
(0.0000) (0.0000) (0.0000)
Sex 0.2588 0.2780 0.2443
(0.0068) (0.0109) (0.0073)
Race:
White - S -
Black 0.0003 -0.0900 -0.0997
(0.0098) (0.0125) (0.0083)
Other -0.0314 -0.0603 -0.0391
(0.0256) (0.0695) (0.0346)
Spanish origin -0.0309 -0.0467 -0.0859
(0.0217) (0.0802) (0.0165)
Maritd status 0.0413 0.0552 0.0494
(0.0065) (0.0109) (0.0070)
Full time 0.1837 0.1105 0.1372
(0.0195) (0.0151) (0.0099)
Class of worker:
Private sector S — —_
Federal government 0.0311 0.1195 0.0688
(0.0195) (0.0239) (0.0177)
State government -0.0616 -0.0707 -0.0123
(0.0110) (0.0174) (0.0118)
Union coverage 0.1487 0.1755 0.1691
(0.0068) (0.0118) (0.0088)
g 0.4373 0.4551 0.4389
N 18,880 7,009 15,702

SOURCE: Data from 1983 and 1975 Current population Surveys, Department of Commer ce, Bureau of the Census.
L

TABLE 3A



Even though the mgor sources of
the differentia appear to be buried in the inter-
cept term, differencesin returnsto afew variables
do stand out as important contributorsto the
wage differentia due to structurd differences
(see table 34).8 For example, higher returnsfor
full-time employment in the Eag North Centra
account for 30 percent of the structural differen-
tia between it and the South Atlantic, and 35 per-
cent of the structural differential between the Eas

1986 QUARTER 1

workers, or why returnsto experiencewould be
greater for Eagt North Central workersthan for
South Atlanticworkers. It could be that the indus
triesthat are concentrated in the Eag North Cen-
tra require more experienced, stable, full-time
employeesthan industries concentrated in the
Southern regions.

Differencesin the degrees o racid
discrimination between the North and South also
appear to be afarly important contributor to the

Wage Rate Equations, 1975
(estimated standard errorsin parentheses)
Dependent East Eadt South
variable in W North Central South Central Atlantic
Congtant 0.4564 0.0914 0.1866
(0.0657) (0.1163) (0.0769)
Education 0.0452 0.0507 0.0447
(0.0037) (0.0065) (0.0045)
Experience 0.0137 0.0169 0.0214
(0.0027) (0.0050) (0.0033)
Fxperiencesguared -0.0002 -0.0002 -0.0004
(0.0001) (0.0001) 0.0001)
S 0.3319 0.3424 0.2626
(0.0196) (0.0381) (0.0241)
Rece -0.0283 0.0919 0.1197
(0.0290) (0.0463) (0.0279)
Maitd status 0.0049 0.0388 -0.0390
(0.0206) (0.0400) (0.0275)
Full time 0.1052 0.0526 0.0901
(0.0245) (0.0491) (0.0305)
Union member 0.1148 0.2205 0.2045
(0.0173) (0.0372) (0.0279)
R 0.5206 0.5425 0.5069
N 2,069 54 1,299

SOQURCE: Data from 1983 and 1975 Current Population Surveys, Department of Commer ce, Bureau of the Census.

TABLE 3B

North Central and the Eag South Centrd. Differ-
encesin returnsfor each additional year of exper-
ienceaccount for 40 percent of the structura dif-
ferentid between the Eag North Centrd and the
South Atlantic, while accountingfor only 5 per-
cent of the structural differential between the Esgt
North Central and Eagt South Centrd.

Thereisno simple explanation for
why returnsto full-timeworkerswould be higher
for Eag North Centrd workersthan for Southern

..........................................

| 8 Full regressionresults are available on request from the author.

structural differentials. The differencesin returns
between black and whiteworkers account for 14
percent of the structurd differential between the
Eadt North Central and South Atlantic, and for 8
percent of the differential between the Eag North
Centrd and Eag South Centrd. While differences
in the degrees o racid discrimination between
the North and the South have long been recog-
nized, it appears that relative to other variables
and to the unknown portion of the differential,
the contribution of differencesin racid discrimi-
nation played asmall role in the wage structure
component of the differential in 1983.

Anather interestingresult isthat the
wage premiumof unionized workersisvery simi-
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lar acrossthe three regions observed. In fact, dif-  South Central and 17 percent in the South Atlan-
ferencesin the returnsto unionized workersshow  tic. The dightly smaller union premium in the
that in the Eagt North Central, unionized workers ~ Eagt North Central may result partly from the spill-
have adightly smaller wage advantage over non-  over effectsof unions on nonunion wages. This
unionized workersthan istrue in thetwo South-  seems probable, given the high degree of unioni-
em regions. Thewage premium of unionized zation and its associated threat effect in the re
workersisabout 15 percent in the Eag North gion. But, as stated before, this spillover effect is
Central,compared to about 18 percent in the East  difficult to measure. The similaritiesin wage pre-

. ____________________________________________________________________________________________|]
Mean Valuesfor I ndependent Variables, 1983
(¢andard deviationsfrom the mean in par entheses)

Dependent Eat Eat South
variable In W North Central South Central Atlantic
Constant __ S -
Education 12.9880 12.3549 12.5144
(2.6067) (2.9317) (2.894)
Experience 21.2579 21.2350 21.3799
(11.6783) (11.6274) (11.6998)
Experience squared 588.2824 586.1243 593.9879
(567.2277) (578.9908) (582.5812)
Sex 0.5570 0.5476 0.5346
(0.4967) (0.4977) (0.4988)
Race:
White 0.8967 0.8247 0.8047
(0.3044) (0.3802) (0.3964)
Black 0.0916 0.1711 0.1875
(0.2885) (0.3766) (0.3903)
Other 0.0117 0.0042 0.0078
(0.1075) (0.0648) (0.0878)
Spanish origin 0.0165 0.0032 0.0355
(0.1274) (0.0562) (0.1850)
Marital status 0.7343 0.7553 0.7175
(0.4417) (0.4299) (0.4502)
Full time 0.8635 0.8899 0.8814
(0.3433) (0.3131) (0.3233)
Classof worker:
Private sector 0.8231 0.7871 0.7916
(0.3816) (0.4131) (0.4061)
Federal government 0.0255 0.0532 0.0422
(0.1577) (0.2245) (0.2010)
State government 0.0398 0.0594 0.0544
(0.1955) (0.2363) (0.2269)
Locd government 0.1116 0.1057 0.1118
(0.3145) (0.3074) (0.3151)
Union coverage 0.3426 0.2217 0.1700
(0.4746) (0.4154) (0.3756)

SOURCE: Data from 1983 and 1975 Current Population Surveys, Department of Commerce, Bureau of the Census.
]

TABLE 4A



miumsto unionized workersacross regions may
reflect the relative pay-setting practices of union-
ized workerswithin industries across regions.
As stated earlier,a popular,
athough incomplete, measure of unionization's
effect on the regional wage leve isthe propor-
tionate union/nonunion wage advantage, multi-
plied by the proportion of thework forcethat is
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in 1983 between the Eag North Central and the
South Atlantic (see table2) . In contrast to the
decline in the overall differentia in both regional
wage comparisons, the share of the differential
due to wage structural differenceswas higher in
1983 than in 1975. The portion of the wage dif-
ferential between the Eag North Central and the
Ead South Centra due to wage structure differen-

L _______________________________________________________________ ]
Mean Valuesfor Independent Variables, 1975
(standard deviationsfrom the mean in parentheses)

Dependent Ead Ead South
variable In W North Central South Central Atlantic
Constant S _ —_
Education 12.3245 11.4895 11.6821
(2.7458) (3.2228) (3.1300)
Experience 22.8545 24.6004 23.0627
(11.7477) (12.8308) (12.0892)
Experience squared 660.3341 769.8099 678.0376
(583.2343) (672.9978) (621.6552)
Sex 0.6247 0.5735 0.5613
(0.4342) (0.4946) (0.4962)
Race 0.9304 0.8804 0.8406
(0.2544) (0.3690) (0.3885)
Maritd status 0.8392 0.8374 0.8147
(0.3673) (0.3690) (0.3885)
Full time 0.88334 0.8924 0.8767
(0.3210) (0.3099) (0.3288)
Union member 0.3524 0.2432 0.1620
(04777) (0.4290) (0.3684)

SOURCE: Data from 1983 and 1975 Current Population Surveys, Department of Commer ce, Bureau of the Census.

TABLE 4B

unionized (see table 44). Based on this proce
dure, the unionization effect in 1983 was 0.05in

the Eag North Central, 0.04 in the Eas South Cen-

tral, and 0.03in the South Atlantic. Hence, while
the wage premium to unionized workersis
dightly lessin the Eag North Centrd than in the
Southern regions, the union effect isgreater
because of the large concentration of unionized
workersin thisregion.

VIL Changesin the Decomposition

Over Time

The overdl wage differential between the Eagt
North Centrd and each of the two Southern
regionsappearsto have decreased between 1975
and 1983. The overall wage differential between
the Eag North Central and the Eagt South Central
went from 20 percent in 1975 to 18 percent in
1983, and from 23 percent in 1975 to 20 percent

cesrose from 66 percent in 1975 to almost 80
percent in 1983. Over the same period, the por-
tion of the wage differential between the Ead
North Central and the South Atlantic due to dif-
ferencesin wage structuresdifferences rose from
about 60 percent to 70 percent.

When the Southern regions are
used asthe base, differences in wage structures
showed similar increases in their contribution to
the overall wagedifferential. One interesting dif-
ference in the results using the Southern bases
was that, in 1975, differencesin compositional
mix accounted for almost 50 percent of the wage
differential between the Eag North Central and
the Southern regions. Regardless of the base
used, differencesin compositional mix have
become lessimportant in the overal regional
wage differentialsover time.

In 1975, asin 1983, the mgjor por-
tion of the structural component of the differen-
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tid isnot identifiedin the wage equation. Again,
the intercept terms raise the wage structure in the
Eat North Centrd above that of the Southern re-
gions. There were aso smilaritiesin the variables
identified in the wage equation that are important
contributorsto the structura differentia in 1975,
aswasthe casein 1983. Differencesin returnsto
full-timeworkers explain 35 percent of the struc:
tura component between the Eag North Centra
and the Eag South Centrd in 1975, compared to
30 percent in 1983. Differencesin returnsto full-
timeworkers explain less than 10 percent of the
dructural component between the Esg North
Centrd and South Atlantic in 1975, compared to
35 percent in 1983. Thisresult suggeststhat,
between 1975 and 1983, differencesin returnsto
full-time employment became a more important
source d the regional wage differential between
the Eag North Central and South Atlartic.
Differencesin degreesdf racid dis
crimination were, as one might expect, even
more pronounced in 1975 than in 1983. The de
clinein therole d racid discrimination in ex-
plaining wage structure differences may reflect a
declinein discriminatory practicesin the South-
em regions between the two years considered.
Between 1975 and 1983, differences
in the degree of unionization across regions per-
sisted, but returnsto unionization became more
smilar. In 1975, the difference in the wage advan
tage to unionizationacross regionswas consider-
ably greater than it wasin 1983 (see tables3a
and 3b). But, in 1975, asin 1983, unionized
workersin the South received a greater wage pre-
mium than their Eag North Centra counterparts.
Thetota union effect in 1975 was
smdler in the Eagt North Centrd (0.04), than it
wasin 1983. It was larger in the Eag South Cent
tra (0.05), and waslittle changed in the South
Atlantic (0.03). The union effect in the Eagt South
Centrd wasgreater than in the Eag North Central
in 1975 despitethe larger share of unionized
workersin the latter region. Thisis because of
much higher wage premiumsto unionized
workersin the Eag South Centrd a the time.
Market pressures probably con-
tributed to the convergence in regional wage dif-
ferentials over the period observed. Between
1975 and 1983, tota non-agricultural employment
rose by only 3 percent in the Eagt North Centrd,
compared to 27 percent in the South Atlanticand
to 13 percent in the Eadt South Central. While
both of these Southern regions experienced
stronger employment growth than the Eag North
Central, it appearsthat labor market conditions
were even tighter in the South Atlantic. Thisis
suggested not only by the exceptionally strong
employment growth in the region, but also by
the region'srdatively low unemployment rates
over the periods considered. For example,in
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1983, the unemployment rate in the South Atlan
ticwas 85 percent, compared to 12.3 percent in
the Eadt South Central. Because of tighter 1abor
market conditionsin the South Atlantic,one
might expect the regiond wage differential to
show greater convergence between the Esgt
North Central and the South Atlantic than that
which exists between the Eat North Centra and
the Eagt South Centra. Indeed, thisappearsto be
the case. The percentagewege differentia
between the Eagt North Central and South Atlartic
declined by 13 percent between 1975 and 1983,
while the differential between the Eag North
Centrd and the Eagt South Centrd fell 10 percent.
The portion attributable to wage structure differ-
ences, however, rose for both sets of regions, as
was discussed above. The mgor reason for con-
vergenceappearsto be the growingsmilaritiesin
work force composition between the Eag North
Centrd and Southern regions.

VII. Conclusion

Thisstudy findsgreat Smilarity in the nature of
wage differential sbetween the Eag North Central
and the Eag South Central and South Atlantic
regions. In both 1975 and 1983, structural differ-
encesaccount for most of the wage differentia
between the Eag North Centrdl and the Southern
regions. Thereare also similaritiesin the way that
the differential changed between 1975 and 1983.
For both regiona comparisons, the importance of
wage structure differencesin the overdl regiona
wage differentials grew over the time period con-
sidered. Thiswage convergence appearsto result
more from growing sSmilaritiesin the composi-
tion of thework force than from returnsto
worker characteridics. The characteristicsd the
populationsin the Southern regionshave be-
come moresimilar to those of the Eag North
Centra population, causing the importance of
compositional differencesin the overal wage dif-
ferential to decline (see tables4a and 4b). The
risein the importance of the structural compo-
nent appearsto be solely attributable to the dec-
lining importance of compositiona differences
across regions.

While mgor sources of the differ-
ential remain unknown, it is clear that wage dif-
ferentiascontinueto exist between the broad
regional groupingsobserved in thisstudy. Furth
ermore, adjustmentsfor the standard productivity
and skill-related variables, degreesof unioniza:
tion, and the existence of race and sex discrimi-
nation, only eliminate about one-quarter of the
overdl regiond wage differentids.

One encouraging result is that the
wage differential between the regionsconsidered
declined between 1975 and 1983. Even if the
declinecontinuesa arate Smilar to that expe-



rienced over the period (although thereisno

reason to expect this), nominal regional wage dif-

ferentials can be expected to persist for some
time. Thissuggeststhat considerable attention
should be given to improving productivity in the
Eag North Central and in other high-wage
regions, in order to compensate for the region's
higher, although converging, wages. Greater
attention should also be given to the importance
of nonwagefactorsthat can be affected by

regiona policies,such as differencesin the provi-

sion of public goodsand services, in the unex-
plained portion of regiona wage differentials.
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Labor Market Conditions
In Ohio Versus the Rest of
the United States:
1973-1984

by James L. Medoff

Introduction

This paper presentsevidencethat contrasts labor
market conditionsin Ohio and therest of the
United States during the 1973 to 1984 period. The
evidencesupportsthefollowingfour propositions:

1. Whether we focus on the entire
private sector or jud on private manufacturing,
Ohio's percentage changein employment was
less than the percentagechange in employment
in the United States as awhol e from 1973 to
1984. Whilethiswas particularly true in the lagt
fiveyearsdf the period, it was nearly astruefor
thefirsg six.

2. Theimpact of unionson
Ohio's rdaive wages undoubtedly contributed to
thefact that Ohio's employment growth was
below the national average, but the existing evi-
dence does not support the belief that the direct
union wage effect was a key factor.

3. Whileincreasesin the price of
the US dallar have deservedly received much at-
tention o late, changes in exchange rateswere
not asignificant factor in the rel ati ve worsening
o Ohio's employment situation. The appreciation
in thedollar's price hurt every statein the country,
but did not hurt Ohio by an above-averageamount.

4. Netting out the direct wage ef-
fectsdf unions, Ohio's manufacturing wage rates
for agiven qudity of labor are substantialy above
the nationd averagetoday, asthey were in 1973.
Whilewe do not know exactly why Ohio's non-
union manufacturerspay agreat deal more than
comparable employers elsewhere in the country,
this phenomenon is likely to be one reason why

James L. Medoff is a professor of
economicsat Harvard University.
An earlier version of this paper was
presented at a conference on labor
costs sponsored by the Federal
Reserve Bank of Cleveland and by
the Regional Economic Issues
program. The author would like to
thank Nina Mendelson and Martin
VanDenburgh for invaluable
assistance with this paper.

Ohio's employment growth rate was bel ow the
national average during the past 10 years.

The evidence presented is based
on May Current Population Survey (CPS) micro-
datafor 1973,1979,1983,and 1984. These data
come from surveysd about 60,000 households
conducted by the Bureau d the Censusfor the
Bureau of labor Statidtics The S surveyscollect
information on such thingsas employment status,
usud hourly earnings, state of residence, union
datus, yearsd education, age, sex, race, occupa
tion, and industry.

1 Findings

Tablel gives unemployment rates for the United
Saesasawhole, for Ohio, for agroup of “high-
growth states, and for five states to which Ohio
frequently comparesitsalf —Michigan, Pennsylva
nia, Indiana, lllinois,and New Yok. The table
revedsthat, in 1973, Ohio's unemployment rate
wasdightly below the rate in the United States as
awhole. In 1979, the two rateswere identical,
and in 1984, the Ohi o rate was substantially
above the national figure. Thus, the unemploy-
ment datisticssuggest that Ohio'slabor market
conditionsworsened dightly more than condi-

tions elsewherein the country during the 1973to
1979 period, and worsened substantialy morein
the years between 1979 and 1984.

It is now well known that unem:
ployment rates depend greatly on the extent to
which thelabor forceisaffected by the business
cydeand by variousstructurd factors. Thus, many
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S ——————  [)0SI {iON—a percentage increase 10.5 points be
Unemployment Ratesin May 1973, 1979 and 1984

1973 1979 1984
United States 4.6 5.4 7.3
Ohio 4.2 5.4 9.7
High-growth states 5.2 5.3 6.3
Michigan 5.3 7.4 11
Pennsylvania 39 5.9 89
Indiana 3.6 5.6 8.1
Illinois 4.0 5.2 9.3
New York 5.2 6.5 6.5

NOTE: High-growth states include Cdifornia, Florida, Georgia, Massachusetts,
North Carolina, and Texas.
SOURCE: May Current Population Survey data for al years.

TABLE 1

economigts have cometo rey more on the
employment-popul ationratio than on the unem-
ployment rate as a meaningful indicator of 1abor
market conditions. Moreover, the present andyss
focuses more on the demand side of the labor
market than on its supply side; thisimpliesa
gresater concern with employment and wages
than with unemployment. With dl o thisasa
backdrop, we turn to figures on employment
growth ratesfor Ohio and therest o the country.

Percentage Increasesin Private Sector

Employment: 1973-79 and 1979-84
All sectors Manufacturing
1973-79 197984 1973-79 1979-84

United States 15.0 11.0 5.6 -4.4
Ohio 6.0 0.5 -0.7 -12.0
High-growth states 220 22.0 13.0 13.0
Michigan 10.0 -2.2 12.0 -23.0
Pennsylvania 1.9 6.6 -8.6 -11.0
Indiana 3.0 4.0 7.3 -4.7
Illinois 83 1.6 -5.6 -8.9
New York 5.0 3.7 6.5 -13.0

NOTE: High-growth statesinclude Cdifornia, Florida, Georgia, Massachusetts,
North Carolina, and Texas.
SOURCE: May Current Population Surveydata for all years.

TABLE 2

Table 2 presentspercentagein-
creases in privatesector employment for two
periods, namely, 1973 to 1979 and 1979 to 1984,
for dl sectorstaken together and for manufactur-
ing by 'itsdf. Once again, Ohio is contrasted with
different states and groupings of states. Looking &
thefiguresfor the entire private sector first, we
find thet in the 1973 to 1979 period Ohio's per-
centage increase was nine points lower than the
country asawhole; in the 1979 to 1984 period,
we find only adight worsening in Ohio'srelative

low the nationd figure. For manufacturing, the
tabletellsasmilar sory: Ohio's percentage
increase was 6.3 points lower than the nation's
from 1973 to 1979 and 7.6 pointslower from 1979
t0 1984. Thus, table 2indicates that Ohio's rela
tive growth experiencewas bad throughout the
past decade and has not jud recently turned sour.

Ohio's employment growth figures
contrast sharply with Michigan's. Looking a the
entire private sector, we find that whilein 1973to
1979 Michigan had a private sector employment
growth percentage 5 points below the nation asa
whole, in 1979 to 1984, it had afigure 13.2 points
below the nationd figure. For manufacturing
alone, the 1973 to 1979 Michigan growth percent-
agewas 6.4 points higher than the nationd aver-
age, whereasthe 1979 to 1984 Michigan percent-
agewas 18.6 pointslower. Thus, the events o the
past fiveyears, in particular the dramatic increase
in the dollar exchangerate beginningin mid
1980, most likely had a much more del eterious &f-
fect on labor market conditionsin Michigen than
in Ohio or in mog other states. As one can see by
comparing the two periods1973to 1979 and 1979
to 1984, the dollar'sgppreciation does not seem
to have played alarge part in the rdative deterio-
ration of labor market conditionsin Ohio.

Towhat extent did unions direct
effects on wage rates cause employment growth
differencesacrossareas?To address this question,
we begin with table 3, which presents data on the
percentage of private sector employeeswho were
union membersin 1973, 1979,and 1984 in Al
sectors of the economy and in manufacturing
taken by itsdf. Asthe table reveds, Ohio's private
sector unionization rates were about one-third
above the comparablenational average through
out the entire 1973 to 1984 period. Whilethe
percentage organized in Ohio declined in the
private sector asawhole, and in manufacturing
from1973t0 1984, it did so & roughly the same
proportionaterate asfor the country asawhole.
One caution, necessary for those examining table
3, isthat it iswrong to assume that high growth is
the result of low unionization percentages; the
high-growth states have many other characteris
ticsbesidesalow percent in unions,and only a
careful andysiswould permit one to discern the
"true" separate effects of percent unionized and
these other fectors.

The direct impact of unionson
rdativewagesin different areas depends both on
the areas rddive ratesof unionization and on
the direct impact of unionson wagesin the arees.
Edimetes of the percentage by which union
hourly earningswere higher than nonunion
hourly earningsamong comparableemployeesin
the private sector for 1973,1979, and 1983-84 are
given in table 44; comparable estimatesfor the
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Private Sector

Union Percentages in 1973, 1979, and 1984

All sectors Manufacturing
1973 1979 1984 1973 1979 1984

ECONOMIC REVIEW

1979.) What these two tablesindicateis that the
"union wage effect” has been lower in Ohio than
elsewherein the United States throughout the
past decade, and that it has become substantially
lower throughout the 1973to 1984 period. The
ability of unionsto raisetheir members wages

United States 24 21 16 39 35 27  ahovethose of comparable nonunion employees
Ohio 31 31 22 51 54 42 istoday much lessin Ohio than it isin the vest
High-growth states 17 15 13 26 22 16 majority of states. Furthermore, the fact that the
Michigan 36 3 28 58 54 52 ynion/nonunion wage differential is conditioned
Pennsylvania 31 30 20 50 53 43  pytheimpact of unionson nonunion wages has
Indiana 34 30 28 60 53 59 been recognized since measurement of that dif-
lllinois 31 27 19 44 38 29 ferential first began.!

New York 30 26 23 41 38 26 Tables54 5B, and 5C provide

NOTE: High-growth statesinclude Cdifornia, Florida, Georgia, Massachusts,
North Carolina,and Texas.

TABLE 3

SOURCE May Current Population Survey datafor al years.

manufacturing sector taken by itsdf are given in
table 4B. (Becausethe sample used to construct
usual hourly earningswas cut substantially
between the 1979 and 1983 May CPS surveys, the
1983 and 1984 surveyswere merged to produce a
sample o roughly the same size aswas used in

estimates of the percentage amount by which
private sector hourly earningswere higher in
Ohio than in comparison statesin 1973, 1979,
and 1983-84, respectively; tables 64, 6B, and 6C
provideana ogous estimatesfor the manufactur-
ing sector taken by itself2 It is instructiveto con-
sider thefirgt column in table 54 Thefirst figure
in thiscolumn indicatesthat in 1973, usual
hourly earningswere 4.8 percent higher in Ohio
than in the rest of the country. The second figure
in thiscolumn indicatesthat when the compari-

Percentage Amounts by which Union Hourly Earnings Exceeded

Nonunion Hourly Earningsin 1973, 1979, and 1983-84

A. Private Sector assa\Whole

B. Private Sector, Manufacturing Only

Sameworker, Sameworker,

Sameworker sameindustry Same worker sameindustry
1973 1979 19834 1973 1979 19834 1973 1979 19834 1973 1979 1983-4
United States 29 26 29 23 21 24 17 18 20 14 14 16
(06) (0.8) (090 (0.6) (0.8) (090 (0.8 (L1 (12) (0.8 (10) (L2
Ohio 25 23 17 18 19 14 14 89 53 12 48 15
24 B1) (B9 (3 GO BN @n G5 G @7 GH A7)
High-growth 30 26 35 25 2 31 16 19 25 13 14 21
states (13) (1.8) (200 . (1.3) (L7 (9 @7) (24 (9 Q7 @4 9
Michigan 27 19 2 19 15 16 14 16 18 6.4 13 9.6
27) (35 (42 (27 (B4 (40 (B7 43) (520 (36) 40 (GD
Pennsylvania 25 15 18 18 86 9.8 12 22 8.2 76 22 7.1
(26) (32) (34 (25 (31 (33) (28 “0) 7 (28 (38 (49
Indiana 29 24 31 2 18 20 14 10 52 84 50 -04
(32) (45) (53) (32 (45 (.0 G7 G3) (1) @7 68 G
[llinois 23 21 27 17 17 21 1 74 13 10 098 14
(25) (34) (41 (24 (G4 G (31 @47 G5 (31 (51) (58
New York 6 72 16 12 58 13 71 70 11 77 93 18
2 @7 G @Co) 27 @Bl @9 G2 G6) (30 (44 (6.0

NOTES Numbersin parentheses bel ow percentagesare standard errors. The adjectivesame'” refersto years o education, age and its
square, race, sex and occupation (one of eight broad categories ). The expression"same industry" denotes one of seven broad categories
(in the case of table4A ) and one df 20 two-digit SIC industriesin the case o table 4B. High-growth statesinclude California, Florida,
Georgia, Massachusetts North Carolina and Texas.

SOURCE: Mey Current Population Survey data for al years.
- -]

TABLE 4
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Percentage Amounts by which Private Sector Hourly Earnings
Were Higher in Ohio than in Comparison States

A 1973
Comparison states United States  High-growth Michigan Pennsylvania Indiana Illinois New York
states
Total amount 4.8 6.4 5.5 4.1 35 6.1 -8.8
(1.3) (1.4) (1.8) (1.7) (2.0) (1.7) (1.5)
Same workers 19 31 -8.1 2.8 13 1.7 -8.4
(1.0) (1D (1.3) (1.3) (1.5) (1.2) (1.1)
Same workers, net 0.0 -0.3 1.2 26 13 -7.1 8.1
of union premium  (0.9) (1.0) (1.2) (1.3) (1.4) (1.2) (1.1)
Same workers, 17 2.7 -7.8 33 2.0 -7.5 -8.6
same industry (0.9) (1.0) (12) (1.2) (1.4) (12) (1.1
Same workers, same
industry, net of 0.3 0.1 7.2 31 19 7.1 -8.3
union premium (0.9) (1.0) (1.2) (1.2) (14) (1.1 (1D
B. 1979
Total amount 35 6.2 7.4 0.3 58 -6.9 -0.6
(1.7) (1.8) (2.2) 2.2) Q7 (2.2) (2.1)
Same workers 20 4.8 -8.8 15 5.2 -84 -0.2
(1.3) (1.4) (1.6) (1.7) (2.0) (1.6) (1.6)
Sameworkers, net -0.0 10 -8.6 14 45 -9.0 -0.3
of union premium  (1.3) (14) (1.6) (1.7) (2.0) (1.5) (1.6)
Sameworkers, 21 47 -8.0 25 6.0 -8.0 -0.2
same industry (1.3) (1.4) (1.6) (1.6) (2.0) (1.6) (1.6)
Same workers, same
industry, net of 0.1 15 -7.9 24 55 -8.5 -0.3
union premium (1.3) (13) (1.6) (1.6) (19 (1.5) (1.6)
C. 1983-84
Total amount 3.3 16 -3.6 0.8 49 5.3 -2.6
(1.8) (1.9) (2.5) (2.4) (3.0) (2.3) (2.2)
Same workers 0.7 0.2 -4.8 04 3.8 -6.7 -4.2
(1.3) (1.4) (19 (1.8) (23) (1.8) a7
Sameworkers, net -0.8 25 -3.7 -0.2 4.3 -6.9 -3.6
of union premium  (1.3) (1.4) (1.9) (1.7) (22) (1.7) (1.7)
Sameworkers, 11 0.2 -5.4 0.1 4.6 -6.4 3.7
same industry (1.3) (1.4) (1.8) (1.7) (2.2) (1.7) a7
Same workers, same
industry, net of -0.2 -1.9 -4.5 0.2 49 -6.6 -3.2
union premium (1.3) (14) (1.8) (1.7) (22) (1.7) .7)

NOTES Numbersin parentheses below percentages are standard errors. The adjective"same" refers to years of education, age and its
sguare, race, sex, and occupation (one of eight broad categories). The expression " same industry" means one of seven broad categories.
High-growth states include California, Florida, Georgia, Massachusetts, North Caroling, and Texas.

SOURCE: May Current Population Survey data for the given year.

S —
TABLE 5
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Percentage Amounts by which Private Sector Hourly Earnings
in Manufacturing Were Higher in Ohio than in Comparison States

A 1973
Comparisonstates United States ~ High-growth Michigan Pennsylvania Indiana Illinois New York
states
Total amount 13 18 -8.1 14 12 36 3.8
(1.9) Q1D Q1D (2.2) (2.4) (2.2) (2.3)
Sameworkers 7.3 11 -8.9 8.2 37 -0.1 2.8
(1.3) (14) (1.7) 7 (19 17 (1.7)
Same workers, net 53 7.3 -8.2 8.1 4.4 -0.6 2.2
of union premium (1.3 (1.4) (1.7) (17) (1.9) (1.7) (17)
Sameworkers, 3.6 6.9 -5.3 4.8 3.7 2.1 1.3
same industry (1.3) (1.5) (1.7) (1.7) (1.9) 7 (1.8)
Same workers, same
industry, net of 25 4.4 5.2 4.7 4.1 2.2 1.1
union premium (13) (1.4) (1.7) .7 (1.9) (1.7) (1.8)
B. 1979
Total amount 8.8 15 -10 1.3 8.1 -1.9 6.3
(2.4) 27) (2.8) (2.9) (3.5) (3.1) 3.1
Sameworkers 5.2 10 -10 2.0 4.3 4.2 5.2
(1.8) (2.0) 2.1 (2.2) (2.6) (23) (2.3)
Sameworkers, net 2.3 5.6 -10 1.9 3.8 -5.0 4.5
of union premium  (1.7) (2.0) (2.1) (2.2) (2.6) (2.3) (23)
Same workers, 2.5 6.6 -5.6 1.1 4.4 -5.8 14
same industry (1.7 (20) . (2.2) (2.2) (2.6) (2.3) (24)
Sameworkers, same
industry, net of 0.6 3.9 -5.8 11 42 -6.2 10
union premium (17) (2.0) (22) (22) (2.6) (2.3) (24)
C. 1983-84
Totd amount 14 15 -4.5 10 6.6 1.8 5.1
(3.0) (3.3) (3.5) (3.7) (4.0) (3.7) (4.1)
Sameworkers 8.3 11 -6.8 4.7 2.7 1.4 3.3
(2.2) (2.3) .7) (29) (3.0) (2.8) (3.1)
Same workers, net 6.0 6.6 -5.8 50 3.3 -1.9 29
of union premium  (2.1) (2.3) 2.7) (2.9) 3.1 (2.8) (3.1)
Sameworkers, 54 6.4 -1.9 1.0 5.6 -0.4 -1.0
same industry (2.1 (23) (29) (28) 3.1 (29) (3.1)
Sameworkers, same
industry, net of 4.1 38 -1.5 12 57 -0.8 -1.2
union premium (2.0) (23) (29) (29) (3.2) (29) 3.1

NOTES Numbersin parentheses bel ow percentagesare standard errors. The adjective"same” refersto years of education,ageand its
square, race, sex, and occupation (one o eight broad categories). The expression "'same industry meansone of 20 two-digit Standard
Industrial Code (SIC) industries. High-growth statesinclude Caifornia, Florida, Georgia, Massachusetts, North Caroling, and Texas.
SOURCE May Current Population Survey datafor thegiven year.
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son islimited to employees who have the same
education, age, race, sex, and occupation, the
Ohio premium comes down to 1.9percent. The
third figure al so takes into account whether or
not an employee isa union member: thisfigure
indicateswhat the hourly earningsdifferentia
would be if we compared workersin Ohio to
similar workers elsewhere in the country, sub-
tracting the direct impact of unions on hourly
earnings. Thus, the 1.9 and 0.0figures, taken
together, imply that direct union wage effects
caused Ohio's hourly earningsto be 1.9 percent-
age points above the national average. The fourth
and fifth figuresin the row are comparable to the
second and third, respectively. They are based on
comparisonsamong workerswho are in one of
seven broad industrial categories. The fourth figr
ure indicates that in 1973 comparable private sec-
tor employeesin a given sector received hourly
earningsthat were 1.7 percent higher in Ohio
than in the rest of the country. The fifth figure,
0.3,implies that 1.4 percentage points of that
Ohio premium could be attributed to the direct
impact of unionson hourly earnings.

Thefirg columns of tables4 5B,
and 5C, taken together, reveal two key facts. The
fird isthat usual hourly earningsgrew dightly
lessin Ohio than in the rest of the country during
the entire 1973 to 1984 period. The second isthat
the direct effect of unionson wage ratescould ex-
plain why Ohio's hourly earningswere from 1 to
2 percentage points higher than the national
averagethroughout the entire period, but could
not explain the substantial increasein the hourly
earningspremium that Ohio's workers have tradi-
tionaly enjoyed. Tables64 GB, and 6C, limit the
comparisonsto employees in the manufacturing
sector? The mgjor difference between these
tablesand the three that preceded them is that
the hourly earningsadvantageenjoyed by awork-
er in Ohio, as opposed to the rest of the country,

In H. Gregg Lewis, Unionismand Relative Wages in the United

Stales: An Empirical Inquiry Chicago: University of Chicago Press.
1963, this problem is discussed. It is assumed that the unionlnonunion
comparison should be treated as a comparison of union wages to wages
in a world without unions, simply because of the intractable nature of
the problem. Researchers following Lewis have made an identical
assumption. For more information about the factors influencing the
unioninonunion wage differential, see George E. Johnson, "Economic
Analysis of Trade Unionism,"American Economic Review, vol. 65, no. 2
(May 1975), pp. 23-34; and Richard Freeman and James Medoff, What
Do Unions Do? New York: Basic Books, 1984, pp. 43-60.

For a mathematical derivation of the semilog eamings function,

see Jacob Mincer. Schooling, Experience, and Eamings, New York
and London: Columbia University Press and National Bureau of Economic
Research, 1974 p. 11. That the semilog earnings function fils data better
than a linear function is supported in Jacob Mincer, “The Distribution of
Labor Incomes: A Survey wilh Special Reference to the Human Capital
Approach,"Jouma of Economic Literature, vol. 18, no. 1 (March 1970),
pp. 1-26; and in Schooling, Experience, and Eamings, p. 113.
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is much greater in manufacturing than in the
nonmanufacturingsectors: Whereasin manufac-
turing in 1983-84 aworker with agiven amount
of "human capital" was paid 8.3 percent morein
Ohio than in the rest of the United States; in the
private sector asawhole, the comparable figure
was 0.7 points. There are a number of possible
explanationsof the Ohio "wage premium." For
example, the differential could represent uncap-
tured labor quality differences, different work
conditions, either geographically or in the work-
place itsdf, or the threat of unionization, which
could lead nonunion firmsto avoid it.

Interestingly, the direct impact of
unions on wagesin manufacturing could not
explain a"very large" proportion of the over-all
Ohio wage premium. In 198384, the direct effect
of unions could explain 2.3 percectage points of
an 8.3 percentage point differential when workers
were not grouped in termsof particular manufac-
turing industries. In the same year, the direct
effect of unions could explain 1.3 points of a 54
percentage point differential that was observed
within 20 two-digit Standard Industrial Code
(SIC) manufacturing industries.

II. Conclusion

The evidence presented in this paper supports a
number of contentions. Frg of dl, whilethe
appreciation of the dollar since mid-1980 has had
avery detrimental effect on labor market condi-
tionsin Ohio, it has had an even more detrimen-
ta effect on conditionsin the country asawhole.
Therefore, the rapidly rising price of the dollar
over the past fiveyears is not the cause of the rel-
aiveworsening of Ohio's employment situation
during this period. The figuresshown above are
consistent with this belief. They reveal that Ohio's
employment situation, when compared to the
rest of the country's, worsened by roughly the
same amount in the 1973to 1979 period asit did
in theyears from 1979 to 1984.

Second, high hourly earnings, espe
cidly in the manufacturing sector, are likely to
have lowered Ohio's employment growth relative
to that elsewhere in the country. However, the
data presented do not imply that unions' direct
effect on wage rateswas the primary cause of this
phenomenon. Even in nonunion settings, Ohio

In a competitive labor market, all that should determine a
3 worker's wage are his innate productive capacity and the condi-
tions associated with the job he holds. To the extent that industry
dummies capture different working conditions, they should be included in
the regression models estimated. To the extent that they capture only
cross-industrydifferences in the impact of trade unions, they incorrectly
absorb the object of our estimation and should be excluded.
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manufacturers pay substantially more for a given
type of worker than do employerselsewherein
the country. While this may reflect a desire to
"avoid unionization," the evidence to support this
contention has not yet been forthcoming.

Even if employersin Ohio haveto
pay more to attract and retain their workers than
do employers elsewhere in the country, Ohio's
employment situation can improve. A weakening
of the dollar would not help Ohio more than the
averagestate in the country on the employment
front, but it clearly would increasethe number of
jobsin the state. Productivity improvements, on
the other hand, would improve both Ohio's abso-
lute and its relative employment situation. In the
political arena, where | believethe trade situation
can ultimately be improved, and & the worksite,
where many productivity-enhancinginnovations
can be adopted, labor and management should
be working together toward acommon end —
greater competitiveness. | aso believethat this
cooperation is much more likely if neither party
continuously blames the other for today's prob-
lems, especialy without solid evidence to sup-
port the position. Where one of the partiesis
clearly a fault, it must be willing to work with the
other in the name of more and better jobs. Iabor
and management must be united, not divided, to
improve labor market conditionsin Ohio and in
the rest of the country.
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