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What do regional economic statistics, such as
those for Ohio, convey about the present and
futurestate d the regional economy?What
do they say about thesourcesd regional fluctu-
ations?Towhat extent do they reflect national
conditions versus regional factors?Which re-
gional and national seriesare most useful to
watch?What degreed accuracy can a regional
forecaster hopefor?

These questions are addressed by regional
economic modelsd both the time series and
structural variety. Thelatter, in asetting
in which the natured economic relationships
is already reasonably well known and data
setsareadequate, may best embody answersto
these and related questions. But given the
incomplete theory and data actually available,
time series methods can be very helpful in
interpreting and forecasting regional economic
statistics. Here we summarize both some sug-
gested time series methods and theanswers
they provided to the above questions for the
Ohio economy. (The working paper by Hoehn
and Balazsy [1985] providesgreater detail
on somed these methods and answers.)

Theanalysis here can augment or precede
efforts to make moreelaboratestructural inter-
pretations. The analysis also uncovers and
measuresimportant phenomena—for example,
the declinein Ohio'sgrowth after 1977 that
cannot beattributed to overall national con-
ditions— that would probably not be astrans-
parent in astructural model and might be
distorted by itsassumptions. Time series
methods provide measures d relationships
and events without elaborate interpretations
imposed on them; that is at once their advan-
tage and their drawback, vis-a-vis struc-
tural models.

An important impediment facing the regional
economist isthelack d reliable and timely
measuresd aggregateactivity. Direct compre-
hensive measures d output are unavailable.

In practice, regional economists have cometo
place greatest emphasis on the establishment-
survey, or payroll, employment series. They
areavailable on atimely basis, disaggregated
by major industrial categories. Thesurvey
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directly covers a substantial minority d em-
ployment. Thesampleisrelatively fixed from
one month's survey to the next, so that move
mentsdo not significantly reflect changes
inthesample. Thisisbothavirtueand avice:
the samplefixity prevents movementsfrom
reflecting changes in the sample, as can occur
in the household-survey employment series,
but shiftsd employment away from the mostly
large-firm employment that dominatesthe
survey can bias measured growth. The pay-
roll seriesisrevised early each year to largely
eliminate accumulation d such bias, but it
can still build up within the year.

By contrast, the household-survey series,
becauseit is based on a small samplein terms
d individuals directly covered, reflects a sub-
stantial samplingerror. Standard sampling
errors, even for quarterly growth rates, sug-
gested by the collecting agency are quite high
relative to the observed fluctuationsin the
series. The accuracy d payroll figuresis
most likely less affected than the household-

Fig.1 Payroll Employment and Components
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survey series by changes in the labor force,
because the household survey series neces
sarily require assumptions about population
growth that are confirmed only at the time o
population censuses. Of course, any employ-
ment series cannot exactly reflect output,
because d changes in technology or produc-
tivity and in nonlabor inputs.

Empirical findings to be presented here con-
form to expectations about the relative use-
fulness and accuracy of theemployment series.
Payroll employment, as measured, displays
acloser coherence with the cyclical variation
in other series, both national and regional?
Movementsin the payroll series also tend to
persist from one quarter to the next, unlike
the household-survey series. Also, theformer
tends to foreshadow the latter, although not
viceversa

These propertiesof the payroll seriessuggest
that they are relatively more accurate indi-
catorsd employment and are more useful in
understanding and predicting regional trends.
But lacking a comprehensive output series,
we have looked to personal income in particu-
lar and to the other regional seriesin general
for confirmation o conclusions drawn from
the payroll series. These series include house-
hold-survey employment and the labor force,
(nominal) personal income, retail sales, housing
starts, the factory workweek, and consumer
prices. The propertiesof these series are d
independent, if secondary, interest.

Figure 1 shows, asthe solid dark blueline,
the quarterly averages d seasonally adjusted
Ohio payroll employment from 1965 to 19832
The most obvious characteristicsd that series
arelong-term growth and variability ingrowth.
Thevariability appears somewhat cyclical.
Factors determining fluctuationsin regional
growth tend to persist in thesamedirection for
ashort time (but typically lessthan a year,
aswe shall see). Forecastsshould therefore
reflect not merely the long-run growth d the



3. The most critical
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series, but also give special consideration to
growth in the most recent quarters. These
characteristics pertain to the properties o the
seriesin isolation and require no theoretical
knowledge to acquire. For deeper understand-
ing, and possibly more accurate forecasts, the
series must berelated to other series, regional
and national.

Asavivid illustration, consider the effects
d national recessions, asidentified by the
National Bureau o Economic Research. They
are shown in figurelasthe shaded areas. We
shall show how the national composite indexes
d leading and coincident indicators are par-
ticularly useful proxiesfor the national busi-
ness cycle. Weformally express their relation-
ship with Ohio employment by a trickle-down
model.

A number of time series modelsfor 10 sea
sonally adjusted quarterly Ohio serieswill be
sequentially considered to establish thefore-
casting signals availablefrom a variable’s
(&) own past, (b) other regional variables' pasts,
(c) national variables' pastsand, in some cases,
(d) contemporaneous rel ationships with other
variables. Analysis also helps us understand
thecharacteristics, quality, and usefulness
d various availableregional indicators. Com-
parisonsd the models performance in a 1965-
1983 sampl e period and a 1979-1983 out-of -
sampleforecast simulation are designed to
assess these potential sourcesd information.
Finally, the particularly successful trickle-
down model isfurther studied to yield insight
into thesources d regional growth fluctua-
tionsin Ohiofrom 1965 to 1983.

I. A Time Series M ethodology

Before presenting results, some explanation

d methods is helpful. One major advantage d
the time series methods we useis that they
are quite transparent. They can be replicated
in this and other contexts. These methodsare
appropriatein many contextsin which a priori
information about relationshipsis scarce or
inadequate. We regard the economic process
at theregional and national levelsto bean
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exampled such contexts. Our methodsare
informative, although lessinformative than
methods that use stronger correct prior infor-
mation. A reader in possession d such infor-
mation may rightfully regard a time-series
approach as neglecting it, resulting in ineffi-
ciency in extracting knowledge. We do not ask
the reader to accept an elaborate structural
hypothesisd our own at the outset d the
analysis, nor do weimposesuch a hypothesis
on thedata. We shall make some structural
speculationsand interpretations d our results
after the data have spoken through a set of
more neutral statistical hypotheses, in the
formd simplelinear timeseries models. Of
course, even these modelsinvolvesomead hoc
assumptions, although they are minimal3

Our objective is to model, consequently pre-
dict and, in somesense, explain, the movements
d Ohio series. Each quarter istreated asa
separate event. Each variable isanalyzed in
termsd aquarterly growth rate, measured
asthechangein the natural logarithm. (When
multiplied by 100, thisrateis essentially a
percentage.) The various models to be consid-
ered condition expected growth rateson various
potential sources d information. By compar-
ing the performance o alternative models,
which differ by including or excluding some
variable or variables, we can assess theinfor-
mation value associated with the addition of
asource or sources d information. We shall
always allow modelsto reflect information
about its parametersfrom historical data. The
comparisons will involve the effect on model
performancefrom the addition o some past
growth rates d theseriesitself (own-lags), or
that of some other seriesor group o series.
(Contemporaneousrelationships are largely
irrelevant for forecasting, although important
for structural analysis.)

For example, the random walk (with drift)
model simply predicts that the historical aver-
age growth will occur in any quarter in the
future; it uses no past growth rates except,

d course, inthecalculation d the average—
the key parameter in the random walk model.
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The autoregressive model we consider uses
the past two quarterly own-lags toforecast a
quarter's growth rate. Theinformation gain
from using theseries' own past growth can be
measured by comparing thesized atypical
forecasting error d the autoregressive model
with that d the random walk model. If a vari-
ableischaracterized by cyclicity, or persis
tence, then the autoregressive model will have
typically smaller errors.

Additional information from other variables,
both regional and national, was assessed by
measuring the reduction in typical forecast
error after including thefirst twolagsd those
variables. We havetried alist o 27 possible
variables— the other nine regional and 18
national variables—each individually as pos
sibly useful. Each d thesetrialscreated a
bivariate model, in which a series’ growth was
conditioned on itsown recent growth rates
and those d one other variable. Finally, two
multivariate models, a trickle-down and a step-
wisemodel weretried. Thetrickle-down model
predicts a series' growth rate using the two
most recent own-lags plusonelag each d pay-
roll employment, the U.S compositeindex d
leading indicators, and the U.S. composite
index d approximately coincident indicators.

Asit turned out, the (total) payroll variable
in each equation for the other nine regional
seriesgenerally had very little explanatory
power once the national variables (and own-
lags) wereincluded, justifying thecharacteriza:
tion "trickle-down." Inorder to usethetrickle-
down model to forecast more than one quar-
ter ahead, we augmented it with equationsfor
the two national variables. They included, as
regressors, two own-lags and onelag o the
other national variable. Theequationfor Ohio
payroll employment and for the two national
variablesare shown in the box in section III.
Their implicationswill be analyzed exten-
sively there.

The stepwise modd used avariant d the
familiar stepwise regression procedure. It
searched opportunistically among regressors
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suggested by their significance in the bivar-
late tests, in order tofind a well-fitting equa-
tion. A similar, but less mechanistic, method
d model construction proved successful for
Texasin an earlier study (Hoehn 1984). The
stepwise model helps us assess the total in-
formation available without regard to source,
and islessdependent on ad hoc, prior assump-
tions than the trickle-down model. In fore-
casting morethan onequarter ahead, the step-
wise model used two-lag autoregressive equa-
tionsto providethe prerequisiteforecastsd the
national variables.

I'n implementing this methodology  assess-
ing information gain, we have necessarily
imposed certain ad hoc, although reasonable,
and commonly made, assumptions. First,
the lag structures described were assumed to
be sufficiently long to capture al theinfor-
mation. The series were seasonally adjusted, .
so longer lags would not be necessary to cap-
ture seasonal influences. We openly acknowl-
edge that the X-11 seasonal adjustment pro-
cedure may not beentirely adequate, however.
The modelsimplemented were linear in the
growth rates and were estimated using ordi-
nary least squares.

Theinformation valued aseriesfor pre-
dicting another series was measured in two
different ways to provide confirmation. First,
the models (except the stepwise) were con-
structed fromalong samplefrom 1965 to 1983.
Thestandard error o the equation for agiven
model was used as the measure d atypical
forecasting error. Then the information gain
Is measured by comparing thestandard errors
d theequations. For example, thegain from
using two own-lags is measured by the reduc-
tion in thestandard error d the autoregres-
sive model relativeto that o the random walk
model (whose standard error isidentical to
thestandard deviation d thegrowth rate). The
reduction is stated as a percent o the stan-
dard error d the benchmark, or simpler, model.
Thecalculation d standard errors automat-
ically controlsfor thetendency o least squares
regression to "overfit" a prespecified relation-
ship, so that addition d actually uninforma-



4. Thisrevealsitself
asa lack of further
reduction in root
means of square
error measured in
(log) levelsof series,
beyond the oneyear
horizon.

5. We confessthat
time aggregation—
theaveragingof data
from more than one
point in time— can
createspurious posi-
tive autocorrelation.
See Tiao and Wei
(2976). The use of
monthly data would
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seasonal adjustment
issues more serious.
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tive variables does not tend to reduce standard
errorsor to produce spurious measured infor-
mation gains. However, the stepwise proce-
duresearched along list d possible variables
for information, so that the overfitting ten-
dency cannot be adequately controlled by this
method. | ts performance can only be assessed
by a second method.

The second method measures information
by thereduction in the root mean squareerror
(RMSE)d alternative models forecastsdur-
ing asimulation period from 1979 to 1983. To
simulate real-time forecasting, each model's
forecast was based on parameter estimates
constructed using datafor periods prior to the
period forecast. The stepwise model was speci-
fied (itsinformation variablesand their lags
chosen) using only data through 1978; it was
not respecified in thesimulation, giving it a
handicap it would not sufferin real-time fore-
casting. (Of course, its parameter estimates
were updated during the simulation period.)
For all models, wegive emphasisto and report
RMSEsfor the one-quarter-ahead and four-
quarter-ahead forecasts. Our resultsfor longer
forecast horizons are lessinteresting, other
than to confirm the frequently bemoaned lack
d useful information about growth rates be
yond a year.* Modelsd longer-term growth
would involve demographic and other factors
not included in our cyclical analysis.

I1. Time Series Properties
of Ohio Economic Statistics

Thisbattery o timeseries testsand confirma:
tions yielded results that probably conform

to, yet may strengthen, refine, and extend, the
knowledge that economists studying regions
such as Ohio already possess. Some results,
such astherelative importance d the national
business cyclein accounting for regional fluc-
tuations, may vary acrossregions, other results
may be moregeneral.
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First, thereisadegree d cyclicity, persis-
tence, or autocorrelation in the regional econ-
omy, according to comparisonsd the auto-
regressive and random walk models. Thefirst
column d numbers in table 1 shows signifi-
cant information gainsfor payroll employment,
personal income, and consumer prices, con-
firmed by the reductionsin RMSEsshownin
the next two columns. We speculate that the
lack d autocorrelation in household-survey
employment and retail sales may, in large part,
reflect measurement error. Asasimpleillus-
tration, if thelatter tended toreverseitself each
quarter in terms o thelevel d the series,
aswould be the case for samplingerrors, then
the observed first-order autocorrelation (cor-
relation between adjacent periods) in growth
rates would tend to be pulled away from its
true value toward minusone-half. O course,
the nature d measurement errorsisfar more
complex (see Green [1969], Korns[1979] and
U.S. Department of Labor [1985]). Depending
on theexact natured the measurement error,
the truecyclical propertiesd the underly-
ing series, and therelative influenceon the
observed seriesd each, they might roughly
cancel out in thesense d producing no per-
sistence in the observed series. M easurement
and sampling errorsare likely to be particu-
larly large for household-survey employment
and retail sales because thesamplesaresmall.
Thisinterpretation d the household-survey
employment seriesis reinforced by the slight
negative autocorrelation in the labor force
series obtained by the same samples.5

Thedegree d persistencein payroll employ-
ment is not large; it accounts for less than
18 percent o thestandard deviation d total
payroll growth rates, and about one-tenth of
its manufacturing and nonmanufacturing cat-
egories taken separately. Although this per-
sistence may beslightly understated due to
measurement problems, the conventional X-11
seasonal adjustment procedure may tend to
overstateit somewhat. Examination d the
autocorrelation d adjacent growth rates sug-
gests that cyclical factorsinfluencing total
payrollstend to persist in the samedirection
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for only afew quarters. Autocorrelationsare
0.57, 0.32, and 0.22 for lags one through three,
respectively, 0.23 being equal to the approxi-
mate .05 two-tailed critical value.

Thelack d substantial autocorrelation be
yond afew quartersis consistent with the
notion that cyclical factorstend to persist in
the same direction for only a short period.

A short duration and relatively small ampli-
tuded the business cycleis suggested in
studiesd national and international data
by Nelson and Plosser (1982) and Stulz and
Wasserfallen (1985).

Most persistencein Ohio payroll employ-
ment beyond a single quarter is attributed to
the nonmanufacturing category, whose auto-

Fig. 2 Information Sources
for Payroll Employment
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correlationsaresignificant at up tofivelags. By
contrast, the manufacturingsector's growth
rateissignificantly autocorrelated only at the
first lag, although the second lag's autocorre-
lation is nearly significant. Beyond the second
lag, manufacturing employment autocorrela-
tion declines rapidly. A higher magnitude o
persistencein total payroll employment in
comparison to i ts components seems paradox-
ical, but isdue to independent fluctuations

in and intersectoral shifts between the two.
(Interestingly, once their relation with the U.S.
coincident index iscontrolled for, they dis-
play aslightly negative relationship.) Hence,
cyclical movementsd the total are somewhat
obscured in the components.

The bivariate tests suggested that the two
national composite series contain particularly
valuable information about thefuture course
d Ohio payroll employment, confirming prior
notions upon which the trickle-down model
wasbuilt. Indeed, these two series proved more
informative than any others, as shown in fig-
ure 2, which depictsgains from the six most
informative series. Significant at the.Ol level,
in descending order, were the two composite
indexes, U.S payroll employment (oned four
components in the coincident index), Ohio
housingstarts, U.S industrial production (also
|acoi ncident index t) a term
interestre  the U.S. consumer ice index,
U.S manufacturing payroll employment, and
thegross national product deflator.

The composite indexes seem to summa-
rize reasonably well the information available
from national data. Perhaps the long-term
interest rate, classified asa"'laggingindicator"
but showing leading information here, isthe
maior element omitted from those two corn-
posites$ Amongtheregional i :, only Ohio
housing s gives significant leading infor-
mation about future payroll employment at the
.01 level in the bivariate tests. However, we
discovered later that the series did not add
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any incremental information after the lead-
ing and coincident series wereincluded? The
payroll measure gives leading information
about the future household-survey employ-
ment and labor-forceseries, but not vice versa.
Infact, d all theintraregional bivariate lead-
ing relationships found, the strongest was
from payroll to household-survey employ-
ment, whose standard error was reduced by
over 13 percent. The manufacturingwork-
week was included in our study in the hope

it would provide advance information about
manufacturing payrolls. Instead, the work-
week wasforeshadowed by manufacturing pay-
rolls. Thisresult isinconsistent with the pre-
vailing characterization of the workweek as
leading. (Itsnational counterpart isincludedin
the composite index of leading indicators.)
The result is nevertheless consistent with the

resultsd Beveridge and Nelson (1981), who
find that its national counterpart isalagging
indicator o the business cycle.

Based on the bivariate results, we regard
cyclicity in payroll employment as largely
linked to the national cycle, an interpretation
to bereinforced in the next section. Results
for personal income were quite similar in that
the same series that were informative about
payrollsweregenerally also informative about
income. Thetwo compositeindexes were again
most valuable, followed by U.S. payroalls, the
manufacturingcomponent o U.S payrolls,
and Ohio housing starts. However, theinfla
tion and interest-rate variableswere insig-
nificant, while real gross national product
was significant, at the 1 percent level.

Theleading or lagging character d the
series can be tentatively judged in view d

: Table 1 Information Gains and Forecast Slmulatnon Results
Cyclicity General mterdependence .
Autoregressive (univariate) Trickle-down - Stepwise:- -
Reduction in SO Rediuiction in Reductlon i
Infor- 2 Infor- 5 Infor- - :
mation RMSE mation RMSE matmn ; RMSE s
Ohio Series gain! 1-step  4.step gain3 1-step " 4-step gain? 1-step: . 4-step
Payroll employment s , S I
-~ (establishment 17.7b 26.4 12.7 19.5P 20.2 6.8 342 - 146 - 6.3
survey) : S e
" Manufacturing 10.1> 147 1.1 253° 247 148 361 181 39
Nonmanufacturing -~ 9.6° 28.2 15.6 7.5% 0.0 2.7 21.7 -98 - -7
Household-survey g : S en
employment -0.8 -1.9 -2.0 16.1 110 4.9 24.9 7 20.7 6.0-
Labor force 24 -39 - -42 7.6° 75 215 167 47 349
Personal income 76> 103 24 184> 237 51 263 - =43 51
Retail sales 2.0 14  -05 1.2 11.0 1.9 49 - 57 -12
Housing starts -1.0 -2.8 -25 9.0b " 5.6 8.6 15.6. ~17.6 25.2;
Factory workweek -0.5 0.8 1.2 25.5b 17.6 17.6 375 56 ...78
Consumer prices 19.1b 7.7 9.1 0.7 0.0 33 7.7 =3.8 -59
a. Significant at the .05 level. e .
b. Significant at the .01 level. ’
NOTE: All series were seasonal]y adjusted. (Data sets and sources described in Hoehn and Balazsy [1985].)
1. The percent reduction in standard error of equation relative to the random walk model, for the 1965:IVQ to 1983:IVQ sample period.
2. The percent reduction in root mean square error relative to the random walk model, for the 1979:1Q to 1983:1VQ simulation period.
3. The percent reduction in standard error of equation relative to the univariate autoregressive model, for the 1965:1VQ to 1983:IVQ sample penod -
4. The percent reduction in standard error of equatlon relative to the univariate autoregresswe model, for the 1965:1VQ to 1978:1VQ sample:
period. Warning: The calculated information gain does not control for the “overfitting” arising from opportunistic selection of regressors. = 7:: =
5. The percent reduction in root mean square error relative to the univariate autoregressive model, for the 1979:1Q to-1983:1VQ simulation period =
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the above results and interpretations d quar-
terly data. We regard housing starts as lead-
ing, hoursaslagging, and most other series as
approximately coincident. The household-
survey seriesfor employment and labor force
would probably be coincident, aside from
the measurement errorsthey contain. The
labor force series may be a noncyclica series,
sinceit iscontemporaneously uncorrel ated
with any series other than household-survey
employment. Measurement errorsin both
household-survey series may give them a lag-
ging appearance; the other series, particularly
the payroll series, are needed to help locate
their true, underlying level. The Ohio con-
sumer price series was virtually unrelated to
any other, except national price series, and so
could becalled an irrelevant or non-indicator.
Thetrickle-down and stepwise models of
payroll employment and its components, and
d personal income, fit better, in the sense of
standard errors d equations, than either
the autoregressive or any d the bivariate
models. Employment according to the house-
hold survey was slightly more closely related
totwo past valuesd thecoincident index than

Fig. 3 RMSEsd the Payroll
Forecastsfor Modedls
Random walk

Autoregression

Trickle-down

00

Stepwise
| |
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] I
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to the regressors o the trickle-down model

(of which thefirst lagd the coincident index
was the most powerful). The trickle-down
model's standard errorsfor retail salesand
consumer priceswere nosmaller thanfor their
autoregressive equations, a result that con-
formstothe bivariate evidencethat thesevari-
ables cannot beforecast by using other infor-
mation. Although retail sales were related

to other series within agiven quarter (the cor-
relation with payroll employment was 0.28),
no leading information about it from other
series was uncovered.

Theout-of-sample forecasts d the trickle-
down and stepwise models provide evidence
that simple multivariateforecasting modelscan
perform successfully, having lower RM SEs
than simple autoregressive models. As shown
in table1, theimprovements are reasonably
consistent acrossthe 10 regional variables.
Thetrickle-down model had a RMSE at | east
assmall asthe autoregressive model in one-
quarter-ahead forecasts for all variables and
provided statistically significant information
gainsin eight cases, at the.05 level. For payroll
employment, thegain and the reductionin
RM SE was about one-fifth (figure 3). Much
d that improvement appears to comefrom in-
formation about manufacturing employment.

Thisevidence d theforecasting ability of
simple multivariate modelsroughly replicates
a previous result by Hoehn (1984)for Texas.
While the improvement over the univariate
autoregressions should not be exaggerated, it
is meaningful, consistent, and to our knowl-
edge has not been documented for structural

model s (sicin ampaes Bayesiantiec e eto-
regressive” models) commonly employed.

REgieanloRAlciodtions

Thetrickle-down model can help addressthe
linkage between national and regional fluc-
tuations. It suggeststhat variationsin payroll
employment over periods o several quarters
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can be mostly attributed to national devel-
opments, as summarized, apparently rather
well, by the two composite indexes.

mination d payroll employment according

to the three equations shown in the accompa
nying box. Movements in payroll employment
are attributed to the disturbances or shocks

The trickle-down model describes the deter-

The Trickle-Down M odd
of Payroll Employment

Sample: 1965:I1VQ to 1983:IVQ

(1)  AInPAYROLL, = -.0004
(.0008)

- .06AInPAYROLL,
(.20)

+ .36AInPAYROLL, »
(.12)
+ 18AInLEAD;,
(.06)
+ .16AInCOIN,; + ey
(.13)
standard error o equation = .0065

(2)  AInLEAD, = 0057 + .84AInLEAD,,
(0024) (.12)

+ .22AInLEAD, »
(.13)
- .89AInCOIN,; + ey
19
standard error o equation = .0192

(3 AInCOIN; = .0015 + .02AInCOIN,
(.0016) (.16)

+ 22AInCOIN,
(.12)

+ .51AlnLEADt_1 + €3
(.09)

standard error o equation =.0128

PAYROLL = Ohio payroll (establishment-
survey) employment, season-
ally adjusted.

Index of leading indicators.
Index of approximately coinci-
dent indicators.

LEAD
COIN

NOTE: Figures in parentheses are the standard errors of estimates of
the parameters.

toeach d the three equations. These shocks
feed through the equations to generate the
observed changesin thethreevariables. (While
not observed directly, these disturbances can
be estimated as residuals in thefitted equa
tions.) The shocks to the national indexes
equations clearly reflect national events. But
S0, to some extent, do those to the payroll
equation, creating some ambiguity. However,
thisambiguity iseliminated by attributing
any portion o payroll shocksthat are statis-
tically related to the national equation shocks
to national events. The part d the payroll
shock (linearly) unrelated to national events
can befound by regressing the residual from
the trickle-down equation for payrollson those
for the national indexes. Theresiduals from
thisregression represent both distinctly re-
gional eventsand idiosyncratic elementsd the
region's response to national events. In the
vector autoregression ("VAR") literature, these
are called orthogonalized shocks because they
are"washed" d correlation. These residuals
have a variance only 41 percent asgreat as
that o the payroll equation’'sdisturbanceterm,
because correlation with national equation
errors accounts for 59 percent (R2). Thein-
terpretation isthat even short-run movements
in Ohio employment are largely accounted

for by national events. Over longer time hori-
zons, theimportance d national eventslooms
larger, as national shocks create persistent

Random Regional Component
Let the national compbrient 'of, el} be:
2y = Eleyley, es] = kien + kaes;.
Then the orthogonalized error is:
b = ey - 0y, and, 7
the random regional component of InPAYROLL;is:
(1 - L)1+ .06L - .3612) e, S
where L is the lag operator.
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trickle down and feed through the payroll equa-
tion. Asshown in table 2, a | percent positive
shock to the leading index is followed by a
progressive increase in Ohio employment,
peaking at 0.81 percent in five quarters. The
typical movement d Ohio payrollsin the
wake d orthogonalized shocks to the coinci-

Table2 Responsed Ohio Payrall
Employment to Orthogonalized Shocks

National shocks

Indexof Indexof  .Xegional shocks
leading coincident Payrall
indicators indicators employment

Quar-
ters Stan- Stan- Stan-
ahead Unit® dard® Unit?® dard®  Unit?® dard®

A3 25 46 44 100 42
37 71 59 56 94 39
57 1.09 59 .56 130 4
73 140 46 44 126 .53
81 155 29 27 139 58
82 157 A3 12 137 57
79 152 01 .01 142 59
J5 144 -04 -.04 141 59
71 136 -.05 -.05 143 60
68 130 -.03 -.03 142 59
a. Percent responsed payroll employment to a 1 percent shock.

b. Percent response o payroll employment to a shock o typical size,
i.e., onestandard deviation.

[EEN
COONOUTAWN R

Table3 Decompositiond Varianceadf Ohio
Payroll Employment Forecast Errors

Per centaged variance
attributableto

Coinci-  Payroll

Quarters Standard Leading dent employ-
ahead deviation? index index ment
1 .65 14 45 41
2 118 40 36 23
3 179 55 26 19
4 237 66 18 16
5 291 72 13 15
6 335 76 10 14
7 373 78 8 14
8 404 79 7 14
9 431 80 6 14
10 454 80 5 14
a. Percent.
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fluctuationsin the composite indexes that dent index —washed d their correlation with

the shocks to the leading index—is more im-
mediate, but fades, meaning that increases in
the coincident index that are not validated

by the leading index tend to befollowed by
unsustainableincreasesin Ohio payrolls.
Given the relative magnitudes d the orthog-
onalized errors, and the response patterns just
described, forecastingerrorsat long-term hori-
zons owe about 85 percent d their variance
to national events, asshown in table 3.

Although the national series, particularly the
leading index, have considerable leading in-
formation about regional employment growth,
this does not necessarily imply that Ohio
lags behind the economy over business cycles.
Other evidence suggests the relation between
national and Ohio payroll employment may
beessentially contemporaneous. The timing
relation can besummarized by thecross-corre-
lation function— the correlation d growth
rates, after the latter are washed o autocor-
relation, at various leads and lags. (Spurious
results can arise without such a washing.) We
implemented the washing by using residuals
in regressions with two own-lags for the two
employment series. Thecontemporaneous cor-
relation o those residuals was 0.83. No other
correlationswere significant, although the
correlation between the Ohio payroll residual
and the national payroll residual lagged once
was0.21, not far from the0.23 critical valuefor
the .05 significance level. The lagged correla
tion, however, might easily bearesult d larger
measurement error in the Ohio series, time
aggregation (Tiao 1972), or seasona adjustment
problems. Hence, the evidence provides weak
support for anything other than a contempo-
raneous relation between Ohio payrollsand its
national counterpart.

Thetrickle-down model also permitsadecom-
position d the historical valuesd the payroll
seriesinto a long-run growth component and
random components attributabl e to national
and regional shocks? Figurelshowstheover-
all payroll series, with the random regional com-
ponent (right-hand scale, blown up) and the
payroll series minusits random regional



8. Our time series
model cannot break
down the long-run
growth of the series
into components at-
tributable to national
and regionalfactors;
todosowould require
additional structural
information.

9. Our colleague,
Philip Israilevich,
speculates that
smaller increases

in (regulated) elec-
tricity pricesin Ohio,
compared with the
nation, during the
mid-1970s il price
increases may be
responsible for the
uncharacteristically
moder ate decline of
Ohio employment in
that recession period.
An alternativeor com:
plementary explana:
tion would stress the
increased demand
for new, less energy-
intensivecapital goods
asenergy pricesrose.
(Ohioisa major cap
ital goods producing
state.) Weare unable
to provide convinc:
ing tests of these
hypotheses without
an extensive, more
structural analysis,
which is beyond the
scope of our study.
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component superimposed. The random or cyc-
lical regional component reflects the impact
on thelevel d the payroll series arising from
the orthogonalized shocks to its equation. It
isessential to bear in mind that, because the
long-run growth has been removed, the ran-
dom regional component, which starts at zero,
necessarily also ends the sample at nearly
zero. It isthe movements d the component
during particular periods, compared with other
periodsin the sample, that isinformative.

The random regional component rises dur-
ing the economic expansion d the late 1960s.
During the 1973-1975 recession, the compo-
nent again rosesharply, greatly cushioningthe
impact o the national recession? Indeed, the
declined 115,000 jobsduring the six-quarter
recession would have been 90,0001arger with-
out theaid d the component. But from the
late 1970sto theend o 1983, the regional
component declined, accounting for aloss o
189,000 jobsfrom 1977:111Q to 1983:IVQ. In
contrast to the 1973-1975recession, distinctly
regional factors appear to have aggravated
Ohio's economic weakness in the early 1980s.
Furthermore, the rise and subsequent fall
the component might reflect akind o struc-
tural changein the region; perhaps the under-
lying long-run growth rate declined in a per-
manent way after the mid-1970s.

Concluson

Time series methods can be used to exploit
limited prior information and data sets to
acquireinsight into economic systems. In this
study, wedesigned and applied time series
methods to Ohio and (@) assessed the quality
and quantity d information in variousindi-
catorsd economic activity in Ohio, (b) devel-
oped relatively efficient forecasting schemes,
(c) providedinsight into the sources d vari-
ation in sectors d the Ohio economy, and

(d) uncovered and measured phenomenafor
further analysis. The methods employed were
simple and transparent and could be applied
in other contexts, such asin other regiona
economies.

Economic Review « I11Q:1985

References

Beveridge, Stephen, and Charles R. Nelson.
"A New Approach to Decomposition d
Economic Time Series into Permanent and
Transitory Components with Particular
Attention to Measurement d the '‘Business
Cycle™ Journal of Monetary Economics,
vol. 7, no. 2 (March 1981), pp. 151-74.

Green, GloriaP. “Comparing Employment
Estimatesfrom Household and Payroll
Surveys:" Monthly Labor Review (Decem-
ber 1969), pp. 9-20.

Hoehn, James G., and JamesJ. Balazsy. "' The
Ohio Economy: Using Time Series Char-
acteristicsin Forecasting:' Working Paper
Federal Reserve Bank o Cleveland (1985),
forthcoming.

Hoehn, James G. "A Regional Forecasting
Mode Applied to Texas:" Working Paper
No. 8402, Federal Reserve Bank d Cleve
land, September 1984.

Korns, Alexander. "' Cyclical Fluctuationsin
the Difference Between the Payroll and
Household Measuresd Employment:’
Survey of Current Business, val. 59, no. 5
(May 1979), U.S Department & Commerce,
Bureau d Economic Analysis, pp. 15-55.

Litterman, Robert B., and Laurence Weiss.
"Money, Readl Interest Rates, and Output:
A Reinterpretation d Postwar U.S. Data:'
Econometrica, vol. 53, no. 1 January 1985),
pp. 129-56.



The Federal Reserve
Bank of Cleveland
publishesan infor-
mative research peri-
odical called Eco-
nomic Commen-
tary. Following, at
right, are the titles
publishedsince April
1985. If you are
interested in receiv-
ing this publication,
either future or back
issues, please contact
the Public Informa:
tion Department,
Federal Reserve
Bank of Cleveland,
PO. Box 6387, Cleve
land, OH 44101,
(216) 579-2048.

36

http://clevelandfed.org/research/review/
Best available copy

Nelson, Charles R., and Charles|. Plosser.
"Trendsand Random Walksin Macroeco-
nomic Time Series. Some Evidence and
Implications." Journal o Monetary Eco
nomics, vol. 10, no. 2 (September 1982),
pp. 139-62.

Stulz, Rene M., and Walter Wasserfallen.
"Macroeconomic Time-Series, Business
Cycles, and Macroeconomic Policies” in
Karl Brunner and Allan H. Méeltzer, eds.,
Understanding Monetary Regimes. North-
Holland: Amsterdam, 1985, Carnegie-
Rochester Conference Series on Public Pol-
icy, vol. 22, pp. 9-54.

Tiao, G.C., and W.S. Wa. "Effect d Temporal
Aggregation on the Dynamic Relationship
d Two Time Series Variables:' Biometrika,
vol. 63, no. 3 (1976) pp. 513-23.

Tiao, G.C. “Asymptotic Behavior & Tempora
Aggregatesd Time Series' Biometrika,
vol. 59, no. 3 (1972) pp. 525-31.

U.S. Department o Labor, Bureau o Labor
Statistics. Employmentand Earnings.vol. 32,
no. 9 (September 1985).

Federal Reserve Bank o Cleveland

Economic
Commentary

CRR and Monetary Control
Michael R. Pakko
5/15/85

TheFinancial Distress

in American Farming

Michael Bryan and Gary Whalen
6/1/85

Major Trendsin Capital Formation
Robert H. Schnorbus
6/15/85

The Dynamicsdf Federal Debt
John B. Carlson and E.J. Stevens
7/1/85

I s Manufacturing Disappearing?
Michael F. Bryan
7/15/85

Solutionsto the International
Debt Problem

Gerald H. Anderson

8/1/85

M edicaid: Federalism and

the Reagan Budget Proposals
Paul Gary Wyckoff

8/15/85

The Dallar in the Eighties
Owen FE. Humpage and
Nicholas V. Karamouzis
9/1/85

Inter state Banking: Its Impact
on Ohio Banks

Thomas M. Buynak

9/15/85

The M1 Target and Disinflation Policy
William T. Gavin
10/1/85



