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Stochadtic I nter est
Ratesin the Aggregate
Life-Cycle/Permanent
| ncome Cum Rational
Expectations M odd

by KimJ. Kowaewski

Federa Reserve Bank o Cleveland

There has been renewed interest in consump-
tion behavior in the past 10 years. Theorigin
d thisinterest is not so much due to deteri-
oration in the ability d economists to predict
future output and prices, although that is
clearly important.

The main impetusis thechallenged the
"New Classica™ school. Barro (1974) argued
that rational private agents do not view bond-
financed increases in government spending or
decreases in taxes as increases in wealth, be
cause they know that the new bonds must be
retired by additional future taxes. Rational
private agents therefore will increase current
saving to pay for thesefuture taxes, no mat-
ter how far into the future they come due.
Thisadditional saving isexactly enough to
purchaseal d the new debt; interest rates
and aggregate wealth remain unchanged. This
implies that bond-financed increasesin
government spending have a multiplier value
d 1, and that bond-financed tax cuts have a
zero multiplier.

Money-financed increases in government
spending also have a zero multiplier, because
rational private agents view the faster growth
in money as leading to a higher inflation rate
in thefuture. Thishigher inflation isanother
"tax" that private agents will save for. That
is, money-financed tax cuts have no effect on
real variables, because one tax isjust sub-
stituted for another.

These "New Classical" results are a direct
challenge to the Keynesian and Monetarist
schools, which assign higher values to these
multipliers (at least in the short run), because
the effectsd fiscal policy actionsare distin-
guished by how they are financed.'

Barro’s result depends, among other things,
on the assumption that private agents have
the opportunity to offset these government
actions. This, in turn, assumes that capital
markets are perfect—that there are no trans-
actions or other costs that drive a wedge
between borrowing and lending interest rates,
and that there are no informational asymme-
tries that are controlled with down payments,



2. Muellbauer
(1983) and Wickens
and Molana (1984)
reject the model
using U.K. con-
sumption and in-
comedata.

security interests, rationing the quantity o
credit, and other non-price loan provisions.
Thus, with perfect capital markets, the length
d aconsumer's spending horizon (that is, the
time span over which a permanent increasein
lifecycle wealth/permanent income s con-
sumed) isas long as his remaining lifetime. It
may belonger if, as Barro assumes, a consum-
er's utility function includes the utility d his
direct descendants. A consumer can borrow
any amount up to thecurrent valued his net
nonhuman wealth, plus the present value d
all hisexpected future after-tax labor income,
all discounted at the common rate d interest.
Anincreasein lifecycle wealth/permanent
income will be consumed over the remainder
d the horizon, making the amount consumed
in the short run very small.

If capital markets are imperfect, however,
then the length d a consumer's planning hori-
zon may be shortened. A consumer may not
be able to borrow against all d hislifecycle
wealth (or permanent income), or may do so
only at a penalty rated interest. Increasesin
lifecycle wealth/permanent income will be
consumed over this shorter horizon, enlarging
the (short-run) impact d bond-financed tax
cuts or spending increases. Clearly, shorter
horizons make it possible for stabilization pol-
icies to affect real variables, at least in the
short run.

Thus, therecent interest in consumption be
havior centerson learning the length d con-
sumer spending horizons. The approach taken
by most recent studiesis to test some variant
d thelife-cycle/permanent incomecum ration-
a expectations (RE-LC/PI) model assuming
perfect capital markets. Rejection d the RE-
LC/PI model, incorporating perfect capital
markets, is taken to mean that horizon
lengths may not be long enough to diminish
the power d stabilization policies.

Hall (1978), Flavin (1981,1985), Hayashi
(1982), Muellbauer (1983), Wickens and Mol-
ana (1984), Bernanke (1982), Mankiw (1983),
DeLong and Summers (1984), Boskin and Kot-
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likoff (1984), Kotlikoff and Pakes (1984), and
Mankiw, Rotemberg, and Summers (1985) test
the RE-LC/PI model with aggregate time ser-
ies data, while Hall and Mishkin (1982), Ber-
nanke (1984), and Hayashi (1985) use cross
section or panel data on individual

households.

O the studies employing micro-data, only
Bernanke (1984) can reject the model. O the
studies that employ aggregate time series
data, Hall (1978), Hayashi (1982), Mankiw
(1983), Bernanke (1984), and Delong and Sum-
mers (1984) cannot reject the model during
the post-World War II period. Kotlikoff and
Pakes (1984) can reject the model, but con-
clude that the differences from the model are
not large enough to matter in practice.?

These studies are not thefirst to be con-
cerned with the length d consumer spending
horizons. For example, Tobin (1951) argued
that capital market imperfections may have
accounted for the different savings behaviors
d black and white Americansin thelate
1940s. Houthakker (1958), in his review o
Friedman's (1957) permanent income hypoth-
esis, argued that theexclusion d capital mar-
ket imperfections was the main defect
Friedman's work. Friedman (1963)argued
that consumer horizon lengths were about
three years.

Before rational expectations cameinto
vogue, there were numerous tests o thelife
cycleand permanent income models, begin-
ning with Modigliani and Brumberg (1954)
and Friedman (1957). The debate about the ef-
ficacy d the 1968 temporary tax increase fo-
cused on thelength d consumer spending hor-
izons see, for example, Okun (1971) and
Blinder (1981). There has been considerable
theoretical work doneon theimpact d capital
market imperfections (see, for example, Tobin
and Dolde[1971], Dolde[1973], Pissarides
[1978], Heller and Starr [1979], Foley and Hell-
wig[1975], and Watkins[1975,1977]).

What is new about these recent studiesis
their assumption d rational expectations. Un-
fortunately, richness d detail seems to have
been sacrified for this assumption. For exam-



ple, noned the recent models that are esti-
mated with U.S. aggregate time series data
allowsfor uncertain real interest rates. All d
the models, except Bernanke (1982) and Man-
kiw (1983) assume that the real interest rate
is constant. Bernanke (1982) and Mankiw
(1983) dlow real interest ratesto vary, but as-
sume that consumers know all future real
interest rates.

Itisrather curiousthat stochastic real inter-
est rates have been ignored, because the real
interest rateisakey variablein thelife-
cycle/permanent income model (and in many
New Classical models). Theinterest rate mea
sures the exchange rate between consuming
today and saving today to consume more to-
morrow. Thelife-cycle/permanent income
model determines the utility-maximizing al-
location d life-cycle wealth (permanent in-
come) across time by balancing the marginal
rated transforming consumption today into
consumption tomorrow (the interest rate)
with themarginal rated substitution (thedis
counted marginal utility from consuming to-
morrow relative to that from consuming to-
day). Changes in interest rates, expected or
unexpected, should lead to a reallocation o
consumption spending acrosstime. Thus, an
allowancefor stochastic real interest rates
should provide a more powerful test d the
RE-LC/PI model and indirectly d the (maxi-
mum) length o the representative consumer's
spending horizon.

el that allowsfor uncertain future interest
rates. The modd is developed by Muellbauer
(1983), which he estimated with United King-
dom (U.K.) data. To put Muellbauer's model

| into perspective, the Hall and Flavin (1981)
models are al so discussed and estimated. Up-
dating the Hall and Flavin results with the
1980s data also may reveal any structural
instabilities and shiftsin thedistribution o
horizon lengths across consumers, which isa
possibility ignored by all d the recent RE-
LC/PI tests. Section II reviews the RE-LC/PI
models, section III briefly outlines the pro-
cedures followed in estimating the three mod-
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Inthisarticle, weestimate aRE-LC/PI mod-

els and explains the results, and the third sec-
tion concludes our study.

|. TheLife-Cycle/Permanent
Income Modd With Rational
Expectations

Testsd the RE-LC/PI model begin with Hall
(1978). The consumer isassumed to maximize
the expected present discounted value d
current and future utility. Incomeis
exogenous and is known in thecurrent period,
but unknown thereafter; the consumer's
choicevariableisthelevel d consumption
each period. The horizon begins with the
current period and ends at the (known) last
period of the consumer's lifetime. Thereare
no bequests and no capital market
imperfections. Expectations are rational—
functions d all information available in the
current period. Real interest rates and rates o
time preference are assumed to be constant.
The modd is:
T-t

@ ’é‘ax E3 [6'U(C..)]

11

i=0

subject to
Tt Tt
2 (Ric”i) - 2 (Riyt+i) = Al!
i=0 i=0

where

6istheinversed 1, plusthe purerated
time preference, assumed constant,

Ristheinversed 1 plusthereal, after-tax
rated interest », also assumed constant,
(6=R),

Cisreal lifecycleconsumption (not NIPA
personal consumption expenditures),

y isreal labor income,

A iscurrent real nonhuman wealth,

U(®)istheinstantaneous utility function, and

E,isthe expectations operator, conditioned
on theinformation available at timet
(variables dated #-1 and earlier).



Thefirst order conditionsfor this problem

are:
(28) E,U'(Cni) = (R/S)EU'(Criy),
fori=1to T-t;
in particular, for =1
@b) E,U'(Cu.y) = (R/8)U'(Cy).

There are two things to note about (2b).
First, C, can bethought d asa sufficient sta-
tisticfor C,.1; that is, no variable except C,
helps predict future marginal utility d con-
sumption U'(C. ,). Second, with the assump-
tion d rational expectations, marginal utility
follows the regression relation:

@) U(Cu)=vU(C)+ err.

Theterm e ,., represents the impact on
marginal utility d all new information that
becomesavailablein period t + 1 about the
consumer's lifetime well-being. Under rational
expectations, E e ~1 = 0and e+ isorthogonal
to U'(C,. Moreover, ¢ should bewhite noise,
that is, unpredictable using variables in the
information set.

If the utility function isquadraticor "the
change in marginal utility from one period to
the next issmall, both because the interest
rateiscloseto therated time preference and
because the stochastic change is small." (See
Hall [1978, p. 975].) Then equation (3)
becomes:

4) Ci=vyCui* e

That is, life-cycleconsumption followsan
AR (1) process—no other variables dated #1 or
earlier affect C,. If y =1, then consumption
followsa random walk. It isimportant to
notice that (4) is not astructural mode d life
cycle consumption behavior. Because it is only
thefirst-order condition for utility maximiza
tion, it isonly an implication d thelifecycle
mode under rational expectations. Indeed, it
isonly a necessary condition for this RE-LC
model to betrue.
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Hall also shows that lifetime resources
evolve as a random walk with trend. First,
nonhuman wealth followsthe relation:

®) A/ =RY¥A, 1+ y.1- Cr).

Second, human wealth, H,, isthesum o
current labor incomeand the expected present
discount valued future labor income:

T-t

©6) H,= 2 (RiE,y,+;),

=0
where
Ey =y,
from which it followsthat:
(7Ta) H,=RYHi1-¥01) + py,

where u, represents the present valued the
changes in expectations d future income that
occur between period #1 and t:

T-t
(7by w¢ = Z[Ri(Ety,+,- - Ery )l
i=0

Again, under rational expectations, E;.ix:
= 0, and ushould be white noise. Under cer-
tainty equivalence, 6, = o u,, Whereaisan
annuity factor modified to take account d the
fact that the consumer plans to make con-
sumption grow at a proportional ratey over
his remaining lifetime. Then the equation for
total wealthis:

®) A+ H, =R (1-au)(Am + Hi) + e

Flavin (1981) estimates a different version
d the permanent income mode using thein-
sight from (7) to eliminate the unobserved H ,.
She starts by defining current consumption
asthesumd permanent and transitory con-
sumption. By equating permanent consump-
tion with permanent income (y ?), she has:

Q) C:=Y?!+ e, Whereey, is transitory
consumption.

Thus, permanent incomeis defined to be
theannuity valued the expected present dis-
counted valued human and nonhuman
wealth (A ,+ H ), assuming the real, after-tax
rated interest, r, isconstant:

(10) y2=r(A,+ 2 [RMVEyud.

i=0



3. Thisassumption
is not unreasonable,
o'VeN that her model
explains short-run
changesin con-
sumbtion. However.
in her later paper,
Flavin (1985) uses
annual data where
it seemslesslikely
that changesin the
rate of return to cap-
ital dominate endog-
enous changesin
wealth accumu-
lation.

insight implicit in equation (7b). Substituting
(10) into (9) and using the nonhuman wealth
constraint:

(ll) A[+1 = R'IA[ + y[ - C,.

Unlike equation (5), current period saving
does not earn interest in equation (11). Equa-
tion (9) can be used to solvefor C,.; in terms
d C;:

(12) Ct+1:c1+7’z (R*YE - E DY rivn)]
i=0

-1
-R €25+ €2441.

Flavin notes that because the coefficient o e,
isnot -1, C, will not evolve as a random walk
unless the transitory consumption termes, is
zerofor al t.

Equation (12) contains revisions in expecta
tionsd futurereal labor income. Flavin notes
that “[a]s an empirical matter however, unan-
ticipated capital gains and losses on non-
human wealth probably constitute a signifi-
cant fraction d the revisionsin permanent
income this model is trying to capture.” (See
Flavin [1981, p. 988].) She defines unantici-
pated capital gainsas the present valued the
revision in the expected earnings associated
with the current nonhuman wealth position.
By then assuming “... that changesin therate
d return to capital ... are quantitatively more
important than the endogenous changes (in
nonhuman wealth) in determining the time-
series properties d the observed path d non-
labor income ...””, unanticipated capital gains
can be approximated as the present value d
the revision in expected future nonlabor in-
come. (See Flavin [1981, p. 988].) This permits
her to use disposable personal income (YD)in
placed labor income (y) in equation (12).2

Flavin next derives an expression for the
revision in expectations d future YD by
assuming that YD follows an ARMA process.
She shows that the revision in the expectation
d YD,..(s>0) between periodst and #1 isthe
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Flavin shows that E;y 7., = yfusingthe product d the moving averageerror d YDin

period t (#,and thes" coefficient from the
corresponding moving average representation
for YD (B9. Then the present discounted
valued theset d revisionsis:

(13) (X[RBDu,.

Thus, she demonstrates that the revision in
income expectations is white noise.

The ARMA model for YD plus the equation
formed by substituting (13)into (12)is Flav-
in's permanent income consumption model.
Note that (13)still contains an unobserved var-
iable #,. Thisterm isincluded with the other
error terms in estimation, making her con-
sumption equation very similar to Hall's. The
differenceis that Hall's model can be viewed
asareduced form d Flavin's structural
model. Flavin argues that theerror termsin
the two equations are correlated because her
model isincomplete. Theincome equation
error will contain additional terms because
theinformation set probably contains varia-
bles other than past income. These omitted in-
formation set variables will also appear in the
consumption equation error through (13),
thus producing the correlation between the
two equation errors. She dismisses this ap-
parent specification bias by assuming that
these omitted information set variables are
serially uncorrelated and uncorrelated with
thelagged income terms.

Hayashi (1982) also uses equation (7) to elim-
inate the unobserved H,. He starts with the
permanent income model in level form:

(149 C,=a(A,+ H) + ey

where e, isdefined as " transitory con-
sumption™ —a shock to preferencesor meas
urement error in C,and A,. He notes that a,
the propensity to consume, isafunction d the
expected real rates d return from nonhuman
wealth and the subjective rate o time prefer-
ence: but, like Hall and Flavin, assumes that
thesefactors are constant over time and indi-
viduals. Using (7a) with an "overal™ discount



ratel+d in placed R, Hayashi eliminates H, income would not alter a consumer's estimate

from (14):

(15) C1=(1+d)cl-1+a[A,-(1+d)(A,.1
+y )]+,

wherev,=u,-(1+d)u,,; + ap:. Like Flavin,
Hayashi also uses a two-equation model, com-
posed d equation (15) and a stochastic version
d equation (5). He adds an error term to

Hall's nonhuman wealth identity to capture
unanticipated movements in asset prices and
measurement errorsin A,,A,.,y.1,and C, .
Note that Hayashi's model uses labor in-
comeinstead d YD and is slightly more gen-
eral than either Hall's or Flavin's, becauseit
does not assumethat 1+d=R*.

Hall, Flavin, and Hayashi test their models
by adding other variables to the right-hand
sided (4), the modified version d (12), and
(14).1t isclear that by doing so they test the
joint hypothesis that both the life-cycle/
permanent income model and the rational ex-
pectations assumption are correct. If they
were interested in testing only the assump-
tion d rational expectations, conditional upon
the LC/PI model, for example, they would
have compared their models with suitable
transformations based on different hypoth-
eses about expectations formation. If the joint
hypothesis is correct, then no other variable
in theinformation set except C,; will help
forecast C,.Although any set o variables
could be used to test these models, incomeis
an obvious choice, because a direct relation-
ship between consumption and current income
in these models would be strong evidence
against the simple life-cycle/permanent in-
come model assuming perfect capital markets
and against Barro's neutrality hypothesis.

Recall that thereis no direct structural
relationship between consumption and income
in these models. Current income may be cor-
related with current consumption, but the
correlation arises only indirectly, because cur-
rent income represents new information
about human wealth/permanent income.
Unlike Friedman (1957) and Modigliani and
Brumberg (1954), who alowed for the possi-
bility that some unexpected changesin
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d his permanent income or life-cycle wealth,
all unexpected income changes in the Hall,
Flavin, and Hayashi models lead to revisions
in permanent income or life.cycle wealth and,
hence, consumption.

The modelsare estimated and tested with
post-World War I U.S. aggregate time series
data. Unfortunately, it isdifficult to compare
their results because they use different data
and sample periods. Thisis partly dueto the
lack d reliable data on life-cycle/permanent
consumption. Hall uses real, per capita PCE-
nondurables and services as the consumption
variable, ignoring the serviceflow from con-
sumer durables because d thelack d reliable
data. Flavin usesonly real per capita PCE-
nondurables as the consumption variable. She
notes that the consumption d durableservices
should exhibit a lagged response to changesin
permanent income due to the transactions
costs d adjusting durable good stocks. The
sameistrued housing services, which form a
large part d PCE-services. By usingonly
PCE-nondurables, she says that shegivesthe
benefit o the doubt to the random walk
hypothesisd one-quarter adjustment.

However, this point is probably irrelevant,
because Flavin detrends the consumption and
incomedata before estimation. The strong
trend in PCE-services most likely would be
eliminated with detrending, allowing her to
use PCE-nondurables and services as the de
pendent variable. Indeed, as shown below,
Flavin's mode rejects the RE-LC/PI model,
using PCE-nondurables and services as thede-
pendent variable. Hayashi uses real, per cap-
itaannual data constructed by Christensen
and Jorgenson (1973 and updates) for the con-
sumption variable and a modification d their
labor income variablefor y. The consumption
data contain imputations for the service flow
d consumer durables. Flavin uses real per
capita YD for theincome variable, and all
three use thisvariable (or itslagged value) for
testing their models.



Hall's first test consistsd adding three addi-
tional lagged Cterms to the right-hand side of
(4) and finds them to be statistically insignif-
icant individually and taken together. He
finds the same result when one, four, and 12
lagged YD terms are added. In all cases, the
coefficienton C,, is not significantly different
from 1, which leads Hall to conclude that
aggregate consumption is a random walk
process.

However, when Hall addsfour lagged stock
price variables (Standard and Poor's compre-
hensiveindex d stock pricesdeflated by the
implicit deflator for PCE-nondurables and ser-
vicesand divided by population), hefinds that
they areindividually and collectively statisti-
caly significant. Hall argues that thisevi-
dence does not contradict the joint hypothesis,
if it isassumed that *some part d consump-
tion takes time to adjust to achangein per-
manent income. Then any variable that is cor-
related with permanent incomein period t-1
will help in predicting the changein con-
sumption in period t, since part d that change
is the lagged response to the previous change
in permanent income.”" (SeeHall [1978, p.
985).) He also says that " the discovery that
consumption movesin away similar to stock
prices actually supports this modification of
therandom walk hypothesis, since stock prices
are well known to obey a random walk them-
selves.” (See Hall [1981, p. 973].) In al tests,
the Durbin-Watson statistic, which is biased
downwardsin these models when the auto-
correlation d theerrorsis positive, cannot
reject the hypothesis d no first-order auto-
correlation. Hall thus concludes that the
model cannot be rejected.

Thisisarather curious inference. Hall
finds a variable that contradicts the null
hypothesis, and he subjectively rationalizesit!
Moreover, it seems highly improbable that
two truly random walks will be strongly cor-
related with each other. Since the two series
are correlated, does this mean that the two
series are not random walks, that they are
random walks around a common trend, that
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thereisastructural relationship between the
two series, that the correlation is simply spur-
ious, or that they are an artifact d aggregate
time series data? Unfortunately, Hall does not
report any testsd these possibilities.

Flavin adds the current and first seven
lagged changesiin real per capita YD to equa
tion (12) with A C, as the dependent variable.
By adding these eight terms, she obtains a
just-identified system. T he reduced form of
her model thus becomes:

(12a) YD, = p1+a1 YD1+ a2 YD, p+...
+as YD, g+n1,
AC,= p2+ Bo(Ui*+(ar-1) YD,
+ o YD+, .+as YD, 5)
+ B1AYD 1+ B2 AYD, o+ ...
+B7AYD 7+ 02y,

where 2 ,contains ez,and (13). The 8’s are
"measures d the 'excess sensitivity' d con-
sumption to current income, that is, sensitiv-
ity in excessd the response attributable to
the new information contained in current
income.” (See Flavin [1981, p. 990].) Thus, a
test d the joint statistical significanced the
B’sisatest d the RE-PI modd. Over the
1949:111Q to 1979:1Q sample, Flavin can reject
the model at a 0.5 percent significancelevel.
Thecoefficient Bo onthe A YD, term allows
her to test for adirect effect d current income
on C, although her estimated Bo isquite
large relative to those d the other A YD
terms, its t-statistic is only 1.3, suggesting
that the test "fallsshort d providing conclu-
sive evidence that the permanent income-
rational expectations hypothesisfailsina
quantitatively significant way." (See Flavin
[1981 p. 10021.)

Hayashi adds YD, to equation (14) and finds
its coefficient to bed the same order  mag-
nitude as theestimated the discount factor,
but statistically insignificant in his two-
equation moddl. He also finds that thedis
count rateisstatistically different from the
constant real rated return, contrary to Hall's
and Flavin’s assumptions. Although thisis



4. It isnot clear how
Bernanke lets the
real interest rate
vary over time.

evidence in favor d the permanent income
cum rational expectations hypothesis, Haya
shi arguesthat “... the relevant measure d
consumption for the liquidity-constrained
households is personal consumption expendi-
tures as defined in the National Income and
Product Accounts (NIPA), which excludes ser-
viceflowsfrom consumer durables and in-
cludes expenditures on consumer durables.
Theforegoing test d the permanent income
hypothesis seems to be in some sense unfair
to thealternative hypothesisd liquidity con-
straints." (See Hayashi [1978, p. 908].) When
he uses PCE as the dependent variable and
estimates only the consumption equation (be-
cause the asset equation includes consumer
durables), he findsthe coefficient on current
YD to befairly large (0.892) with a t-statistic
d about 20. On the basisd thisresult, heis
persuaded to reject the permanent income
cum rational expectations model. Hereagain
isarather curious inference. In effect, Haya
shi issaying that only PCE-durables pur-
chases can be liquidity-constrained.

Other authors have tried to relax some d
the assumptions made by these writers. Ber-
nanke (1982) and Mankiw (1983) focus on the
separability issue by adding consumer dura-
bl eto thelife-cyclecum rational expectations
model. They argue, like Flavin, that lagged
stock adjustment and accelerator effects may
lead to an incorrect rejection d the model.
Thisiseven true when durables are excluded
from theanalysis, if nondurables and dura-
bl eare not separable in consumer utility
functions. Moreover, as Hayashi points out,
imperfections in capital markets are likely to
show up in the pattern d durables purchases.

Bernanke derives a two-eguation system in
current period PCE-nondurables and services
and next period's stock d consumer durables
asthe solution to the utility maximization
problem. A quadratic utility function contain-
ing quadraticcostsd adjusting consumer dur-
able stocksis used. Mankiw also obtains a
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two-eguation model, only based on thefirst-
order conditions for utility maximization.
Both show that consumption is not a random
walk. In Bernanke's model, thisis dueto the
adjustment costs, which supports Hall's asser-
tion that adjustment costs can be consistent
with the life-cyclecum rational expectations
model. In Mankiw's model, consumption is
not a random walk, because the real rate o
interest and therelative priced durablesare
non-constant.

Both economiststest their models with post-
World War II U.S. aggregate time series data.
Under the assumption d constant real inter-
est rates, Bernanke finds that the response o
consumers to an income innovation is signifi-
cantly greater than predicted by the theoreti-
cal model and thus rejects the life-cycle cum
rational expectations model. He claims, but
unfortunately does not prove the evidence,
that asimilar result obtainsif thereal inter-
est rateisalowed to vary.

Mankiw adds disposableincomegrowth terms
to both equations in his model and finds them
statistically insignificant. He thusfinds no
evidence against the life-cyclecum rational
expectations model and argues that his model
"*...isa useful framework for examining the
linkage between interest rates, prices, and
consumer demand."” (See Mankiw [1983, p.
23).) Asin many past studies, healso finds
that consumer durables are quite sensitive to
thereal rated interest. Depending on the
parameter valueschosen, the short-run elas
ticity of thestock d consumer durables with
respect to thereal interest rate varies between
-1.7 and -4.3. Mankiw's results al so suggest
that the assumption d rational expectations
is unimportant because he obtains results
similar to those studies that do not assume
rational expectations.

Real interest rates are not handled very sat-
isfactorily by Mankiw.* Consumers are as-
sumed not to know future income, but are
assumed to know future interest rates (and
therelative priced durables). Thus, interest
rates are alowed to vary over timein avery
uninteresting way. Muellbauer (1983) and



5. In general, when
real interest-rate ex-
pectations are proba:
bilistic the coeffi-
cienton Csq
depends on the joint
distribution of ex-
pected real incomes
and real interest
rates. |n both cases,
the optimal forecast
of current consump-
tion requires more
information than
provided by C,.1.
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Wickens and Molana (1984) allow for random
and unknown future real interest rates.
Wickens and Molana show that when thein-
terest ratein the life.cyclecum rational expec-
tations modd is random, thefirst order con-
dition for utility maximization becomes:

16) E ., U'(Cuin) =
SE i[(1/Rw)U(Cri)] (i20).

Thisexpression isobtained by substituting C,
out d the utility function with the period-to-
period budget constraint (11) and maximizing
the present discounted value d expected
future utility with respect to A, . Expectations
are formed with the information set available
at theend d period 1, which includes varia
blesdated #-1 and earlier. With the necessary
assumptions, (16)can be written as:

A7) E;1Crei = Eryy il E1Crain),
i=0)

where 2 isafunction d theinterest rate and
therated time preference. Thus, asin Hal's

sumption term varies with the real interest
rate.5> With the appropriate assumptions,
Muellbauer obtains an expression in poten-
tially observable variables:

(18) AlnC, = po + 63E, 1,
+ 001+ 8002, % €41,

where o, and ¢, are the innovations in period
t real disposable incomeand thereal interest
rate based on information availableat the end
d period 1, which includes variables dated t-
1and earlier. The Wickens and Molana model
differsonly slightly from this, using 7., in-
stead d v,.,,because d a minor differencein
thedating d theinterest rate in the cash flow
constraint. Both papers use post-World War 11
U.K. aggregate time series data.

Also note that apart from the logarithms
and the dating difference on v, Flavin's model
is nested in (18). However, Muellbauer and

ferently than Flavin, because the variables
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equation (2a), the coefficient on the lagged con-

Wickens and Molanaestimate their models dif-

they use to test their consumption equations
aredl lagged at least one period. Recall that
the Flavin model is simultaneous, because she
uses AYD ,asoned her test variables. When
deriving the reduced form d her two-equation
system, the equation for YD is used to substi-
tuteout thecurrent YD termin AYD,. The
revision to permanent income due to new in-
formation provided by current YD (13) cannot
be identified and thusis thrown into the error
term. Because Muellbauer and Wickens and
Molanaonly use lagged variables to test their
models, the income and interest-rate innova
tions remain identified by the income and
interest-rate equations. Thus, unlike Flavin,
they can estimate the coefficients on the
innovation terms.

Ignoring the interest-rate terms in Muell-
bauer's and Wickens and Molana's model, it is
not clear that their test is more powerful than
Flavin's. The presenced AYD;,in the con-
sumption equation gives Flavin adirect test
theimpact d current income on current con-
sumption. If the RE-LC/PI modd is rejected,
there is some knowledge about what the cor-
rect alternative may be, or at least in what
direction the search for the correct alternative
might go, but she cannot test for the impact d
the income innovation, an important variable
d the null hypothesis. By not adding any cur-
rent income terms, Muellbauer and Wickens
and Molana cannot test for adirect effect
current income on current consumption, but
they do have a direct test d theimpact o
innovations in income.

Theestimation procedure used by Muell-
bauer and Wickens and Molana requires two
steps. Thefirst step estimates with ordinary
least squares (OLS) the simple reduced forms
for disposable incomeand the real interest
rate to generate the incomeand interest-rate
innovations and expected values. Muellbau-
er's InYD equation uses thefirst two lags o
InYD and InC,., asthe information set. For
his real interest-rate equation, Muellbauer
arguesthat apart from seasonal factors, the
U.K. real interest rate varies randomly about



6. It wasdecided not
to update Hayashi's
model, becauseit is
not s easily com-
pared with the Hall
and Flavin models.
The Wickens and
Molana model was
not updated either,
because it issimilar
to Muellbauer ',
apart from some ad-
ditional termsthat
complicate the esti-
mation procedure.
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aconstant from the1950s until the pound ster-
ling began tofloat in 1972:11Q; it follows a
random walk thereafter. Wickens and Molana
say that a broader information set than one
that includes only lagged values d income
and real interest rates, should be used with
their more general model. They use thefirst
four lagsd InYD, »C, 7, InA, thelatter being
thelog d real consumer liquid assets, asthe
information set for both real disposable
income and the real interest rate.

The second step uses the residuals for the
innovation termsand fitted values for the
expected value terms in OLS regressions d
the consumption equations. Both papersfind
that their models appear tofit the U.K. data
very well. Wickens and Molana do not test the
joint life-cyclerational expectations hypothe-
sis; Muellbauer does by adding theinforma:
tion set variables to the right-hand side d (18)
and testsfor their joint statistical signifi-
cance. Hefinds the additional lagged terms to
be significantly different from zero. He con-
cludes that allowing for stochastic interest
rates does not seem to bea major cause for
thefaillured thesimple Hall model to explain
U.K. consumption found earlier by Daly and
Hadjimatheou (1981).

II. Updatesof the Aggregate
Life Cycle Cum Rational
ExpectationsM odd

We update the estimates, test the Hall (1978)
and Flavin (1981) models, and present esti-
mates d the Muellbauer model using post-
World War I U.S. aggregate time series data.¢
Updating the Hall and Flavin models serves
at least four purposes. First, the updates help
put the results from Muellbauer's model in
perspective. Theimportance d allowing for
stochasticinterest ratesis immediately clear.
Second, by estimating the models through
1984, we can estimate their stability. Third, it
isinteresting to know how the 1980s data fit
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these models. Real output and prices varied
over wide latitudes during the 1980s and,
hence, offer macroeconometricians a rich set
d high-influence data, which may help them
estimate coefficients more precisely. It is
likely that the 1980s data provide even
stronger evidence against the RE-LC/PI model
than found by Flavin.

Finally, the different models are estimated
with different information sets (reduced
forms)and different sample periods. It is
reasonable to wonder if either the content o
theinformation set or the estimation period
has alarge influence on the estimates. Our
interest in these models does not lie solely in
determining whether the RE-LC/PI model is
accepted or rejected, although that isa very
important consideration. If these models are
to be useful for policymaking and forecasting,
however, they should be robust to different
assumptions about the underlying structure
used to derive the reduced forms.

TheHall and Flavin models are updated
with their original samples, specifications,
and estimation techniques. To make the three
models comparable, we had to make at least
four decisions. Thefirst concerns the specifi-
cation d the dependent and independent vari-
ables. Hall uses per capita PCE-nondurables
and services, Flavin uses the changein per
capita PCE-nondurables, and Muellbauer uses
thechangein thelogarithm d per capita
(U.K.) PCE-nondurables and services. Thecon-
sumption definition used in these testsis per
capita PCE-nondurables and services. Although
Flavin's reasons for ignoring PCE-services
may be valid, most o these problems should
be eliminated once the data are detrended.
Thechangein the logarithm d consumption
and the logarithm o income are used hereto
facilitate comparison with the Muellbauer spec-
ification. Thislogarithmic specification
should also minimize heteroskedasticity prob-
lems. Theincome definition is real disposable
income per capita. Thelog real per capitain-
come and consumption data are detrended by
their average growth trends over the 1947:1Q
to 1984:1VQ period. When the same dependent



7. See Kowal ewski
(1985)for more
detail on this point.
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variableis used, Flavin's consumption equa
tionis, for al practical purposes, the same as
Muellbauer's with constant interest rates.
The second decision involves seasonal
adjustment d the data. Muellbauer uses
seasonally unadjusted data, while Hall and
Flavin use seasonally adjusted data. We used
seasonally adjusted data to maintain compar-
ability with other U.S. consumption results.
A third choice concerns estimation tech-
niques. Hall uses OLS, Flavin uses maximum-
likelihood to estimate her consumption equa:
tion jointly with her income forecasting
equation, and Muellbauer uses a two-step
OLS procedure. Theoriginal estimation tech-
niques used by Hall and Flavin are used to up-
date their models with the most recent data.

bauer's model, because the computer-generat-
ed coefficient standard errors produced by the
two-step method are incorrect.”

Afourth choiceisthat d the definition o
the real interest rate. Instead d using an ex
post real interest rate, Muellbauer uses some
thing like an ex ante rate—anominal interest
rate minus an expected inflation rate. He com-
putesthisreal rate by subtractingfrom the
nominal rate afitted valuefrom an inflation
equation. Thischoiced real rateisrather
odd, for it meansthat instead d usingan
expected real interest rate as histheory
requires, heis using an expected expected real
interest rate in his consumption equation. It
also means that heis using a three-step esti-
mation process, with the estimation d thein-
flation equation as thefirst step. Moreover,
the inflation equation uses an information set
different from that used for the income and
interest-rate equations. A logical extension
and correction d his model would be to spec-
ify separate forecasting equations for the
nominal rate and the inflation rate, to use the
same information set for al d the equations,
and to use thefitted values and residuals
from both equations to compute the expected
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Maximum-likelihood is used to estimate Muell-

real rate and itsinnovation. An equivalent
strategy employed hereisto use an ex post
rate, as Wickens and Molanado. Thisre-
quires only one forecasting equation. The ex
post real three-month U.S. Treasury bill rate,
(nominal rate, minus current-quarter com-
pounded annual actual growth ratein the
PCE-nondurables and services deflator) is
used astherea interest ratein the estima
tionsd Muellbauer's model shown below.

Because there is no reason to think that U.S.
real interest rates have behaved as random
walks during the post-World War II period,
the real interest-rate equation for Muell-
bauer's model will have information set vari-
ables as regressors, and these will be the same
as those used for the income equation—the
first twolagsd income, thefirst two lags d
the real interest rate, and thefirst lagd con-
sumption. Thisisasimple extension d Muell-
bauer's original information set, which con-
sisted d thefirst two lags of income and the
first lagd consumption.

Theestimation resultsareshown in tables1
to 5. The data used for the computations con-
tain revisions through the second revised esti-
matesfor 1984:1VQ dated March 31,1985. The
modelsin tables1to 3 were estimated over
their origina samples and over 1949:111Q to
1984:IVQ. For the re-estimatesd Hall's mod-
el, the data were not detrended. For there
estimates of Flavin's model, the consumption
and income data were detrended using their
averagegrowth rates over the 1947:1Q to
1979:1Q period. When the two modelsare up-
dated with the data through 1984:1vVQ, the
consumption and income data are detrended us-
ing their average growth rates over the
1947:1Q to 1984:1VQ period, and a dummy vari-
able is added to control for the credit controls
d 1980:1IQ. Detrending biases the test in favor
d the random walk hypothesis, becauseit re-
moves the main source d correlation from
these variables. Detrending may also remove
structural correlation between Cand YD,
again favoring the random walk hypothesis. It
unfortunately leavesthe trend unexplained.
Thedummy variable is part d the maintained



8. Serially corre
lated errors may not
signal a breakdown
of the moddl, if as
Hall argueswhenra:
tionalizing the sta:
tistically significant
stock price index
terms, consumers
take more than one
quarter to assimilate
new information
and act upon a
changed expectation
of lifecyclewealth.

blesincluded in thetest d theRE-LC/PI moddl.
Thefirst table contains OL S estimates o
Hall's model. Thefirst equation shows there-
estimatesd Hall's model with only one lagged
income term. T he coefficients, though differ-
ent from Hall's published numbers, yield the
same apparent inference: the RE-LC/PI mode
cannot be rejected. The next equation shows
theoriginal Hall modd updated through
1984:1VQ. Note that the addition d the 1980s
data did not change the conclusion d the hy-
pothesis test — the coefficient on lagged per-
sonal incomeis small, has the wrong sign,
and is statistically insignificant. However, the
Durbin h-statistic regjects the hypothesis o
positive serially uncorrelated errors at better

hypothesisand is not included among the varia-

than a5 percent significance level using a
onetailed test. Because the theory predicts
that the error should be white noise, the addi-
tion o the 1980s data may besignaling a
breakdown d the model.?

The third equation contains the changein
the detrended log d per capita PCE-nondura
bles and services as the dependent variable
and the detrended logarithm o real per capita
disposable personal income as the income var-
iable. Theestimation period is 1948:1Q to
1977:1Q. Neither coefficient islarge, the
t-statistics are very low, and the adjusted R*
is negative. Theresults change very little
when theestimation periodisextended through
1984:1VQ; all d the explanatory power o the
right-hand side variables comes from the

‘able 1 Hall Estimates

#3 Lo e

dlsposable personal income, 1972 dollars::
non-institutionalized, civilian population. ‘

Chg in detrended Chg in detrended
NDS/POP . logof - logof
NDS/POP NDS/POP ™
YD72/POP Detrended log Detrended log
il of YD72/POP - of YD72/POP.
48:1Q-77:1Q 4Q . 48:1Q-77:1Q L 49:3Q-84:4
-0.0376. : 0.0007- -0005
(-2.2620)- (1.1492) (0.8562)
1.0811 B
(24.8721) :
-0.0480 o -0.0063 -0: 006
(-1.6283) (-0.4627) (04902) :
: b -0.0181
(-2.3346)
0.9989 -0.0068 0.0263
1.358 1.7752° : 1.7460°
0.0136 00056

0.0058

The variables in equations #3 and #4 are detrended over the 194'
The tstatlstlcs are shown below the coefficient estimates. ..* "
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9. Flavin (1981),
proves the equiva-
lence of these two
proceduresin ap-
pendix I1.

10. When the con-
sumption and in-
come variables are
detrended with their
average growth rales
between 1947:1Q
and 1984:1VQ, the
LRS for the joint
test of the A ln YD
terms becomes 13.5,

which implies the 7e-

jection of the null
hypothesis at about
a 10 percent signifi-
cance level.

dummy variable. Thus, Hall’s model can find
no evidence to reject the RE-LC/PI model.
Theresults for Flavin's model (12a) are
shown in tables 2 and 3. Only the coefficients
d the A YD (Aaln YD) terms (the g coeffi-
cients in equation (12a) are shown because
only they are relevant for the test of the RE-
LC/PI model. Recall that these terms must be
jointly statistically different from zeroin
order to reject the model. The first equation in
table 2 shows the re-estimates of her original
specification. Like the updates of Hall’s model,
these coefficients are not quantitatively the
same as the original estimates; qualitatively,
however, they are very similar. The coeffi-
cient on A Y D,, Bo, though fairly large, has a
very low f-statistic; of the 8’s, only 8 is sig-
nificant at better than 5 percent using a one-
tailed test. The likelihood ratio statistic (LRS)
tests the joint significance of the A Y D terms.
Surprisingly, the RE-LC/PI model cannot be
rejected at the origina significance level.

Table2 Flavin Re-estimates

B2

- Bi

< Coef: Var #1 !
Bo AYD: 0.3194 ©0.2712
= (1.1164) (1.4596)
AYDia 0.0605 -0.0650
: (1.8388) (2:3574)
- By AYD:-2 0. 0079 20,0099
' L (0.2493) (-0.3659) - -
Bs AYD:s -0.0662 -0.0535 .
; (-1.2940) (-1.4499)
~PBa AYDuis 0.0415 ©.0.0186 -
(0.8088) (0.3915) -
Bs AYD:s: -0.0081 -0.0082
: (-0.1410) (-0.1908)
Bs AYD:6 0.0068 0.0050
" (0.2163) (0.1834)
B AYD:wr - 0.0074 0.0169
v (0.2381) (0.6146)
C SER 0.0103 0.0104
"C D-W 2.0101 2.0521 o
Y SER 0.0329 0.0325 . -
~Y-D-W 2.0008 2.0009
LR Statistic 11.764 17.148
“Sample 49:3Q-79:1Q

| 49:3Q:844Q

_NOTE: Detrending occurs from 1947:1Q to 1979:1Q. .
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Flavin’s original likelihood ratio statistic,
which is asymptotically distributed as X2(8),
is 27.0, significant at better than 0.5 percent.
The LRS for the test of equation (1) is only
11.8, significant at slightly better than 25.0
percent. Identical test results are obtained by
estimating only the consumption-reduced-form
equation with OLS and by testing for the joint
significance d the lagged income terms.?
Apparently, the results are sensitive to revi-
sions in the data and to the use of different
trend values for PCE-nondurables and YD .1
Equation (2)in table 2 updates Flavin's orig-
inal model through 1984:1VQ. The 1947:1Q-
1979:1Q trend values are used to detrend the
post-1979:1Q data. Interestingly, the model
can now be rejected at better than a 5.0 per-
cent significance level; the LRS is 17.2, while
the X?(8) cut-off value is 15.5 at 5.0 percent.
The coefficient 8, is now smaller, but its #
statistic is larger; the coefficient and ¢
statisticon Aln YD, are also larger.
Moreover, thefit d the equation isimproved
over the longer period; the standard errors o
the two equations are smaller in the longer
sample. Thus, as was expected, the 1980s
data appear to tighten up coefficient standard
errors and help reject the RE-LC/PI model.
Equations (3)and (4)in table 3 use the
changein thelogarithm d per capita real
PCE-nondurables and services as the depend-
ent variable, and thelog per capita consump-
tion and income data are detrended over the
1947:1Q to 1984:1VQ period. They compare to
the Hall equations (3)and (4) in table1. The
third equation shows the unconstrained results
over the 1949:111Q to 1979:1Q sample period.
Notice that they are qualitatively similar to
thosed equation (1); 3, isabout 0.3and isstatis-
tically insignificant; g; islarge and is statisti-
caly significant. Testing the joint significance
o the Aln YD termsyieldsa LRSd 27.1,
whichissignificant at better than 0.5 percent,
Flavin's original significance level. Note that
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thisresult is much stronger than Flavin's
original result, because the consumption vari-
ableincludes PCE-services, which Flavin
argued would bias the results against the RE-
LC/PI modd.

Thefourth equation shows the estimation

results over the 1949:111Q to 1984:1IVQ sample.

Qualitatively, these results are similar to
those d equation (3). The LRSof thetest o
thelagged A l» YD termsis now 29.4, greater
than the LRS over the 1949:I1IQ to 1979:1Q

sample; the standard errors of the equation al-

so aresmaller in the longer sample. Again, it
appears that the 1980s data provide additional

stronger evidence against the RE-LC/PI model.

Tables 4 and 5 contain the estimates o
Muellbauer's models. Only the coefficients on
theinformation set, innovation, and expected
interest-rate terms are shown. The dependent
variable is the changein the logarithm d real
per capita PCE-nondurables and services;
detrending d thelogreal per capita consump-

Table3Flavin Estimates UsingLogs

Coef Var #3 #4
Bo AYD: 0.2794 0.2652
(0.8282) (0.9903)
B AYD:ea 0.1208 0.1280
(2.9091) (3.3398)
B2 A YDtz 0.0709 0.0597
(1.7267) (1.6026)
B3 AYD:s -0.0977 -0.0762
(-1.7462) (-1.5329)
P4 A YDt 0.0577 0.0457
(0.6548) (0.6887)
Bs AYDt¢s -0.1296 -0.1095
(-2.7135) (-2.5909)
Bs AYDus 0.0444 0.0459
(1.1380) (1.2202)
B AYDti 0.0162 0.0423
(0.4045) (1.1439)
C SER 0.0051 0.0050
C D-W 1.8636 1.9003
Y SER 0.0102 0.0098
Y D-W 1.9942 2.0022
LR Statistic 27.068 29.360
Sample 49:3Q-79:1Q 49:3Q-84:4Q

NOTE: Detrendingoccurs over the 1947:1Q-1984:4Q:
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tion and income data occurs over the 1947:1Q
t01984:1VQ period. Table 4 shows the esti-
mates d equation (18) without the interest-
rateterms E, ,7, ;and o2,. Thecoefficient 6,
on the income innovation should be positive,
because positive innovations in current
income should lead to upward revisionsin
life-cycle wealth/permanent income and,
hence, in consumption. Thefirst equation
shows the results using the 1949:111Q to
1979:1Q sample. This equation compares to
Flavin's equation (3) in table 3. The coefficient
is 8, positive and statistically significant.
Surprisingly, the RE-LC/PI model cannot be
rejected by thisform d Muellbauer's model,
even though Flavin's model could. The LRSis
only 3.8, significant at slightly less than 30
percent. Again, the results appear to be sensi-
tive to the specification d thetest.

The second equation in table 4 updates
Muellbauer's modd without theinterest-rate
terms over the 1949:111IQ to 1984:1VQ sample.
Aswastrued Flavin's model, Muellbauer's
model without the interest-rate termsfits bet-
ter with the 1980s data. Moreover, the LRSis
now 14.2, significant at better than 1 percent.
Again, the 1980s data lead to a convincing re-
jection o the RE-LC/PI moddl. Notethat the
coefficients on the information set variables
are the same order both o magnitude and sta-
tistical significancein equations (1) and (2);
thedifferenceis that the model fits better
with the 1980s data.

Table5 contains the estimates d Muellbau-
er's mode including theinterest-rate terms.
Recall from equation (18) that &3, the coeffi-
cient on the expected interest-rateterm, isa
positive function d theratio d one, plusthe
interest rate, to one, plustherated time
preference; hence, it should be positive. Pre-
sumably, the coefficient 8, on the interest-rate
innovation is negative, since a higher-than-
expected interest rate should cause consum-



ersto save morein the current period. Equa cients appear to be small in magnitude, but
tion (3) shows the results over the 1949:111Q to | thisissimply a scaling difference because,
1979:1Q sample. The two interest-rate coeffi- interest rates are measured in percentage

points. Theinterest-rate innovation coeffi-

cient é; is statistically insignificant, while 53
issignificant at slightly better than 10 per-

;Fhabllet4 I\{eI;eIF;gIauer Estimates Without cent. The LRSfor thetest d the RE-LC/PI
elnter € model is 27.8, which is asymptoticaly distrib-
Coef Var #1 #2 uted as X*(5), and is significant at better than
1 percent. Compared with equation (1)in table
61 YRESD (gj%gg) (gﬁ}f{é) 4, the allowancefor stochastic interest rates
B: YD1 0.1207 0.1557 now leads to theregjection d the RE-LC/PI
(2.2775) (3.4233) model. Again, the specification d the test has
Bz YDz (‘gigg% ('g-éggg) an important effect on the results.
Bs InC o 0.0418 0.0112 Equation (4)‘ in table 5_shows f[he estimates
(1.0391) (-0.4075) d Muellbauer's model with the interest-rate
C SER 0.0053 0.0050 termsover the_1949:IIIQ t0 1984:1VQ period.
Y SER 0.0104 0.0104 All o the coefficients are estimated more pre-
LR Statistic 3.800 14.200 cisely, but unlike the previous results, the
Sample 49:3Q-79:1Q 49:3Q-84:4Q eguation fits the longer period lesswell. The

coefficients 62 and 6; now have the correct
signs and about the same statistical signifi-
cance as theearlier estimates. The LRS sta-
tistic for thetest  the RE-LC/PI modd is
26.2, rejecting the model at better thana 1

NOTE. YRESID isthecurrent income innovation term

Table5 Mudlbauer Estimateswith
the Real | nterest Rate

Coef Var 43 #4 percent significance level, but it is a bit
5, YRESID 0.2318 0.2431 smaller than the LRS from the shorter sample
(5.2208) (5.8538) period. Nevertheless, the results are qualita:
82 RRESD 0.0001 -0.0001 tively the samefor both estimation periods,
(0.2042) (-0.3660) unlike the results of the Flavin tests.
s Er ?_-g%i) 892%573 The worsefit using the 1980s data occurs
81 mYD, (0.0871 (0_'1433) becapsethe i nterest-rate equ_ati_on fits Iess_
(1.6383) (2.9831) wdll in the longer period. Thisis not surpris-
B InYD,, -0.0000 -0.0419 ing, given that interest rates behaved so dif-
(-0.0005) (-0.6306) ferently in the 1980s than in the earlier
Bs T (g-_%%%% (9-_8%%?1) period."! Does this mean that the test is
Bs  Tua 20,0024 20,0017 invalid because the equation generating the
(-2.1887) (-2.6248) interest-rate expectations iswrong? This does
Bs  InC,, 00738 -0.1109 not seem likely. Although the t-statisticson &
(-1.0183) (-1.7685) and 63 do not provide support for the modd,
C SER 0.0049 0.0050 the LRSd thejoint significance d thetwo
Y SER 0.0111 0.0108 interest-rate terms in equation (4) is 46.1.
r SER 1.9737 2.0102 Thus, theinterest-rate terms are undoubtedly
LR Statistic 27.800 26.200 important, even if they are poorly computed.
Sample 49:3Q-79:1Q 49:3Q-84:4Q Moreover, it is not clear how quickly interest-

NOTE: YRESID and RRESID are the current income and interest-
rate innovations. E7,.; is the expectation d last period's real interest
rate based on Information available last period.
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11. Thestandard
error of the con-
sumption equation
also increased, but
this is probably due
to the poorerfit of
the interest-rate
equation through
the crossequation
constraints.
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rate forecasting models were adjusted in the
1980s. Given thelagin thelearning process,
the number o quartersfor which the interest-
rate equation may be wrong is probably small-
er than 20. Even if theinterest-rate equation
iswrong, it is not necessarily irrational.
Finaly, thefit o the mode did not worsen so
much that thisislikely to be the sole reason
that the RE-LC/PI modd is rejected.

III. What HasBeen L earned?

Theestimation results provide ampl e evi-
dencetoreject thisform d the RE-LC/PI
model during the postwar period, especialy
when the 1980s data are included. Even
though Hall's specification cannot reject the
model, minor generalizationsd Flavin and
Muellbauer can, and Muellbauer's specifica
tion including uncertain interest rates can
reject the modd with or without the 1980s
data. It would appear that an important
assumption for Barro's neutrality hypothesis
does not hold.

Unfortunately, thisrejection d the RE-
LC/PI model does not offer an explicit alter-
native as a replacement. As mentioned earlier,
these tests cannot distinguish the assumption
d rational expectations from that d the life-
cycle/permanent income model. All that can
beinferred from these tests is that the joint
hypothesis can be rejected. Flavin (1985) at-
temptsto determine whether thergjection o
the RE-LC/PI mode isdueto the assumption
d perfect capital markets or to that d the per-
manent income modd. She uses her original
model augmented with an equation for the
unemployment rate, which isa proxy for the
number o liquidity-constrained consumers.
However, there are many problems using such
acrude variablefor such a complex hypoth-
esis; her tests undoubtedly have little power.

Nor do these tests provide many clues about
theexact length d consumer spending hori-
zons, or how thedistribution d horizon
lengths changes as interest rates, the distri-
bution d income, or the supply o consumer
credit changes.
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That thedistribution d consumer horizon
lengths may vary over time is suggested by
theincreased significance d thelikelihood
ratio tests when the 1980s data are included.
Theearly 1980s were apparently a time when
thedistribution d horizons lengths was
skewed toward the shorter end, increasing the
correlation o aggregate consumption to cur-
rent disposable income. Additional evidence
about changes in thedistribution d consumer
spending horizonsis provided by Kowalewski
(1982), who studies the time series behavior o
aggregate personal bankruptcy filingsin the
United States. Personal bankruptcy filingsare
countercyclical, increasing in recessions and
fallingin recoveries. For a variety d reasons
discussed in thearticle, it is likely that just
before they filefor bankruptcy, personal bank-
rupts have about the shortest spending hori-
zonsd all consumers.

Thus, increases in the number d personal
bankruptcy filings might indicate a shift in
thedistribution d consumer spending hori-
zons towards shorter lengths. In a regression
explaining per capita personal bankruptcy fil-
ings, transitory income had a much larger
impact than permanent income, suggesting
that liquidity isvery important for these
financially distressed consumers. The compo-
sition d consumer portfolios was al so signifi-
cantly related to the behavior o personal
bankruptcy filings. Unfortunately, thisevi-
denceisonly about onetail d thedistribution.
It isclear that much work remains to bedone
before the time series behavior of aggregate
consumption is understood.
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New Classical and
Newnv Keynesan
Moddsd Business
Cydes

by Eric Kades

" Not the least misfortunein a
prominent falsehood is the fact that
tradition isapt to repeat it for truth."

Hosea BaLLou

Federal Reserve Bank d Cleveland

Thealleged demise d classical economicswas
greatly exaggerated in the Keynesian era after
World War II. The supposed death blow was
the seeming inability d the purely competi-
tive model toexplain the vagariesd the busi-
ness cycle. But in the last two decades, a
number d articles have demonstrated that
fluctuations with many d the central charac-
teristicsd observed business cyclescan arise
in "classical” market-clearing models.'
Market-clearing notions are among the strong-
est in economics, and the New Classical ability
to explain business cycles has breathed new
lifeinto the equilibrium approach and many
d its provocative conclusions. The existence
d business cyclesis nolonger areason toring
the death knell for classical models.

Keynesian modelshave never had trouble ex-
plaining business cycles. Observed movements
d output and prices have shaped Keynesian
thinking first and foremost, and their models
have always admitted thesefacts. Perhaps
because d this preoccupation with empirical
regularities, general equilibrium microfounda-
tionsfor Keynesian economics failed to arise
quickly. Much d the New Classical rebellion
against Keynesian orthodoxy in the late 1960s
and 1970swas understandably inspired by this
lack d a strong choice-theoretic basis for the
neoclassic synthesis (the ISLM and Phillips
curve model). Economic theoristsd all schools
have become less and less willing to accept
models not derived from explicit maximizing
behavior in ageneral equilibrium setting.

Such shortcomings led to premature eulo-
giesfor Keynesian theories, New Classical
economistsfound theinflation d thelate
1960s and the stagflation o the 1970s evi-
denced thefailured Keynesian ideasand
policies. But the theoretical deficiencieshave,
in large part, been remedied, and indeed, the
New Keynesian tradition employs more preci-
sion and adherence to general equilibrium
rigor than the New Classical.?

Both New Keynesians and New Classical
theorists either implicitly or explicitly are
searching for the central cause or causes d
business fluctuations. Economists d both
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schools agree that many factors are involved,
but find the rough equivalenced cycles (in co-
variances; not in frequencies and amplitudes)
striking and believethe essence d theissue
can beillustrated in relatively simple models.
When examining Classical and Keynesian
modelsd the business cycle, oneis weighing
the evidence and deciding which fundamental
insight best agreeswith the data.

For Keynesians, thecentral caused the bus-
iness cycle has always been market failure.
Theformal definition d market clearingequi-
librium, that prices adjust to the attributes d
agents so that trades balance under desired be
havior, isemployed by all theorists today.
Thisrigorous definition d market clearing did
not arise until the 1950s (Debreu and Arrow
[1954]), and it was not for another decade that
Clower (1965)clarified the Keynesian idea o
market failure. Thisideawas then formalized
and rigorously established asvalid in agen-
eral equilibrium framework (Benassy [1975]
and Dreze[1975]), by the New Keynesiansin
the early 1970s. The basic notion d market
failureis that quantities adjust faster than
prices. Prices then do not clear markets, and
the entire market-clearing house d cards col-
lapses. Such Keynesian models are compatible
with rational expectationsand full informa
tion. And they do not rely on " strange™ utility
or production functions; indeed we will see
that, at present, disequilibrium models are
more robust than equilibrium models asto the
specification d these fundamentals.

Oneway to highlight thedifference between
the Keynesian and Classical perspectives isto
describe their view d theexisting market
mechanism. Keynesiansview thismarket struc-
ture as an endowment that, at |east over
moderate horizons, agents must take asgiven,
much like their endowments d various goods,
such as labor, time, assets, etc. Conversely,
Classica theorists view the market structure
as much more fluid; any possibility for gains
from trade between agents (taking into consid-
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eration search and transactions costs) can and
will be exercised. Thisisreflected in a price
mechanism that works rapidly and effectively.
In Keynesian models, the imperfect market
structure causes business cycles. For Classi-
cal theory, fluctuations must arisefrom

other sources.

Theessenced New Classical businesscycles
liesin agents' intertemporal substitution o
consumption and labor in response to technol-
ogy (supply) or other shocks. Agentsdesireto
smooth their consumption pathsand, toa-
chieve thisend, substitute between present
and future consumption, present and future
leisure and, intratemporally, between labor
and leisure. Combined with very simple tech-
nology shocks, such a model can mimic ob-
served business cycles.

Both schools o thought, then, have con-
structed modelsthat " explain®™ business cy-
clesin that they reproduce the basic empirical
regularitiesd observed fluctuations. Trans-
acted quantitiesd all goodsexhibit high posi-
tive correlation over time, and quantity move
ments tend to persist in the same direction for
many periods. Further, both generate pro-cycli-
cal real wages. These are the most basic fea
tures d observed business cycles.

How are economists to choose which model
better explains economicfluctuations? Are the
two theories observationally equivalent so
that it isimpossible to determine which truly
describes the real economy?Thisquestionis
important, since Keynesian models call for
activist policy to smooth business cycles,
whilein Classical models these fluctuations
aredesired pathsfor the economy.

We will demonstrate that the New Classical
(NC) model isaspecial cased the New Keyne-
sian (NK) model. Thus, the NC model can be
distinguished by the restrictions it placeson
the more general theory. In the decision-theo-
retic foundationsd statistical scientific in-
quiry, we can state precisely that there will be
less risk in working with the NK model, since
it places less a priori restrictions on parame-
ters. And although testing hypotheses on these



3. Lucas (1972,
1979) requires mon-
etary policy mea-
suresalong with
asymmetric infor-
mation to constantly
confound agents to
produce cycles.
Given the appear-
ance of business
cycles under an ex-
tremely wide range
of monetary policy
regimes, inall mod-
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years, Lucas model
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tion of fluctuations.

4. Inadiscrete time
model, pricesare set
at intervals frequent
enough o that ex-
cess demands do not
change within a
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lack o desired statistics, problems d aggrega
tion, and other problems with available data),
existing empirical evidence casts doubt on the
apriori restrictionsd the NC model.

Weillustrate these points by presenting sim-
ple, but essentially complete, NC and NK mod-
elsd theeconomy and business cycles that il-
lustrate the central forces behind fluctuations
in each. Wethen discuss theoretical and statis-
tical argumentsfor and against each model.
The models examined are intentionally bare-
boned; they assume perfect information, ration-
al expectations, and model only labor and goods
markets. No assets exist; money issolely a unit
d account.

|. Equilibrium Modd

We choose Long and Plosser's (1983) equilib-
rium model d business cyclesfor itssimplic-
ity; it captures the essence d the New Classi-
ca explanation d economic fluctuations. Un-
likeearlier models, such as Lucas, thisformu-
lation requires no monetary authority along
with asymmetric information to fool agents
and jolt the economy into fluctuations.? For

Fig. 1 Equilibrium model
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highly abstract modelsiscontroversial (dueto || clarity, we assume perfect information and ra-

tional expectations. Businesscycles arise
from technology shocks and intertemporal
labor, leisure, and consumption substitutions
in response to these surprises.

In equilibrium models, the market worksin-
stantaneously at every date. Prices, although
theoretically exogenous to households and
firms, areactually precisely determined by
the attributes d these agents. Imagine a rep-
resentative firm and household with very well-
behaved production and utility functions. For
this Robinson Crusoe and Friday economy, we
have equilibrium at the tangency d the indif-
ference curvesand production frontier in
leisure-commodity space. (Seefigure1.)

Thekey point isthe equating d prices and
marginal tradeoffs. Consumers equate the
wage with the marginal utility o leisure;
firms equalize wages and labor's marginal
product. Although there are technical compli-
cations in extending the equilibrium model to
aworld with many periods, economically this
approach reduces to applying these marginal
equalities over time, while correcting for
interest rates and agents' time preference.
These marginal conditions are equivalent to
the traditional notion d efficiency in econom-
ics (Pareto optimality); full markets insure
that all gains from trade are achieved and
that exogenous (government) policy measures
cannot improveon this outcome.

Equilibrium prices at timet, then, are
determined precisely by the fundamental
natured agents. endowments and utility (or
profit) functions. These basic parameters are
completely summarized by excess demand (2).
Excess demands d theagents at timet (Z,)
must determine prices continuously for
market-clearing eguilibrium to hold.* This
may seem obscure, but it isimportant in
understanding the nature d New Classical
price adjustments. Theidea can belucidly
illustrated by the basic functions involved.



5. In a representa:
tive agent model,
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sumer, the interest
rate isdetermined
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time preference, i.e.
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would simplify the
equationsin (5),
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and p in intertem-
poral optimization.
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Theexcess demands are constructed by the
hypothetical processd calculating excess
demands (i.e., quantity desired minus endow-
ment level) at all possible price vectors. So we
have thefunction:

1) Z,=Z(p).

Thisfunction isassumed to have a unique
root, p¥, which gives an equilibrium. But this
equilibrium price vector p is determined by
theexcessdemands. That is:

@) bt = ZupYD).

Immediately we see that p*is defined by a
function d itself. To avoid any time paradox
in thedetermination of p% and theroot o Z,
these quantities must be determined simul-
taneously — instantaneous market clearing—
at every date.

Long and Plosser do not develop their price
dynamicsin afull general equilibrium model;
they limit most o their study toasimple
example. We will carry theanalysisd the
general casefurther, sinceit lucidly illus
trates somed thecentral issues in equilib-
rium cycles.

Consumers have an unchanging utility
function:

@)  u(C,L),

where L, represents labor and C,consumption
in period t. Instead o a single-period maximi-
zation problem, the consumer in this model
must solve the moLgIti-period problem:

@) maxU= 3 B'u(C,L),

=1

subject to labor constraints in each period. g
isthediscount factor d the representative
agent. Although solving this dynamic maxim-
ization problemin general is not possible, if
the utility functionisstrictly concave and all
markets are perfect so that there are no kinks
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in the budget set at any date, then there can
be no corner solution. In thiscase, the follow-
ing first-order conditions must hold:

(ba) W, = du/dL,
Pt au/aC,,
(Sb) P1+1 = au/aC,ﬂ
B(1+r)P, ou/aC,,
(6c) Wi = du/dL .,
B(l+r)W, ou/oL,

where r istheinterest rate, Wis the nominal
wage, and Pi sthe nominal price d the con-
sumption good.®

Theseare theextensions d the marginal
conditions to a dynamic setting. Equation (a)
intratemporally requires the real wage to
equal themarginal utility d leisure; (b)
equates trade-offsd consumption over suc-
cessive periods viatherated time preference
B times the price ratio across periods; and (c)
requires that thelabor/leisure decisions equal
theinterperiod wage ratio multiplied by the
time preference rate. Even though no assets
exist in the model, such intertemporal trades
arefeasible because d the rich market struc-
tured the NC model. For example, there
exists a contingent futures market for the
consumption good in period t+sif a negative
technology shock occurs; contractson this
market can be purchased with labor services
in any period between t and ¢+s. OF course,
the price on such a market variesover time
according to the tastes and technology d the
agents. Theimportant point is that the mar-
kets do exist, and so all trades are possible. It
is not yet clear that this model will produce
business cycles. Indeed, since the economy is
assumed to have a unique and stable equilib-
rium, w*, the phase diagram (seefigure 2) for
this model in the real wage w=W/P seems to
indicate that cycleswill not occur:

As mentioned above, Long and Plosser do
not attempt to show that cycling occursin the



unrestricted case. NC models have not, in gen-
eral, been shown to produce cycles. Toderive
concrete results, they specify a utility func-
tion that embodies the intertemporal substitu-
tions necessary for NC business cycles. Long
and Plosser continue their argument with
specific utility and production functions:

©6) u(C,L)=0,lnL,+ Z®i1ncit
i=1

Yi, o1 =Niy i LEIIX Y,

The standard logarithmic utility function
has elasticities ®; which are constrained to be
non-negative, ruling out inferior goods. Pre-

sumably, if a®; iszero, the good has some use
in production. Otherwise, it issuperfluousin
the economy, since Long and Plosser assume
free disposal. The Cobb-Douglas production
function is unusual only in the appearance d
Ai,ti1, the stochastic shock to the production
d good i in period t. Thesubscript t+1 refers
tothedated completed production; that is,
when it is ready for consumption. Xisthe
vector d goods used as productiveinputs.

Then, in each period, the consumer maxi-
mizes expected utility according to:

(7) EWUIS)=E{ X2B"'[0,1n4,
+ Eeilnculst]},

where S, = (Y,,A; ). We require maximiza
tion under the expectations operator E, since
A is stochastic. A shock in the technology for
producing a good will obviously change pre-
sent consumption. We expect co-movement d
most goods, since they are all normal — chang-
esinincomecall for marginal increments or
decrementsd each in the equilibrium con-
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sumption basket. Becauseleisureisalsoa
normal good, some d thegain or loss due to
thewindfall will be taken in increased or
decreased work hours. Co-movement is the
first empirical regularity d the business cy-
cle captured by the NC model.

Intuitively, persistencearises as consumers
spread unexpected income changes over time
aswell asover all goods within a period. Sav-
ings or dissavings due to windfall gains or
losses (from shocks) are used toincrease or de-
crease income in many future periods. So,
even without serially correlated shocks, we
will have persistencein fluctuations.

The utility function has been the source o
co-movement and persistencein quantity fluc-
tuations discussed to this point. Production
technology is another source d these business
cyclecharacteristics. Since most goodsarein-
puts in the production d some other goods, a
technology windfall (disaster) not only in-
creases (decreases) present and future con-
sumption d that good, but also, since all goods
aresuperior, somed thewindfall (disaster)is
used to produce more (less) d all other goods
requiring it asan input. Again,itisall part o
the smoothingover time, as well as among com-
moditiesd any unexpected change in income.
Thisleads to cycles, even in response to serial-
ly uncorrelated technology shocks.

The real wage can easily move pro-cycli-
cally in this modd. If tastes arefixed, then
any increase in output (which requires more
labor input) drives up the real wage required
to induce workers to provide necessary labor
services. Aslongasany decreasein labor's
marginal product doesn't dominate this effect,
thereal wage will rise. Sinceincreased output
is associated with awindfall d some good
that can serve as capital (increasing produc-
tivity), a pro-cyclical real wage seems likely.
Although observed, it is beyond the scoped
simple non-monetary modelslike this to pro-
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duce co-movement among price for many or
all goods.

mode d their economy (Longand Plosser
[1983], p. 65) observed the paths for sectoral

In an elaborate simulation for a six-sector

Fig. 3 Simulated Output of
Equilibrium Modd
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and aggregate output shown in figure 3.

Co-movement d different goods appears
clearly. Thelong swingsin the timeseriesin-
dicates higher degrees d autocorrelation than
1, suggesting persistence.

Long and Plosser's equilibrium model, then,
can generatethree d the central aspectsd ob-
served business cycles: quantitiesin almost
all industries move roughly together, output
variations tend to persist for many periods,
and the real wage moves pro-cyclically. These
characteristics arisefrom intertemporal trade-
offs to smooth consumption along with shocks
to the production function.

Long and Plosser emphasize that theseare
not the only factorsin the business cycle, but
claim their model isa "useful benchmark™ for
evaluating other models. We take this to mean
what we said at the outset: they are positing
the central driving forced business cycles.
They also point out that, in their model, busi-
ness cycles are preferred paths; any policy at-
tempting to smooth these fluctutations will be
at best Pareto-equivalent with the free market
outcome and may well be Pareto-dominated.

II. Disequilibrium M odel

Theonly departure of disequilibrium models
from the purely competitive Arrow-Debreu
framework is the supposition that quantities
may adjust faster than prices. Taken to the
limit, this leads to fixprice modelsin each
period with quantity rationing to balance
trades. The market system that the economy
isendowed with may not permit the perfectly
fluid mediafor trade that existsin classical
models. Some mutually desirable trades may
simply not be possible under the constraint of
an imperfect market structure. Dreze and
Benassy (1975) laid the static foundations for
this model; dynamic extensions have been
numerous (see Bohm [1977] and Kades [1985]).
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Here, we outline asimple version d adynam-
ic fixprice model (asoutlined by Grandmont
[1982], thisiscalled a temporary equilibrium
framework) and show how business cycles
arisein it.

In contrast to figure 1 above, a Robinson
Crusoe and Friday disequilibrium economy
can beillustrated, asin figure 4.

The price vector p, is exogenous within each
period, so that the unique (under our same
assumptionsd very well-behaved utility and
production functions) Pareto optimal Walra
sian price vector p outcome almost never
obtains. Under p,, the consumer will wish to
trade to point ¢ and the producer to point ¢,
soitisnot an equilibrium. Instead, we will
have a new type of equilibrium, a fixprice
equilibrium. We explicitly demonstrate this
new typed equilibrium below. In this out-
come, in general, one or both agentsfail to
obtain desired quantities at given prices and
so are rationed. Note that, if the exogenous
price vector isp, we have an equilibrium
model. Here we clearly see that in the static
world disequilibrium models are more general
than equilibrium models; they allow for both

Fig. 4 Basic Structure of Disequilibrium
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equilibrium and rationing outcomes. NC
models maintain that agents will always be
abletofind or create markets that will yield
market-clearing prices.

Sincethe marginal rates d substitution in
consumption and the marginal ratesd trans-
formation in production are not equated to
prices, thiseconomy lacks the Pareto optimal-
ity o the NC model. Within such aframe-
work, it islikely that government policies
could improve the welfare d all agents.

We will morefully specify a dynamic dis
equilibrium model following Malinvaud
(1977) and Kades (1985a). Cyclesoccur in a
moregeneral model here than with Long and
Plosser; thereis no need to adopt specific util-
ity and production functions.

Weusel, C B W, and w, asin theequili-
brium model. Consumers are described by a
utility function U that is constrained only to

| bequasi-concave. Our representative consu-

mer's sole endowment consists d time that
may be " spent™ on either labor or leisure. A
simple concave stochastic production func-
tion, F(L,) +¢, describes the activity d the
firm. Consumers maximize utility, and firms
maximize profits.

Instead o assuming that the very special
Walrasian price vector isfound, the fixprice
approach imagines that the price vector is
truly parametricat a given trading date and
will be Walrasian only by accident. Between
dates, the price vector movesaccording to the
so-called law d supply and demand; excess
demand for agood in period t (and possibly in
previous periods) tends to pull prices up,
while excess supply causes pricestofall.
Thisdoes not restore the auctioneer and the
instantaneous achievement d the equili-
brium price vector. It more modestly posits
that market forces work in the right direction
and possibly with lags. Thus, there are other
forces beyond current excess demands Z(p)
(and specifically, its root) that may enter into
the function determining prices.

It isalready easy toillustrate that, dynam-
ically, NC modelsare a special case d NK
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models. The most general form of the price
equation is:

@ p.=AK),

where x is the vector d all conceivable state
variables in the world. The object of theory is
to pare down the size of the vector x as far as

L

Fig.5 Firm'sDemand (Production
Function)

L

|
c” C

Fig.6 Household'sDemand
(Consumption Expansion Line)

L

ch C
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possible without ignoring anything of impor-
tance. NC models reduce the dimension of y
to only contemporaneous excess demands Z,:

©)  p.=f(Z).

They further require that f(0) obtain at every
date. NK models allow for a broader range of
variables to enter, such as lagged excess
demands or even lagged prices. Here are some
examples:

(10) p=glAZ,+(1-M)Z,]]
P.=AM(Z) - (1-M)p ]

Further, the Z s are allowed to take non-zero
values.

If the New Classical special case heldin real-
ity, proper econometric estimation o equation
(12) would find that A was statistically indis
tinguishablefrom 1. And only thissingular
result could yield direct evidence that New
Keynesian theories were over-parametrized.

Returning to the outline d the model, there
is no reason to believethat Walrasian supplies
and demands will balanceat an arbitrary price
vector in a disequilibrium world. More struc-
ture must be imposed here to define demands
and to determine actual transactions. The
most basic requirement imposed in fixprice
modelsis voluntary trade: no agent is ever
forced to trade (supply or demand) mored a
good than he desires—what his preferences
dictate. Since markets do not clear and we
disallow forced transactions, agents will have
to berationed in quantities at thegiven price
vector to balance trades. This model requires
a new definition d "equilibrium."

Fixprice equilibrium means the maximiza
tion of quantity-constrained utility and profit
functions with trades balancing. Disequilib-
rium Benassy (1975) demands, which we will
refer to (following theideasd Clower) as effec-
tivedemands, are derived from considering all
constraints except the constraint in theindi-
vidual market where demand is being formed.
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We denote them with a + superscript; they are
defined from the maximization problems:

(1) Households:
L"+= MAX u(L,C,w) subject to WL < pC
C'+= MAX u(L, C,w) subject to WL < pC
Firms:
L-+= MAX 7(L,Cw) subject to C< F(L)
C" = MAX #(L,Cw) subject to C< F(L),

where Cand L are perceived constraints on
other markets, and r is the profitsfunction.

Benassy showed that, when solved, these de-
mands yield balanced trades while simultane-
ously determining perceived constraints. The
perceived constraints are the minimum o the
effective demands when the system o simul-
taneous demands is solved. Thus agents' max-
imizing decisions under these constraints bal-
ancein the aggregate, yielding a fixprice equi-
librium with rationing. The rationing mecha
nism isusually assumed to be stochastic.
Formally, however, this point needn't be ad-
dressed in representative agent models.

We develop some graphs to represent this
model. (Seefigures 5 and 6.) We will be using
graphs to show the behavior d the household
and firm in the trade space (L,C). Thefirm
simply obeys " efficient production™ in this
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model and always produces somewhere along
the production function C= F(L). However,
thefirm will never produce beyond its Walra-
sian point (L-*, C'*) under the given wage
and price (the exogenous parameter x) since,
beyond this point, the exogenous wage ex-
ceeds labor's marginal product. The shape
stems from our assumptions on the produc-
tion function.

The household obeys " efficient consump-
tion™; it consumes along a line going through
theorigin (nowork, no pay) whose slopeis
dictated by the real wage rate.

The household will never work beyond its
notional quantities (L™, C™) since, beyond
this point, the marginal utility o thegood
falls below the marginal utility d leisure.

To determine the fixprice equilibrium, we
combine the two curves. (Seefigure 7.)

Beyond the possibility d a Walrasian equil-
ibrium (WE) when notional points coincide,
there are two possible outcomes to this model.
If consumers are rationed in selling labor and
firmsin selling the consumption good, then
we have general excess supply. This has been
labeled a Keynesian equilibrium (KE). If gen-
eral excess demand prevails, we havean infla
tionary equilibrium (IE).

Thus, disequilibrium Benassy demands give
rise to a much broader range of market out-
comes than Walrasian models, where Z,=0in
all markets. Even at an arbitrary price vector,
Walras' Law holdsfor New Classical de
mands: excess demand in one market is, by
definition d budget constraints, balanced by
excess supply in another market. General ex-
cess supply or demand cannot arise even hypo-
thetically in an equilibrium model. Clower
correctly stressed that the key to disequili-
brium models must be to establish a rigorous
framework within which Walras' Law did
not hold. Thisisone way to describe the main
accomplishment & New Keynesian theorists.

Thedynamicsd our disequilibrium model
arevery simple, since thereis only one state
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R+, we havea unique valued w, w*, that
gives a Walrasian equilibrium. But the
movement d thereal wagein KE and IE
regions (on either sided the Walrasian equil-
ibrium) is, at first inspection, undetermined.
In thecased KE, labor isin excess supply in
terms d effective demands, so the nominal
wage should fall. But the commodity isalsoin
excess supply, and so its price also should
drop. Qualitatively, it seems difficult to
determine thedirection d real wage move
ments. The same holds for |E, where we have
general excess (effective) demand.

Elsewhere (Kades 1985b), it has been shown
that it islikely that steady statesexist in both

Flg 8 Phase Diagram for
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variable, the real wage w. In the state space the KE region and the | E region. How does

thisoccur?In Keynesian steady states, the
nominal priced both labor and the good fall
at thesame ratein the price (vector-val ued)
function. Then the real wage rateis unchang-
ing, and since it istheonly state variablein
thissimple model, a steady state obtains. A
symmetric case explains a steady statein the
|E region.

Further, al Keynesian steady statesd the
model are stable (Kades 1985b); in a one-
dimensional model, thisimplies uniqueness.
Since lagged demands are generally included,
the WE will almost never bean equilibrium
(i.e., it isa measure zero event). Inflationary
steady states may beeither stable or unstable.
Figure 8 presents a typical phase diagram for
this system.

Thissystem can easily giverise tocyclesin
the presence d exogenous shocks to the pro-
duction function. The system can move
further and further into either the KE region
(arecession) or thelE region (boom). It can
move either towards a stable or away from an
unstable node until any type d shock moves
the system to the other side, changing the
cycle. The unstable | E effectively marks the
border between the two regimes. White noise
shocks can produce outcomes much like those
observed in real economies. Figure 9 showsa
simulation d this model similar to Long and
Plosser's for aggregate output only. Further,
this model fully captures the observed co-
movement d prices and quantities. By mak-
ing Ca vector, it iseasy toshow that different
quantities move together in the model.

So thefixprice/disequilibrium paradigm ex-
plains the most fundamental aspectsd ob-
served businesscycles, and does so without re-
course to specia utility and production func-
tions. Theonly reason for such fluctuations
in the modd is thegeneral inability o the
market mechanism to alwaysfind the market-
clearing price vector. Thiseconomy isen-
dowed with a cumbersome market structure
that may or may not accurately reflect reality.
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III. TheEvidence

It isdifficult todirectly test hypotheses on
whether or not all markets clear. But we can
heuristically and formally examine evidence
and arguments on a number o issues and
measure the degree to which equilibrium and
disequilibrium business cycle models agree

with observation and rigorous thought.
The Great Depression stands as perhaps

the most memorable single twentieth-century
cyclical swing. The ability of a business cycle
theory to plausibly explain this experience is
important in establishing its credibility.
Therefore,wefirst discuss the extent to

which both models can explain this event.
Pigou and other Classical theorists in the
1930s hlamed the Great Depression on an ex-

cessive reservation wage rate demanded by

laborers. Thusfor them, recessions were
caused by a market imperfection in labor mar-
kets. In a sense, this view stands closer to
disequilibrium paradigms, although the classi-
cal notion d market failure differs substan-
tially from the New Keynesian view discussed
above. For many early Keynesians, this was
also seen asthe cause of the Great Depression,
they disagreed with Classical theorists only
on the effectivenessd expansionary policies.
Today's New Classicals must argue that
recessions occur when low wages are ex-
pected; workers then find leisure less costly in
terms of wages foregone and bide their time

until renumeration rates improve. But can the
Great Depression best be explained as a multi-
y& wwithdrawal from labor markets by most
Americans because they expected an eventual
wage rise? The other explanations that New
Classical theory can offer seem no more cred-
ible. Oneisthat the utility function d most
laborers called for a ““. .. spontaneous out-
burst d demand for leisure ...” from 1929-
1939. Another possibility is that a large nega
tive shock to production technology was
responsible, but then the problem becomes
specifying the source d this shock.
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New Keynesian explanationsd the Great
Depression are likewise unconvincing. Iron-
ically, the most prominent possibility isdue to
Milton Friedman, a theorist not usually asSO-
Ci ated with Keynesian ideas. Friedman and
Schwartz (1961) argued that a major cause o
the Great Depression was the decline in the
money supply from 1929-1933, In, slightly
modified version d our New Keynesian model
with money (Malinvaud 1977), it can be
shown that low money-growth rates (or af or-
tiorl money &¢& declines) are associated with

Keynesian recessionary outcomes. But far-
reaching questions have been raised about

this evidence (Temin 1975) and it is not clear
which way causation runs between money
and output. Further, as argued in footnote 3,
cycletheories based on monetary phenomenon
are less robust than real theories since cycles
have occurred under awide range d mon-
etary systems. Perhaps monetary factors CON-
tributed to the severity d the Great De-
presson: byt their role must be explicitly tied
into a general model of cycles to provide a
satisfactory story. Like New Classical theor-
less New Keynesian explanations may point to
some particularly violent shock as the root
cause of the Great Depression, but then the

difficulty becomes unc_overin% and explaining
the shock. No convincing explanation has

been presented.

Although some economists find merit in
these heuristic arguments, they are based on
vague notions and “stylized facts,” and lack
E_recision. In a formal econometric study, Man-

iw, Rotemberg, and Summers (1985) test the
first order conditions in equation (5) for a Util-
Ity function more general than Long and Plos-
ser’s. That is, they test the first-order Condi-
tionsof consumers’ maximization in the NC
model. Although not sufficient, thefirst-order
conditions are still necessary for any interior

solution; if t}égy are rejected, then the model
can bergected. There are, d course, difficult

guestions d aggregation in treating national
dataasif it iscreated by a representative con-
sumer. No consensus on a solution to this
issue exists, and this methodology is, at pre-
sent, the de-facto standard for empirical work.



that the data (NIPA) reject the hypotheses,
that these maximizations are carried out by
consumers. Noned the three over-identifying
restrictionsin equation (5) placed by equilib-
rium modelsissupported by thedata. Further,
the rgjections occur for almost al permuta-
tionsd the specifications d the hypothesis
tests: separable or non-separable utility,
annual, or quarterly data. Indeed, many o the
restrictions actually force the shape d the
utility function to be convex, in which casea
maxima would occur at a corner and the Clas
sical tangency conditionsillustrated in figure
1 could not hold. When the utility functionis
concave, either leisure or " consumption"
(NIPA) becomesan inferior good—which like
convexity casts serious doubt on the modd.
Simultaneous estimation d all three restric-
tionsin (5) issimilarly rejected and produces
either aconvex utility function or inferiority
d either leisure or consumption.

This rejection can be interpreted in two
ways. Mankiw, Rotemberg, and Summers ar-
gue that the data show that markets (both la-
bor and capital) fail toclear. Thereisanother

Fig. 10 Corner Solution for Liquidity-
Constrained Consumer

C1
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Mankiw, Rotemberg, and Summers find possibility: thestructured the utility func-

tion may besuch that intertemporal substitu-
tion effectsare very weak. In this case, a radi-
cally different utility function must be speci-
fied to dovetail with observation. At any rate,
either explanation leads us to question Long
and Plosser’s equilibrium paradigm of-busi-
ness cycles. It seems that either markets fail
toclear, or that substantial intertemporal elas-
ticities d substitution do not exist; both inter-
pretations d the evidence reject this NC ex-
planation d business cycles.

Thedisequilibrium model cannot be reject-
ed by any such hypotheses concerning the
structured the utility function; it requires
only that the utility function be quasi-con-
cave. Beyond this, thedisequilibrium model is
robust to the form o the utility function.

Apart from rejecting the restricted form o
the utility function needed to generate equilib-
rium businesscycles, thereis also strong eco-
nomic evidence that key markets do not clear.
Specifically, we shall discuss evidence that
capital (lending) marketsfail to clear.

Recall from thefirst-order conditions in the
equilibrium modd (5) that theinterest rate ap-
pears in consumers' decisions just asin any
other price. Equilibrium models requirethat
agents can buy or sell as much o agood as
they want at a uniform price, subject only to
their endowment constraint. This constraint
prevents any kinksfrom existing in theagents'
budget sets so that, with a concave utility
function, no corner solutions to maximization
problems exist.

Keynesians (Old and New) have long argued
that consumers, in reality, face liquidity con-
straints: either they cannot borrow at all
against future incomeor they must pay an in-
terest rate greater than the rate they receive
for lending funds (even accounting for risk
premia). Figure 10 shows that if agentslend
at one price, but borrow at another, they are
likely to solve maximization problems at cor-
nersd their budget set. Here, the equality d
pricesand intrapersonal utility trade-offs
breaks down, and the economy may no longer
be efficient.



6. It isinteresting to
note that asset mar-
kets are almost al-
ways assumed to
more closely approx-
imate the competi-
tive ideal than other
markets. If the data
show that these

markets fail to clear,

then it seems du-
bious to assume that
labor and goods
markets clear.
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good in periods one and two respectively. The
interest rate for borrowing in period oneisr,,
whilethelending rateisless, r,. With a con-
cave utility map, it isthen immediately
apparent that a corner solution can occur.

Strong evidence exists that such liquidity
constraints have been binding for significant
numbers d American consumers. Fumio Hay-
ashi (1985), modifying an idea originally ap-
pearing in Kowalewski and Smith (1979), uses
crosssectional data and divides consumersin-
to high-and low-savings groups. He assumes
that high-savings households are unlikely to
be liquidity-constrained, so they may be used
as a control group to be compared to other (po-
tentially liquidity-constrained) households. By
estimating consumption behavior for each
group separately, and then by comparing the
two parameter sets, Hayashi finds a signifi-
cant difference that can beexplained by the
existence d liquidity constraints. Although
there are other explanationsfor the result,
they require the rejection of either the perma
nent income hypothesis or & market clearing.
Since both market clearing and the permanent
income hypothesis embody the New Classical
idead the markets abilities to smooth con-
sumption over time, thisinterpretation too,
casts doubt on the equilibrium business cycle
model. Flavin (1981) and Kowal ewski (1985)
provide time series evidence that liquidity
constraints have persistently shaped agents'
budget setsin the postwar American economy.

On the other hand, thedisequilibrium model
isrobust to either interpretation d Hayashi's
results. If liquidity constraints do exist, they
arean instance d the imperfect markets d
New Keynesian theory.? If weview theresults
asargection d all utility functions that give
rise to permanent-income consumption paths,
we already know that the NK modd is not
subject to thiscriticism.

In discussing the compatibility d both mod-
els with observed business cycles, we have
examined only three central patterns: the co-
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Agents areendowed withe=(e;,e;) o a movement d different quantities, the persis

tence d trends, and the positive correlation
between quantities and the real wage. But
there are other empirical regularitiesin busi-
ness cycles that both models should similarly
mimic if they are to be adequate representa-
tionsd thecentral force in business cycles.
Although they were raised by Arthur Okun
(1980)in objection to Lucas's equilibrium mod-
d (Lucas 1972), they also point to shortcom-
ingsin Long and Plosser's model and in NC
modelsin general.

First, many secondary aspectsd labor mar-
kets (beyond pro-cyclical wages) are at odds
with the NC moddl. Productivity may or may
not be pro-cyclical in the NC model. It depends
on thesize d the technology shocks and on
theintensity d thedisutility of labor. But
observed productivity is strongly pro-cyclical.
In non-market clearing models, this pheno-
menon is explained by implicit contract the-
ory, where workers are insured against unem-
ployment by their employersin return for a
lower wage. When demand slackens, there are
no layoffs; with the same amount d labor and
less production, productivity must decline. As
demand improves, the same work forceis
called on to produce more; hence, productivity
increases. Implicit contract theory comprises
one market imperfection that could be the
fundamental sourced fixed prices (wages) in
the short run. The market clears by a non-
price mechanism. Noinstitutional factor (that
is, exogenous parameter) explaining market-
clearing could produce pro-cyclical productiv-
ity in Long and Plosser's moddl. Similarly,
quitsinduced by pro-cyclical factors, counter-
cyclical layoffs (moreover, the existence d
layoffs, which involve rationing the sale o
labor), and wage increases in recessions seem
inexplicable in the present NC model.

Although Long and Plosser examineand dis-
cuss only the consumer side d their model,
firms as well asthe household may seek to
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smooth over time their objective— profits. One
rationale for such behavior isthat since house
holds own the firms, smoothing profitsis
simply one part & smoothing income. This mo-
tivation issuperfluous in an NC model, since
in market-clearing models economic profits
have, by definition, a zero expected valuein
each period (under the usual assumption d
constant returns to scale). However, we ob-
serve very large pro-cyclical fluctuationsin
profits. New Classical theorists must explain

Fig. 11 ContinuousMarket Clearing
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why the value d entrepreneurial talent and
risking capital fluctuate so sharply with the
business cycleto lend credibility to their para-
digm. Conversely, pro-cyclical profits exist
under implicit contracts in a New Keynesian
framework, since wage costs are constant
while productivity varies with business cy-
cles. However, thiscriticism must be tem-
pered by remembering the substantial contro-
versies in defining and, moreover, in measur-
ing economic profits.

Finally, Fisher (1984) has raised a methodo-
logical objection to the equilibrium paradigm.
In response to any shock, these models re-
quirethat prices adjust so rapidly —almost in-
stantly — that agents never face disequilib-
rium prices. However, even in the world d
physics, adjustment to a new shock takes
time, and a mechanical system must move out
d oneequilibrium beforea new rest stateis
attained. Evenin thecase d a unique equilib-
rium, New Classical dynamic behavior vio-
lates the usual propertiesd differential equa-
tions in avoiding disequilibrium, but we can
imagine the shock (¢:) and the real wage (w.)
move in tandem precisely to produce continu-
ous market clearing. (Seefigure11.) If NC
models contain a dynamic structureas
rich asthe New Keynesian (to avoid the ne
cessity o specifying a restricted class d util-
ity functions to produce cycles), then the hy-
pothesis d continuous market clearing cannot
be maintained. (Seefigure 12.)

Thesystem must move through the unsta-
ble disequilibrium  and cannot give continu-
ous market clearing. It is not clear why New
Classical theoristsfedl that economic adjust-
ments can be approximated by instantaneous

Trosyemmerts hrowidenarequliior t testelsimotieh-
anism for this behavior beforeit can be used
convincingly. Disequilibrium dynamics call
for the economy to adjust along paths morein
line with established notions about change
over time.
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V. Concluson

Both equilibrium and disequilibrium theories
can construct model economiesthat mimic the
basic behavior d real businesscycles: strong
co-movement among quantities d different
goods, persistence d quantity movementsin
the same direction for many periods, and pro-
cyclical real wages. But existing NC models
cannot explain other aspects d observed busi-
ness cycles, such as pro-cyclical productivity
or other observed characteristics d the labor
market. Further, evidence exists that capital
markets do not clear. Finally, the data reject
the New Classical utility function exhibiting
strong intertemporal substitutions. Without
such a utility function, the mode has not been
shown to produce persistent output cycles.

The NK modd is robust to most d these
criticisms. It requires no specific utility func-
tion to generate cycles, it fits the observed
regularities d business cycles morefully, and
it employs a moregeneral model d price move:
ments over time. However, like the NC modél,
it provides no convincing explanation d the
Great Depression. Since equilibrium models:

(1) Comprise asubset d disequilibrium
models;

(2) employ identifying restrictions that are
not empirically validated; and

(3) require nonstandard dynamical adjust-
ments; it appearsthat, at present, despite this
shortcoming, New Keynesian theories provide
a better paradigm of the business cycle.
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