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Abstract

Macroeconomic models with microeconomic foundations face a difficult task: they must be consistent with facts both “large” and “small.” This paper proposes a model that combines two strands of the literature on stickiness. (1) Firms acquire information infrequently, as in Mankiw and Reis (2002), resulting in sticky information. (2) Firms potentially face a fixed menu cost which they must pay to change prices, leading to state-dependent sticky prices at the micro level. I use simulations to estimate key structural parameters and show that a model of sticky prices in a sticky-information environment is consistent with a variety of micro and macro evidence.
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Macroeconomic models with microeconomic foundations face a difficult task: they must be consistent with facts both “large” and “small.”  In a series of recent papers, Mankiw and Reis (2002, 2003, 2006) and Reis (2006) suggest that a model with informational frictions among price-setters can fit a number of basic macroeconomic facts.  The manner in which this model does so, however, is inconsistent with evidence on price adjustment at the micro level.
This paper proposes a model that combines two strands of the literature on stickiness in order to match both sets of facts.  First, because it is costly to acquire information, firms update their information infrequently.  Thus, at a given moment in time, firms hold a variety of beliefs about the state of the world.  The arrival of new information is modeled as an exogenous Poisson process, as in Mankiw and Reis (2002).  For the sake of tractability, and to rule out the possibility that firms could go a very long time between information updates, the model posits that there is an upper limit on the length of time a firm would ever go without obtaining new information.  This prevents firms from being too ill-informed in their decision-making.

Second, heterogeneous firms potentially face explicit “menu” costs which they must pay to change their prices.  These costs lead to state-dependent pricing decisions and price rigidity at the firm level.  This is true even though the model includes positive trend inflation, which is requisite for a macro model to match U.S. data.
Putting sticky prices into a sticky-information environment takes a step toward Carroll’s (2003) suggestion that the “real world presumably combines some degree of price stickiness and a degree of expectational stickiness.”  This paper lends support to such a conjecture.  Using indirect inference with a metric that captures the model’s ability to match general macroeconomic fluctuations, I estimate that 15% of firms update their information in an average quarter, and the average duration between updates is 6.8 quarters.  The median firm changes its price in 52% of quarters, with the median price staying fixed for two quarters and the average price remaining unchanged for four quarters.  About 10% of prices remain unchanged for more than two years.  These statistics are in line with those presented by Bils and Klenow (2004) and Klenow and Kryvstov (2005).  The combination of sticky prices in a sticky-information environment also produces inertial, hump-shaped responses of the output gap and inflation to a nominal shock.
Both assumptions underlying the model—that information and price adjustment are costly activities—are supported by empirical evidence.  In a case study of a large industrial firm, Zbaracki et al. (2004) document and quantify these and other costs associated with changing prices and find that they sum to more than 1% of revenues.  Levy et al. (1997) and Dutta et al. (1999) provide estimates of menu costs for supermarkets and drugstores, respectively.  Numerous other studies have inferred the existence of these costs through either observation of prices or expectations, or through estimation of reduced-form models.
The fact that firms use state-dependent pricing rather than the more common Calvo (1983)-pricing mechanism in the model is also significant.  State-dependent pricing invokes what Gertler and Leahy (2006) refer to as the “selection” effect: firms whose prices are farthest from their targets are those most likely to adjust.
  As Caplin and Spulber (1987) and Golosov and Lucas (2003) show, this selection effect can diminish or even eliminate monetary non-neutrality.  The addition of infrequent information updating to a state-dependent pricing model mitigates this selection effect, since firms may not always know exactly how their actual price compares with their optimal target price.  This helps to generate considerable monetary non-neutrality in the model.  Nevertheless, the selection effect is still present: when firms do acquire new information, those whose actual prices are farthest from their optimal prices will have the greatest incentives to adjust.  Conversely, firms whose expectations of the future were largely realized may not have an incentive to change their price at that moment.  The model aggregates firms using the framework developed by Willis (2002) based upon Krusell and Smith (1998).
Omitting price rigidity from the model is not innocuous.  I show that not only does the model fail to match the micro pricing data, but the estimated fraction of firms updating their information in an average quarter would need to fall to 11% to match the dynamics of U.S. data.  Furthermore, Aoki (2001) and Carvalho (2006) provide evidence that—in the presence of heterogeneity among price-setters—sticky prices have material effects on optimal monetary policy and movements in the aggregate price level, respectively.  Thus a model that matches the “small” facts may be not only desirable but requisite to match the “large” facts.
The structure of this paper is as follows.  Section II presents a model that incorporates state-dependent sticky prices in a sticky-information environment.  The model is kept relatively simple to maintain tractability.  Section III calibrates and simulates the model, estimating key parameters via indirect inference.  Using these estimates, Section IV shows the responses of inflation and the output gap to a nominal (monetary) shock and discusses the micro data emanating from the model.  Section V presents robustness results to varying calibrated parameters.  Section VI concludes.

This paper constructs a model in which firms face costs to acquiring new information and pay explicit menu costs to change prices.  This approach combines two strands of the literature on stickiness.  Recent work on sticky information has focused attention on the fact that not all agents in an economy have the most up-to-date information, as in Mankiw and Reis (2002), since information acquisition is costly.  At the same time, there is a vast literature exploring the causes and consequences of sticky prices; Taylor (1999) provides a brief summary.  In this section, I combine elements of Calvo-style information updating with state-dependent pricing to produce a model of sticky prices in a sticky-information environment.

The Firm’s Profit Function
To emphasize the interaction between sticky prices and sticky information and maintain tractability, the remainder of the model—based upon Dixit-Stiglitz monopolistic competitors—is kept simple.  Demand for firm i’s product at time t is 
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, where −θ is the price elasticity of demand for good i and Pit is the price of good i.  With a continuum of firms, aggregate output is 
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 and the aggregate price level is 
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Real marginal costs are related to the economy-wide output gap via
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The parameter δ is used to normalize the flexible, full-information natural rate of output YtF to one for all t.  The parameter γ is a measure of real rigidity, in the spirit of Ball and Romer (1990): marginal costs—and thereby firms’ prices—respond less to the output gap if γ is small (i.e., there is a lot of real rigidity) compared with the case in which it is large.
Aggregate demand is determined by the quantity equation, 
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, with Mt interpreted as nominal aggregate demand or, with constant velocity of one, money.  The net rate of money or nominal demand growth Δmt is exogenous and grows at rate μ in the steady state.  It takes the form


[image: image6.wmf](

)

2

1

1,~i.i.d.N(0,)

tttt

mm

mrrees

-

D=-+D+

.
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (2.2)

Combining the above facts, firm i’s profit function is
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The Firm’s Optimization Problem
In a frictionless world, the problem of firm i is trivial: in each period, obtain the necessary information on Mt and Pt so as to set Pit to maximize profits.  Such a world, however, contrasts with reality.  Acquiring information is a time-consuming, costly endeavor.  This would be especially true for the world populated by monopolistically competitive yeomen-farmers most congruous to the above assumptions.  Similarly, implementing price changes typically requires paying a “menu” cost, via either literally printing new menus or labor costs.  Extensive empirical research has documented the existence and size of these costs.

In this paper, I combine elements of Calvo-style information updating with state-dependent pricing.  Each period, a firm updates its information about the state of the aggregate world with probability λ, as suggested by Mankiw and Reis (2002, 2003) and Reis (2006).  This probability is independent of the firm’s information-updating history.  Implicitly, one can think of this process as a reduced form that captures costly information acquisition.  With probability 1−λ, the firm does not acquire new information.  Because of this assumption, some firms will not have up-to-date information in the current time period.
At the same time, it is costly for a firm to change its price away from its previous level.  Firm i must pay a menu cost, Φi, if it wishes to implement a price change at time t.  The subscripts denote that the menu cost is firm-specific.  Each firm knows its menu cost at all times, and these costs are assumed to be constant.

The assumptions of infrequent information updating and costly price adjustment lead to the following scenario.  Without loss of generality, suppose that firm i last updated its information j≥1 periods ago.  At that time, the firm observed the aggregate variables in the economy: the nominal money supply Mt−j, the money growth rate Δmt−j, the aggregate price level Pt−j, etc., in addition to their lagged values.  The firm always knows its most recent nominal price, Pit−1.  There are two possibilities to consider.
First, consider the case in which the firm does not update its information set in period t.  The firm is then faced with a choice.  If it does not change its price, it expects to earn profits 
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 in the current period.  Because the firm last updated its information j periods ago, it does not know Pt and Mt: it forms expectations over them using its time t−j knowledge.  In the next period, the firm knows that with probability λ it will update its information, acquiring Mt+1, Pt+1, etc.  With probability 1−λ, the firm will not update its information, and it will have gone j+1 periods without an information update.  In either case, the firm discounts the future at constant rate β and goes into the next period with nominal price Pit−1.  Thus the value to the firm of keeping its old price, given it observed Pt−j, Mt−j, and Δmt−j when it last updated its information j periods ago, is
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Alternatively, firm i can pay the menu cost Φi and change its nominal price to Pit.  It takes into account the expected profits to be realized from this change in the current period and the value of going into the following period with this new price (and the probabilities that the firm will or will not update its information).  Thus the value to the firm of changing its price in period t, given it observed Pt−j, Mt−j, and Δmt−j when it last updated its information j periods ago, is
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The firm will optimize over these choices, such that the expected value to the firm of entering period t with price Pit−1 and last having updated its information j periods ago is



[image: image11.wmf](

)

(

)

{

(

)

}

1

11

,,,,

max,,,,,,,,,

ittjtjtj

KC

ittjtjtjittjtjtj

VPPMmj

VPPMmjVPPMmj

----

--------

D=

DD


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (2.6)


Second, consider what happens if the firm updates its information at time t, thus resetting j=0.  The firm decides whether or not to change its price based upon its new information, which includes Pt, Mt, and Δmt.  If the firm does not change its price, it earns profits 
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 in the current period; since it sees Mt and Pt, there is no uncertainty.  In the next period, with probability λ the firm will again update its information, acquiring Pt+1, Mt+1, and Δmt+1.  (If λ=1, this model would be analogous to state-dependent pricing models with complete information.)  With probability 1−λ, the firm will not update its information next period.  In either case, the firm will go into next period with the nominal price Pit−1 and forming expectations based upon time-t information.  The value to the firm of keeping its old price, given that it updated its information in this period, is
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Alternatively, firm i can pay the menu cost Φi and change its price to Pit.  Similar to the reasoning set out above, the value to the firm of changing its price is
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The firm optimizes over these choices such that the expected value to the firm of entering period t with price Pit−1 and updating its information in that period is
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Computational Issues
One drawback to the assumption that information updating occurs with constant probability λ is that it is possible for a firm to go an extraordinarily long time between information updates.  As j is a state variable in the firm’s problem, this could quickly render the problem intractable.  To avoid such a situation, I assume there is a jmax beyond which a firm updates with certainty.  That is, if a firm enters period t last having updated its information jmax periods ago and does not acquire new information today, it knows with certainty that it will update its information in the following period.  This assumption is plausible for real-world firms, who would not wish to be too ill-informed.  A number of papers using state-dependent pricing—Ball and Mankiw (1994), Ireland (1997), and Dotsey et al. (1999)—have employed a similar mechanism to maintain tractability.
As a second point, equation 
(2.2)

 allows for steady-state growth in the money supply and thereby positive trend inflation.  One can rewrite the problem using stationary variables by deflating the firm’s nominal price and the most recent observation of the money supply level by the most recent observation of the aggregate price level.  This implies the profit function  GOTOBUTTON ZEqnNum720486  \* MERGEFORMAT  and the value function 
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 for j=0,1,2,…,jmax.
A firm which last updated its information j periods ago knows its nominal price relative to Pt−j, and it also knows Mt−j/Pt−j with certainty.  Since money growth follows 
(2.2)

, Δmt−j can be used to form expectations over all possible realizations of cumulative money growth since the last information update,  GOTOBUTTON ZEqnNum720486  \* MERGEFORMAT .  The profit function also requires expectations over the possible realizations of cumulative inflation since the last information update, 
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, along with its interactions with cumulative money growth.

Because the model does not have a closed-form solution, value function iteration is performed on a grid of discretized state variables.  The money growth process is converted into its Markov chain representation, as in Tauchen (1986), with five possible states: {−0.0018, 0.0033, 0.0064, 0.0096, 0.0147}.  For the purpose of the value function computation, the other relevant variables—the firm’s real price, the level of real balances, and cumulative inflation since the last information update—are discretized in 0.5% increments over all relevant outcomes.  Choosing a smaller increment adds more grid points but does not materially affect the results.

Expectations and the Model

To form all necessary expectations, I assume that firms use a forecasting rule in the spirit of Krusell and Smith (1998).  Such a rule is consistent with the idea that information acquisition and processing are costly activities, and thus surveying a continuum of other firms would be prohibitively expensive.  I employ the linear rule suggested by Willis (2002),
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This rule is used for its parsimoniousness: firms are not required to retain more state variables to solve their pricing problem than are absolutely necessary.  This keeps the state space of the problem manageable.  The rule is also flexible: firms use (2.10)

 iteratively to form j-period-ahead forecasts.  Given their last observations of nominal money growth and real money balances, firms use these variables to form expectations over the distribution of possible real money balances at any point in the future.
Based upon 
(2.10)

.  Finally, the firm uses knowledge of Mt−j/Pt−j and the distributions of μt,t−j and Mt/Pt to form expectations over the distribution of πt,t−j via (2.2)

.  Using its knowledge of Δmt−j and Mt−j/Pt−j, it forms expectations over the distribution of Mt/Pt via (2.10)

 and the elements laid out above, firms form all the expectations needed to solve their optimization problem.  A firm that last updated its information j periods ago uses its knowledge of Δmt−j to form expectations over the distribution of μt,t−j via  GOTOBUTTON ZEqnNum370652  \* MERGEFORMAT .

While expectations are made in a simple manner, they are nevertheless model-consistent.  To ensure this is the case, I follow the methodology of Krusell and Smith (1998):  First, calibrate the parameters of the model and form an initial guess A0={α0,α1,α2}.  Using the forecast rule with A0, simulate the model and estimate the coefficients in (2.10)

, Â0.  If the estimated parameters are close to the guess, then expectations are on average model-consistent.  If not, one can form a new guess, A1, and iterate to convergence.

The Performance of the Model-Consistent Expectations

To illustrate how the model-consistent expectations perform, consider the following.  When Φi=0 for all i in the problem above, firms costlessly change prices and will set the price which they expect to be optimal—based upon information acquired as of their last information update j periods ago—at time t.  Firms acquire new information with probability λ in a given period, and go no longer than jmax periods between information updates.  With the exception of this latter assumption, this is the embodiment of the sticky-information model proposed by Mankiw and Reis (2002) (“MR”).
  One benefit of the MR model is that it produces a closed-form solution for inflation based upon rational expectations.  Thus it is possible to compare this paper’s model with costless price changes and only sticky information (“SI-only”) to the MR model to assess the expectations formed via the model-consistent forecasting rule (2.10)

.

Figure 1 presents the impulse responses to a nominal money-growth shock for the two models using the parameters suggested by Mankiw and Reis (2002): λ=0.25 and γ=0.10.  (Other parameters are calibrated as below.)  In general, the models tend to yield quite similar dynamics.  The output gaps move virtually in lockstep, and the inflation responses differ only slightly for the first two years after the shock hits.  This graphical evidence suggests that linear model-consistent expectations combined with an upper bound on the number of quarters a firm will go between information updates yield comparable dynamics to fully rational expectations with the possibility of extraordinarily long durations between information acquisitions.


While a number of studies have attempted to estimate the frequency with which firms update their information, these studies have employed reduced-form equations based upon the implicit assumption that all prices are fully flexible.  Empirical evidence on pricing at the micro level contradicts such an assumption.  In this section, I use simulation techniques to estimate two structural model parameters via indirect inference: the probability that a given firm will update its information in a given period, λ, and the amount of real rigidity in the model, γ, necessary to make the model consistent with U.S. data.  I focus attention on the post-1983 period because it affords relative stability and because it is doubtful that the statistics compiled by Bils and Klenow (2004) and Klenow and Kryvtsov (2005) on micro price adjustment during the 1990s would carry over to the high-inflation 1970s.
Model Calibration
To lend credence to the estimates of λ and γ, the other parameters of the model are calibrated using empirical evidence where possible.  Table 1 contains a list of these parameter values.  The exogenous process (2.2)

 is nominal GDP growth since velocity is not constant.  The parameters for this equation are estimated on U.S. data for 1983.1–2005.4.  The model abstracts from positive long-run output growth, hence this is subtracted from the series.
I assume there are three cohorts of firms, denoted k=1,2,3.  Across all cohorts, the constant desired markup is set to θ/(θ−1)=1.2.  This is less than the values found by Barsky et al. (2003) but consistent with Rotemberg and Woodford (1992).  There is ex ante heterogeneity between cohorts in the size of each cohort’s constant menu cost, Φk.  Case studies by Levy et al. (1997) on supermarkets and Dutta et al. (1999) on drugstores find that these firms pay menu costs of approximately 0.7% of revenues.  I set the median menu cost, Φ2, to this level.  As Bils and Klenow (2004) show that some prices are very flexible, Φ1 is set to zero, allowing firms in this cohort to costlessly change prices.  Finally, since certain prices are very sticky (see, e.g., Cecchetti 1986, Kashyap 1995, Levy and Young 2004, and Knotek 2005), Φ3 is calibrated to be three times larger than the median menu cost.  The fraction of firms in each cohort is denoted φk.  For consistency with data on the frequency of price adjustment, I set φ1 to one-half with the remainder of firms falling equally into the second and third cohorts.  I discuss variations in these calibrated parameters below.
The maximum number of quarters that a firm would ever go without updating is set to jmax=8.  Thus a firm that has not updated its information in the last eight quarters acquires new information in the next quarter with certainty.  The smaller is λ, the longer firms go between information acquisitions, and the more likely this upper bound will affect firms.
Estimation of Model Parameters via Indirect Inference


The parameters governing the firm’s probability of updating its information, λ, and the amount of real rigidity in the model, γ, are estimated via indirect inference.  The idea behind the model is to provide firm micro-pricing foundations for general macroeconomic fluctuations.  To capture the spirit of the latter, I utilize a relatively simple equation that has been estimated ad infinitum in either levels (e.g., Gordon 1998) or first differences (e.g., Stock and Watson 1999): the Phillips curve.  The specification for this paper takes the form
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where y is the output gap and L is the lag operator.  Table 2 presents estimates of the coefficients using U.S. data for the period 1983.1–2005.4.
  Estimation of (3.1)

 over this period and the estimation of λ and γ are quantitatively similar whether one includes a measure of food and energy shocks or not, hence these are omitted for the sake of parsimony.
Indirect inference finds the λ-γ combination that minimizes the weighted difference between parameter coefficients estimated from the U.S. data for 
(3.1)

 and those produced by model simulations; see, e.g., Gouriéroux et al. (1993).  Let ψ=[λ,γ]′ be the underlying structural parameters to be estimated, and let  GOTOBUTTON ZEqnNum478187  \* MERGEFORMAT  be the coefficient estimates using U.S. data.  For a given ψ, one can simulate N firms for T quarters and estimate 
(3.1)

 on the simulated data.
  This yields a set of coefficients  GOTOBUTTON ZEqnNum478187  \* MERGEFORMAT  which are a function of the chosen underlying parameters.  Repeating this procedure S times for each ψ, the indirect inference estimator 
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The positive definite weighting matrix Ω is the inverted bootstrapped variance-covariance matrix for the coefficient estimates 
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.  The Appendix provides more details of the estimation procedure.  As Table 2 indicates, I find a considerable amount of informational rigidity, with the estimate of λ equal to 0.072 (with standard error 0.011).  The estimate of γ is 0.131 (with standard error 0.009), indicating a considerable amount of real rigidity is needed for the model to match the data.
By itself, a value of 
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 would imply that only 7.2% of firms acquire new information in a given quarter and that firms would only update their information on average once every fourteen quarters.  This is the interpretation in the standard sticky-information model.  However, the model with sticky prices assumes that there is a maximal length of time (jmax=8 quarters) beyond which a firm acquires new information with certainty.  As such, this implies that 14.6% of firms actually acquire new information in a given quarter, and the average length of time between information updates is 6.8 quarters.  This is within the range of average durations suggested by a number of other studies (Table 3), though these studies assume perfectly flexible prices.  In the next section, I discuss how this latter assumption affects the estimates of λ and γ.
IV
Implications and Discussion
With its emphasis on micro foundations, the model affords the opportunity to track both the decisions of individual firms and how those decisions affect aggregate variables.  This section presents the macro and the micro dynamics that arise from the model.  I begin by describing the impulse response to a nominal shock, then move on to the model’s implications for individual firms’ prices.  I show that information-updating can significantly impact sticky-price firms’ pricing behavior, in particular the timing of price changes: firms which know with certainty that they will acquire new information in the following period will never change prices, preferring instead to wait at least another period to make a more-informed decision.  However, firms do change prices without acquiring new information, as they anticipate where their optimal price is and will not wish to deviate too far from it.
Impulse Response
To illustrate the dynamics that arise from the model, Figure 2 depicts the responses of inflation and the output gap to a nominal demand-growth (money-growth) shock using the estimates 
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 from Section III.  Plotted are the average responses of inflation and the output gap over 10,000 simulations to a 1.3% annualized money growth shock at time t=0.  Averaging over a large number of simulations helps mitigate the effects of initial starting conditions among the heterogeneous firms.  More details on the construction of Figure 2 can be found in the Appendix.

The monetary shock produces inertial, hump-shaped responses of both series.  The inflation response peaks above 0.2% eight quarters after the shock, with the output gap reaching its peak after two quarters.  This result is generally similar to Figure 1 and should not be terribly surprising since half of price-setters have sticky information and can freely set prices.  However, given 
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, the Mankiw-Reis model with only sticky information would predict much longer responses of both series, with the inflation rate peaking eleven quarters after the shock and only reaching a value slightly higher than 0.1%.  The difference can be partly explained by the presence of the sticky-price sectors.
When firms face menu costs, the prices they set will overshoot the instantaneously optimal level under positive trend inflation, a phenomenon Burstein (forthcoming) refers to as “front-loading.”  The presence of sticky information helps to delay some of this front-loading behavior: firms which have not seen the nominal shock do not know the extent to which they should set prices above their typical, front-loaded reset price.  Sticky-price firms which do see the nominal shock immediately are also affected: since firm-level demand depends upon a firm’s nominal price relative to its competitors (via the aggregate price level), these firms’ price changes are also restrained initially.  With the passing of time, as more firms become informed of the shock, the sticky prices begin to adjust—by more than would be optimal if prices were fully flexible—and this pushes up the inflation rate.  By the eighth quarter following the arrival of the shock, all firms will have acquired new information at least once.  Furthermore, many of the sticky prices will have already changed at least once.  (Below, I find that the median sticky price lasts six quarters.)  Thus firms at time t=8 who just now see the shock realize that their nominal prices are far from where they would like them to be, leading to a final burst of inflation especially due to the sticky-price firms.  Thereafter, the inflation rate starts to subside and the output gap continues its decline toward zero.
Micro Dynamics
I turn next to individual firms’ behavior, in terms of both pricing and information acquisition.  Given the calibrations in Section III, firms’ pricing behavior is rather predictable: firms that face zero menu costs change prices almost constantly and by small amounts, while those that do face menu costs experience periods of rigidity and discrete jumps; furthermore, pricing patterns broadly follow empirical evidence.  Perhaps more interesting is the interaction between information acquisition and firms’ pricing decisions.  In this regard, I show that information has distinctive effects on the timing of firms’ price changes depending on whether they face menu costs or not.

Table 4 contains statistics on individual firm behavior, and Figure 3 plots the distribution of durations between price changes.  For compatibility with Klenow and Kryvtsov’s (2005) reported statistics, price durations are weighted by their contribution to the aggregate price level to avoid overweighting short spells.  (Without this weighting, over three-fourths of spells would be only one quarter.)  Here, we see that 48.1% of prices last one quarter, producing a median duration of two quarters.  In the right tail of the distribution, about 10% of prices last longer than two years.  These numbers are in line with those presented by Klenow and Kryvtsov (2005).  However, the bimodal distribution of durations does not accord with the data: too many prices last between one and two years, suggesting that additional cohorts with smaller menu costs would be needed to remedy this deficiency.  The mean (weighted) duration of a price is one year, slightly longer than the seven months reported by Bils and Klenow (2004).  The median category experiences a price change in 51.6% of quarters; Bils and Klenow (2004) report a median frequency of 21% using monthly data.
Clearly, these statistics are a combination of the flexible prices from firms in the first cohort and the sticky prices generated by firms in the second and third cohorts.  Firms in the first cohort change prices in 96% of all quarters, and the average price change is less than 1% in absolute size.  By contrast, firms in the second cohort face menu costs of 0.7% of average revenues to change their prices.  This yields price changes in only 16% of quarters, for a median and mean duration between price changes of six quarters.  Firms in the third cohort face menu costs three times larger than those of the second cohort, which causes them to change prices in 14% of quarters.  This increases the mean duration to seven quarters (though the median is still six).  The average size of a sticky-price change is greater than 4%.
As mentioned earlier, the estimated 
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 implies that a firm which has not gone jmax+1 periods since its last information update has only a 7.2% probability of acquiring new information in a given quarter.  However, overall 14.6% of firms on average actually acquire new information in a given quarter, and the average length of time between information updates is 6.8 quarters.  Given the small estimated value of λ, over half of all information updates—56.1%—are automatic; that is, firms do not obtain new information within jmax periods, and they therefore know that they will obtain new information with certainty in the following period.

A natural question that arises is the extent to which firms’ price-setting is affected by infrequent information acquisition.  Figure 4 plots each cohort’s average frequency of price change as a function of the length of time since the last update.  Several noteworthy patterns emerge.  First, firms in cohort 1 are less likely to change their price in the period in which they obtain new information than they are if they last updated sometime in the past.  This behavior is due to a combination of positive trend money growth (and thus inflation) and this cohort’s ability to costlessly change prices.  With positive trend inflation, firms that last updated at least several quarters ago expect the price level to have risen in the interim.  These firms have an incentive to almost universally change their prices if for no other reason than to match this inflation, and they utilize this incentive since price changes are costless.  By contrast, firms which update their information may discover their expectations over inflation and/or marginal cost were not entirely realized, and their prices were slightly sub-optimal in the previous period; e.g., they might have last set a nominal price slightly higher than necessary.  However, given money growth and the behavior of other firms, they now discover that last period’s nominal price is optimal today.  Since it is costless to change their price, they will keep it fixed at this (currently) optimal level today, and then plan to increase it based upon trend inflation and expectations of marginal costs in the future.
The second noteworthy pattern to emerge from the figure is that the two cohorts of sticky-price firms, despite facing distinct menu costs, behave in a similar fashion.  This should not be surprising, given that the median duration between price changes was six quarters for both cohorts, and the average frequencies, sizes, and durations were largely similar.  (Varying the ratio of menu costs for the two sticky-price cohorts changes these statistics in predictable ways.)
The third noteworthy pattern is that the timing of price changes for sticky-price firms is greatly affected by the arrival of new information.  Unlike the firms in the first cohort, firms that face positive menu costs view the arrival of new information as a natural time to also change prices: they see the extent to which their previous expectations were (or were not) realized, and then determine whether (or not) their old price is consistent with the realization.  With the state-dependent nature of pricing, firms whose expectations least matched the economy’s realizations have the greatest incentive to change prices and will do so immediately.  Firms whose expectations were largely realized may decide to wait several more quarters to change their price.  With positive trend inflation, the above-average frequency of price adjustment in the period in which firms acquire new information is coupled with an echo above-average frequency of price adjustment six quarters later, as firms expect their real price to have decayed sufficiently to justify another price change by that time.  Importantly, notice that no sticky-price firms will ever change their price in the period immediately preceding a “known” information update.  Because of the uncertainty at such a time horizon (since it has been so long since the last update) and the cost of changing a price, the sticky-price firms will always wait for at least one more period so as to make their decision using more recent information.
One shortcoming of the model is its inability to match the sizes of price changes in the data.  With only a single driving process which on average grows at a positive rate, there are very few price decreases in the model compared with the data.  In addition, the model produces far too many small changes.  Klenow and Kryvtsov (2005) find that 40% of regular price changes are less than 5% in absolute value; in the model, the same statistic is 94%.  The addition of sizable idiosyncratic shocks—productivity shocks, markup shocks, etc.—would improve the performance of the model along this dimension, though at the cost of additional state variables.

Discussion
At first glance, the impulse responses in Figure 1 and Figure 2 are sufficiently similar that one could question the gains from incorporating sticky prices into a sticky-information environment.  The response to such a question is that the inclusion of sticky prices is not only necessary to match the micro evidence on firm price adjustment: it also has implications for the estimated frequency of information updating and the amount of real rigidity necessary to match the macroeconomic data as embodied in the Phillips curve (3.1)

.  As was done in Section III for the construction of Figure 1, consider the case in which all firms face zero menu costs—i.e., φ1=1.  As we saw in Section III, such a model is an able proxy for the Mankiw and Reis (2002) model of sticky information.

Using indirect inference, one can then re-estimate λ and γ under this alternative assumption.  Table 4 presents the results from this estimation.  As we see, both parameters are highly affected.  The probability that a firm will be able to update its information between “automatic” updates falls to virtually zero and is not statistically different from it.  This estimate implies that information-updating in such a setting is more akin to a fixed-duration, Taylor-type form than the random-duration, Calvo-type assumption.  The mean duration between updates rises to 8.8, close to the maximum possible given that firms will update automatically if they have not done so by the ninth period after their last update.  This is greater than the comparable estimates listed in Table 3 from papers using only sticky information which have focused on estimating sticky-information Phillips curves rather than indirect inference.  The estimate of γ also falls, implying the need for additional real rigidity in the model to match the macro data.

In terms of micro pricing data, with nearly all prices changing in every period, the pure sticky-information model cannot replicate the empirical evidence.  Such a shortcoming should not be readily dismissed.  In a recent paper, Carvalho (2006) demonstrates that—in a setting characterized by heterogeneity among firms’ price-setting frequencies—firms with the stickiest of prices have significant effects on both the price level and the decisions of firms with more flexible prices.  Aoki (2001) presents a model with a flexible price sector and a sticky price sector and shows that optimal monetary policy targets inflation in the sticky sector.  Price stickiness thus seems necessary for theoretical and empirical reasons. 
The fact that firms use state-dependent pricing rather than the more common Calvo (1983)-pricing mechanism in the model is also significant.  State-dependent pricing invokes what Gertler and Leahy (2006) refer to as the “selection” effect: firms whose prices are farthest from their targets are those most likely to adjust.  As Caplin and Spulber (1987) and Golosov and Lucas (2003) show, this selection effect can diminish or even eliminate monetary non-neutrality.  As with the front-loading effect, the addition of infrequent information updating to a state-dependent pricing model mitigates this selection effect, since firms may not always know exactly how their actual price compares with their optimal target price.  This helps to generate considerable monetary non-neutrality in the model.  Nevertheless, the selection effect is still present: when firms do acquire new information, those whose actual prices are farthest from their optimal prices will have the greatest incentives to adjust.  Conversely, firms whose expectations of the future were largely realized may not have an incentive to change their price at that moment.

In fact, it is important to note that all firms in the model are always forward-looking optimizers.  Firms do not set prices based on rules-of-thumb, such as adding last period’s inflation rate to their previous price.  This is a key difference between this model and the hybrid sticky-price model, which Kiley (2005) asserts is a simplistic way of introducing imperfect or sticky information into a sticky-price model.
Perhaps the largest criticism that can be leveled against the model (and the Mankiw-Reis sticky-information assumption) is that, if taken literally, the cost of observing the variables necessary to make an optimal pricing decision—in this model, the aggregate price level and the level of real money balances—should be minimal.  Thus it is questionable why a profit-maximizing firm would wait over six quarters on average to obtain this new information.  Obviously, the information problems of real-world firms are exceedingly more complex than the simple model presented herein; the industrial manufacturer studied by Zbaracki et al. (2004) spent approximately $100,000 on information-acquisition costs alone.  Nevertheless, one can obtain similar results if it is reoptimization rather than information acquisition that is the more costly event.  For instance, if firms acquire new information constantly but do not act upon it (i.e., they only reoptimize infrequently according to the Calvo mechanism set out above), this is akin to acquiring new information infrequently and then reoptimizing based upon that new information.

V
Robustness Results

The estimates of the probability of an information update, λ, and the amount of real rigidity in the model, γ, presented above rely intrinsically on the other parameters of the model which were calibrated in Section III.  Changing these calibrated parameters could thus materially affect estimates of λ and γ.  In this section, I explore the robustness of 
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 to different parameter combinations, as well as their implications for micro pricing behavior.
I consider four separate experiments.  The first decreases the firms’ desired markup from 1.2 to 1.1.  The second changes the size of the menu cost for the third cohort, from Φ3=3*Φ2 to Φ3=2*Φ2.  The third experiment changes the fraction of firms in each cohort, from φ1=0.5 and φ2=φ3=0.25 to φ1=0.4 and φ2= φ3=0.3.  Finally, the fourth experiment reduces the maximal number of quarters that a firm will go between information updates from eight to four; i.e., a firm which has gone one year since its last information update will obtain new information in the following quarter with certainty.  Table 4 presents the estimates of λ and γ.

The estimated rate of information acquisition λ is modestly affected by variations in Φ3, φk, and the desired markup.  In each case, an individual firm has between a 9% and a 12% probability of updating its information in a given period.  As above, this implies that a considerable number of firms will reach the point at which they will not wait any longer and will automatically acquire new information.  Combining these facts, approximately 16% of all firms obtain new information in an average quarter.  The estimate of γ decreases with the decrease in Φ3, and it increases slightly when varying φk so as to put more weight on the sticky-price cohorts and less on the flexibly-priced cohort.
  These results suggest that imposing sticky prices helps lessen the amount of generic real rigidity necessary for the model to match the empirical data.  Many of the micro statistics are broadly similar for these three exercises, except that very few firms have extremely sticky prices upon changing θ and the median firm exhibits sticky prices upon reducing the size of the first cohort to φ1=0.4.
Reducing jmax from eight to four—i.e., so that now a firm which has not acquired new information in the previous four quarters does so with certainty in the quarter that follows—has a substantial effect on the estimation.  While the estimate of λ falls to 5%, the lower jmax causes the average percentage of firms updating within an average quarter to increase to 22%.  (Strictly speaking, while the model favors a small probability that firms will not simply update their information mechanically once they go jmax periods without new information, the vast majority of updates are automatic.)  To impose enough persistence in the model to match the empirical Phillips curve, this requires that the estimate of γ fall to virtually zero, so that movements in the output gap have nearly no effect on a firm’s optimal prices.
VI
Conclusion

This paper proposes a model that combines two forms of stickiness which appear to enjoy empirical support: sticky information and sticky prices.  Using indirect inference with the model’s ability to match an empirical Phillips curve, I estimate that 15% of firms update their information in an average quarter, and the average duration between updates is 6.8 quarters.  Using these estimates and the underlying calibrations, the median firm changes its price in 52% of quarters.  The median price stays fixed for two quarters, and the average price remains unchanged for four quarters.  At the sticky end of the spectrum, about 10% of prices go unchanged for more than two years.

Given the complexity of combining sticky information with state-dependent sticky prices, the model and estimation strategy were kept relatively simple to maintain tractability.  This has naturally led to the omission of a number of interesting issues, such as a more thorough treatment of the aggregate-demand side of the economy, systematic monetary policy, and substantial idiosyncratic shocks among firms.  The introduction of the latter, for instance, would greatly help the model match empirical evidence on the size of price changes.  Additional heterogeneity among firms would also improve the model’s ability to match the distribution of price durations.

A second issue arises over the formation of expectations within the model.  The model-consistent expectations were based upon the most parsimonious linear forecasting rule possible, as in Willis (2002).  Such a rule, while beneficial for the sake of tractability, leaves much to be desired in terms of realism.  Expanding the forecasting rule to incorporate more information and explanatory variables, or experimenting with various non-linear formulations, could lead to richer dynamics within the model.  However, these extensions are not without cost, in the form of additional complexity and state variables.  As such, I leave these issues to future research.
VII
Appendix

This appendix contains more details on the generalized impulse responses and the procedure used to estimate the structural model parameters.

Because the Markov process used to approximate (2.2)

 to a single shock in period T0+1.  Likewise, it is assumed that the average responses over the S′ simulations of inflation and the output gap approximate their actual responses as well.
(2.2)

 does not easily lend itself to a simple impulse response, generalized impulse responses were created by simulating the model S′ times for T0+T′ quarters.  In each simulation, the exogenous money growth process took on its trend value—normalized to zero for the sake of the figures—in quarter T0.  The shock in each simulation occurred in quarter T0+1 and was 1.3% (annualized).  Money growth in the first T0−1and last T′−1 quarters was determined randomly by the Markov process described above.  For large enough S′, the average response of this series approximates the actual response of 
The generalized impulse responses in Figure 1 compare the dynamics of the inflation rate and the output gap for the model presented in this paper with only sticky information (SI-only) (i.e., φ1=1) with the Mankiw and Reis (2002) (MR) model.  The parameters in the SI-only model are calibrated as in Table 1, with the exception of λ=0.25 and γ=0.10, as in Mankiw and Reis (2002).  Differences between the models include: the MR model uses a first-order approximation to optimal price-setting, which enables certainty-equivalent behavior (Ball et al. 2005); the MR model uses a continuum of firms while the SI-only model uses N firms; the MR model does not require specifying a value of the markup; the SI-only model posits that firms which have gone jmax quarters since their last information update will acquire information in the following quarter with certainty; and the SI-only model uses a linear forecasting rule to form expectations whereas the MR model uses rational expectations.  To deal with constant differentials between the models, the inflation and output gap series in Figure 1 were each normalized to zero in the period prior to the shock.  The shock processes hitting the two models are identical.
The generalized impulse response in Figure 2 illustrates the dynamics of the inflation rate and the output gap in response to a 1.3% innovation to nominal money growth at time t=0 over S′ simulations using the model developed in the text with both sticky prices and sticky information.  Parameters were set using the calibrations in Table 1 and 
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 as estimated in Section III using indirect inference.
Estimation of λ and γ using indirect inference was conducted via simulated annealing; see Goffe et al. (1994).  Multiple starting points were chosen to ensure that 
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 is the global minimizer.  Standard errors for the parameter estimates were computed using numerical derivatives.  Notice that the model utilizes the “true” output gap—i.e., the difference between actual output and the full-information, frictionless rate of output; in the U.S. data, the latter is approximated by the HP filter.  To make the model’s “true” output gap better conform with the estimated output gap in indirect inference, low-frequency variations in the model’s “true” output gap were removed using the HP filter and a weighting parameter of 160,000.  Results are similar without this correction.

VIII
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Figure 1: Generalized Impulse Responses for the Model with Sticky-Information Only and the Mankiw-Reis Model
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Notes: Responses of output gap y and inflation π to a 1.3% shock to money growth at time t=0 with λ=0.25 and γ=0.10, as in Mankiw and Reis (2002) (with their α=γ). SI-only is the model in this paper in the absence of menu costs for all firms and jmax=8 (i.e., firms that do not acquire new information after eight quarters automatically do so the next period). See the text and the Appendix for details.

Figure 2: Generalized Impulse Responses under Sticky Prices and Sticky Information
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Notes: Responses of output gap y and inflation π to a 1.3% shock to money growth at time t=0 with 
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, as estimated in Section III. See the text and the Appendix for details.

Figure 3: Distribution of Durations between Price Changes

[image: image43.emf]  1 2 3 4 5 6 7 8 9 10111213141516  

0%

 

10%

 

20%

 

30%

 

40%

 

50%

Percentage of price changes

Duration, in quarters


Notes: Price durations are weighted by their contribution to the overall price level so as not to overweight frequent short spells, as in Klenow and Kryvtsov (2005). See the text for details.

Figure 4: Frequency of Price Changes as a Function of Time since Last Information Acquisition
	Figure 4(a): Cohort 1
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	Figure 4(b): Cohort 2

[image: image45.emf]  0 1 2 3 4 5 6 7 8

0%

 

10%

 

20%

 

30%



|

|

|

|

Average frequency for cohort 2

Frequency of price changes

Number of quarters since last information update


	Figure 4(c): Cohort 3
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Notes: Firms in cohort 1 costlessly change prices, while firms in cohorts 2 and 3 face positive menu costs. Since jmax=8, firms that have gone eight quarters since their last information update obtain new information with certainty in the next period.
Table 1: Estimated and Calibrated Model Parameters
	Exogenous growth process
	

	μ
	6.4*10−3
	Estimated from 
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 using nominal GDP growth in U.S. data, 1983.1–2005.4

	ρ
	0.49
	

	σ
	5.1*10−3
	

	
	
	

	Menu cost parameters
	

	Φ1
	0
	Constant menu cost a firm faces to change its price, expressed as a percentage of average revenues

	Φ2
	0.7%
	

	Φ3
	2.1%
	

	φ1
	0.5
	Fraction of firms facing menu costs Φ1, Φ2, and Φ3, respectively

	φ 2
	0.25
	

	φ 3
	0.25
	

	
	
	

	Other parameters
	

	θ
	6
	Implies a desired markup of 1.2

	β
	0.99
	Discount factor, quarterly model

	jmax
	8
	Maximal number of quarters without an information update

	N
	1000
	Number of firms in each simulation

	T0
	25
	Initial quarters, discarded to remove starting conditions

	T
	92
	Number of simulated quarters, matching 1983.1–2005.4

	S
	100
	Number of simulations

	T′
	25
	Number of simulated quarters, for generalized impulse responses

	S′
	10,000
	Number of simulations for generalized impulse responses


Table 2: The Phillips Curve in the U.S. Data and the Simulated Model

	
	U.S. data
	
	Estimated structural parameters
	
	Simulated model, using estimated structural parameters

	
	
	
	
	
	

	πt−1
	0.225 **

(0.100)
	
	
	
	0.278



	πt−2
	0.077

(0.0101)
	
	
	
	0.039



	πt−3
	0.107

(0.100)
	
	
	
	0.032



	πt−4
	0.350 ***

(0.096)
	
	
	
	0.085



	yt−1
	0.048 ***

(0.017)
	
	
	
	0.079
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	0.072 ***

(0.011)
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	0.131 ***

(0.009)
	
	


Notes: Estimates for 
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. Standard errors in parentheses. **/*** denotes significance at the 5%/1% level. The constant ξ0, while not reported, is significant at the 5% level. U.S. data are 1983.1 through 2005.4. Inflation π is quarterly change in the chain-weighted GDP deflator. Output gap y is derived using the Hodrick-Prescott (1997) filter. Estimated structural parameters are found via indirect inference. Coefficients reported from the simulated model are the average over 100 simulations using those structural parameter estimates. See text for details.
Table 3: Estimates of Information Rigidity among Price-Setters
	
	
	Average duration between price-setters’ information updates (quarters)

	
	
	

	Andrés et al. (2005)
	
	6.7

	Kiley (2005)
	
	1.4–2.3

	Khan and Zhu (2006)
	
	2.8–7.7

	Mankiw and Reis (2006) *
	
	1.9

	
	
	

	This paper **
	
	6.8


Notes: All papers impose sticky information among price-setters. * also imposes sticky information among wage-setters and consumers. ** also imposes sticky prices.
Table 4: Micro Statistics and Robustness Results

	
	
	Original model
	
	Sticky-information only
	Smaller desired markup
	Smaller menu cost for stickiest cohort
	Changing 

cohort size
	Automatic update after 4 quarters

	
	
	–
	
	φ1=1
	θ/(θ−1)=1.1
	Φ3=2*Φ2
	φ1=0.4, φ2=φ3=0.3
	jmax=4

	
	
	
	
	
	
	
	
	

	Parameter estimates
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	0.072 ***
	
	0.006
	0.099 ***
	0.116 ***
	0.098 ***
	0.050 ***

	
	
	(0.011)
	
	(0.012)
	(0.010)
	(0.025)
	(0.032)
	(0.006)
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	0.131 ***
	
	0.052 ***
	0.055 ***
	0.084 ***
	0.142 ***
	0.005

	
	
	(0.009)
	
	(0.008)
	(0.001)
	(0.004)
	(0.016)
	(0.003)

	
	
	
	
	
	
	
	
	

	Price-change statistics
	
	
	
	
	
	
	
	

	Median frequency (%)
	
	51.6
	
	95.7
	56.0
	50.5
	16.8
	46.7

	Mean frequency (%)
	
	55.7
	
	95.0
	58.4
	55.6
	47.3
	52.7

	Median duration (quarters)
	
	2
	
	1
	2
	2
	5
	2

	Mean duration (quarters)
	
	4.0
	
	1.1
	3.0
	3.8
	4.6
	4.9

	Prices lasting >2 years (%)
	
	10.2
	
	0
	1.8
	6.4
	12.0
	24.6

	
	
	
	
	
	
	
	
	

	Information-updating statistics
	
	
	
	
	
	
	
	

	Mean frequency (%)
	
	14.6
	
	11.4
	16.0
	16.9
	15.9
	22.0

	Mean duration (quarters)
	
	6.8
	
	8.8
	6.1
	5.8
	6.2
	4.5

	Automatic updates (%)
	
	56.1
	
	94.8
	45.1
	39.6
	45.4
	82.0


Notes: The original model assumes φ1=0.5 and φ2=φ3=0.25, Φ3=3*Φ2, θ/(θ−1)=1.2, and jmax=8. Standard errors—computed using numerical derivatives—are in parentheses. *** denotes significant at the 1% level. Price-change statistics report the median frequency of price changes, by firms/categories; the average frequency of price changes, as a percentage of all quarters; the median duration between price changes; the mean duration between price changes; and the percentage of price spells that last longer than two years. Information-updating statistics report the percentage of firms updating their information in an average quarter; the mean duration between information updates; and the percentage of information acquisitions that occur automatically because j=jmax+1. See text for details.







* The views expressed herein are solely those of the author and do not necessarily reflect the views of the Federal Reserve Bank of Kansas City or the Federal Reserve System.


� This is intuitive given the nature of costly price adjustment.  Such an effect is absent under the Calvo framework, however, where adjustment is random: a firm close to its target has the same probability of adjusting as a firm extraordinarily far from it.


� This distinguishes the present paper from others that have blended elements of sticky prices and incomplete information.  Kiley (2000) allows firms to choose their Calvo probability of adjusting their price going forward and whether to pay a cost to acquire the current period’s information or use the previous period’s information for free.  Bonomo and Garcia (2001) model an economy in which firms face menu costs to change prices, and information is distributed to all firms simultaneously and at discrete intervals.  Bonomo and Carvalho (2004) justify fixed-price time-dependent rules in a model where firms pay a single cost to update their information and change their prices simultaneously.  Such rules are analyzed in the context of a singular disinflation.  Gertler and Leahy (2006) use a decision cost—i.e., an information-updating cost—to rule out firm-level price adjustments in response to macro shocks.  Klenow and Willis (2006) model the case in which firms face menu costs in a rational inattention setting.  Coibion and Gorodnichenko (2006) allow some firms to set sticky prices and others to have sticky information.


� Zbaracki et al. (2004) document a variety of costs for a large industrial firm associated with changing prices, including information-acquisition costs, customer negotiation costs, and the costs associated with physically implementing price changes.  In this paper, “menu costs” refer to the latter.  Levy et al. (1997) and Dutta et al. (1999) provide estimates of these menu costs in other settings.


� This contrasts with a common assumption in state-dependent pricing models that adjustment costs are stochastic (Dotsey et al. 1999, Willis 2000, 2002, Dotsey and King 2005).


� The coefficient α0 is restricted such that, in the nonstochastic steady state, output converges to the flexible rate.


� An alternative, suggested by Willis (2002), is to use known information to estimate or calibrate � EMBED Equation.DSMT4  ���, and then use model simulations to estimate other parameters of the model such that A is consistent with Â.


� While the model was kept simple for the sake of tractability, its setup is particularly suitable for comparison with Mankiw and Reis (2002).  The Appendix contains details regarding the slight differences between the models.


� In the figure, jmax=8 in the SI-only model, so that a firm which has gone eight quarters without acquiring new information will update with certainty in the following quarter.  Strictly speaking, modifying the MR model to incorporate such a truncation to the expectational lag structure would render money growth super-neutral jmax+1 periods after the shock.  More importantly, it would also generate highly nonlinear responses: inflation would steadily increase for the first jmax periods following the shock, at which point it would jump to zero.  By construction, the linear forecasting rule combined with the model-consistent expectations which are correct on average cannot capture this richness of rational expectations.  A more complicated forecasting rule—e.g., one that also includes jmax+1 lags of nominal money growth—would have a better probability of capturing such behavior.  The cost, however, would come in the form of a much larger number of state variables.


� The frequency with which firms obtain new information could, in theory, be a function of the level and variance of inflation.  Focusing on this period is thus more likely to satisfy the implicit estimation assumption that λ is constant.


� To eliminate dependence on initial conditions, I simulate T0+T quarters.  The initial T0 quarters are then discarded.


� Eliminating menu costs augments firms’ incentives to respond to marginal cost movements; additional real rigidity lessens these incentives.


� Burstein (forthcoming) develops a model in which firms have full information but reoptimize infrequently because they must pay a cost to change their pricing plans, where reoptimization is state-contingent (rather than random).  However, the model assumes price changes within a plan are costless.


� The fact that the estimate of γ decreases with a decrease in the desired markup is a consequence of the normalization of the full-information, flexible rate of output to one via δ.


� The values of S′ and T′ are listed in Table 1.  This method also eliminates any bias that may arise due to initial starting conditions: the figures discard the first T0−1 quarters.
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